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Abstract 

 
     The traditional optical microscopy system is a common tool for observing 

microscopic structures. However, in recent times, more advanced phase imaging 

techniques have emerged, such as ptychography and Coherent Diffraction Imaging 

(CDI). These techniques discard the lenses required by traditional optical microscopy 

systems and instead utilize computational methods for imaging microscopic objects. 

Therefore, they can be categorized into the field of computational imaging. 

 

    Using coherent X-rays to shot the specimen through aperture, it will generate 

Diffraction images on a detector receiver. X-rays possess excellent penetration 

capabilities, allowing them to effectively pass through specimen. The coherence of the 

X-rays ensures that the diffraction image contains the Fourier transform result of the 

specimen. Based on this principle, image reconstruction requires phase retrieval. In this 

paper, we employ a code-simulated optical diffraction system and data to practice phase 

imaging. We utilize traditional iterative methods for phase retrieval to reconstruct 

images. Due to the high cost of generating coherent light in real systems, this paper also 

explores the optimization of a classic iterative algorithm using data science methods 

under conditions of limited data. 
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Chapter 1   

Introduction 

1.1  overview 
 

The well-known Fourier transform is a mathematical tool used to convert time-

domain information into frequency domain. Its principle involves fitting actual time-

domain data using a large number of different frequency triangular periodic functions. 

Despite being an abstract mathematical tool, it paradoxically corresponds to a practical 

mapping in reality. In optics, when light waves undergo diffraction through a small 

aperture, the detector receiving the diffracted light waves will display a distinctive 

pattern. This pattern represents the two-dimensional Fourier transform of the aperture. If, 

at this point, we place a small specimen we want to observe into this aperture, the 

Fourier transform image on the detector screen will simultaneously contain information 

about the specimen and the aperture. By performing the inverse Fourier transform on 

this Fourier transform image, we obtain the original image of the specimen, including 

the aperture. This enables effective observation of nano-scale specimen. Based on this 

principle, various microscopy techniques have been invented. 

 
Figure 1.1: A schematic diagram of diffraction generation 
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                        Figure 1.2: Left, aperture and molecular specimen sample,  

                                  Right, the diffraction result of the specimen and aperture 

 

    Now the question leads to a new dimension. If we possess the Fourier transform 

image of the original object, restoring its true appearance requires performing the 

Fourier inverse transform. The Fourier transform itself provides two types of outputs: 

amplitude and phase. Amplitude corresponds to the magnitudes of various frequencies 

in the Fourier transform, while phase corresponds to the initial displacement of the 

periodic functions at time 0 for each frequency in the Fourier transform. 

 

    When capturing the image on the detector, we only obtain the amplitude information. 

During the process of Fourier inverse transform, restoring the shape of the image is 

significantly influenced by the phase. Therefore, in the absence of phase information, 

reconstructing the original image becomes a challenging problem. At this point, we 

need to generate a phase to assist in performing the Fourier inverse transform and 

reconstructing the original image. 

 

    Given that the known information includes the original shape of the aperture, and the 

unknown information pertains to the structure of the specimen we want to observe, 

leveraging the known information about the aperture shape allows us to partially restore 

the unknown phase information in the correct direction. 

 

    Based on this principle, related microscopy techniques have been developed, such as 

ptychography and Coherent Diffraction Imaging (CDI). Unlike traditional optical 

microscopy techniques, these methods do not involve direct optical imaging but require 

computational approaches to reconstruct the original image. The computation in 

question involves using the Fourier inverse transform mentioned earlier to restore the 

true image from the diffraction pattern. They all face a common challenge known as 

phase retrieval. 
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1.2  Research objective 
 

The objective of this study is to optimize existing phase retrieval methods. 

Traditional iterative methods for phase retrieval have their drawbacks, such as 

suboptimal performance, weak noise resistance, and excessive iteration requirements.  

 

Meanwhile, emerging methods that incorporate deep learning for phase 

retrieval often demand a substantial amount of data and may perform poorly when data 

is scarce. Since this experiment requires the use of coherent X-ray to generate 

diffraction data, manufacturing coherent X-rays in reality often comes with high costs, 

implying that the cost of data acquisition would be exceptionally high. Therefore, the 

aim of this paper is to find a compromise, combining traditional phase retrieval iterative 

methods. This approach not only allows for the application of data science strategies to 

optimize traditional methods but also enables achieving satisfactory results with a 

reduced amount of data, thereby saving costs. 

 

 

 

 

 

1.3  Research Outline 
 

 

This report mainly includes several sections, including background knowledge, related 

work, experimental setup, experimental results, proposed methods, and their 

effectiveness. 
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Chapter 2   

Preliminaries 

2.1 why the light diffraction can be seen as the Fourier 

transformation 
 

    From the well-known double-slit experiment, we can infer that light exhibits two 

forms: particle and wave. In this context, we consider light in its wave form, which can 

be mathematically expressed as: 

𝐸 ∗ 𝑒2𝜋𝑖𝑣𝑡 

    Where E represents intensity, ν is the frequency of the light wave, and t is time, 

indicating that light, as a wave, varies in amplitude over time. 

 

    Considering light as a wave, according to Huygens' principle, each point on the 

aperture acts as a point source, essentially being treated as a new light source. Thus, 

selecting a point dx within the aperture will emit a light wave to the detector point P. 

Analyzing the phase variation of this light beam as a wave, we focus on the relationship 

between phase change, wavelength λ, and propagation distance. The distance between 

dx and point P is denoted as r, resulting in r / λ complete waves, and the corresponding 

phase change is 2πr / λ. Therefore, the light wave from dx to point P can be expressed 

as: 

𝑑𝐸 =  𝐸0𝑒2𝜋𝑖𝑣𝑡𝑒

2𝜋𝑖𝑟

λ   
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Figure 2.1: A point in aperture as new light source  

 

    The total light wave propagating to point P after passing through the entire aperture is 

the integral of all the light waves emitted by every point on the aperture. The result is 

expressed as: 

𝐸 =  ∫ 𝐸0𝑒2𝜋𝑖𝑣𝑡𝑒

2𝜋𝑖𝑟

λ  
 

𝑎𝑝𝑒𝑟𝑡𝑢𝑟𝑒

𝑑𝑥 

    Within this integral, the only variable related to the integration term x is r, while the 

rest are constant terms. Therefore, we can move the constant terms outside the integral. 

𝐸 = 𝐸0𝑒2𝜋𝑖𝑣𝑡  ∫ 𝑒

2𝜋𝑖𝑟

λ  
 

𝑎𝑝𝑒𝑟𝑡𝑢𝑟𝑒

𝑑𝑥 

 

if the distance to the detector is sufficiently large, r ≫ x, an approximation can be 

derived as follows: 

𝑟 = 𝑟0 − 𝑥𝑠𝑖𝑛𝛳 
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Figure 2.2: Scheme of calculation for light density in point P  

 

Substituting the above approximation 𝑟 = 𝑟0 − 𝑥𝑠𝑖𝑛𝛳 into the expression for the light 

wave, we obtain  

𝐸 = 𝐸0𝑒2𝜋𝑖𝑣𝑡  ∫ 𝑒

2𝜋𝑖(𝑟0−𝑥𝑠𝑖𝑛𝛳)

λ  
 

𝑎𝑝𝑒𝑟𝑡𝑢𝑟𝑒

𝑑𝑥 

𝐸 = 𝐸0𝑒2𝜋𝑖𝑣𝑡𝑒

2𝜋𝑖𝑟0

λ ∫ 𝑒

2𝜋𝑖 ∗ −𝑥𝑠𝑖𝑛𝛳

λ  
 

𝑎𝑝𝑒𝑟𝑡𝑢𝑟𝑒

𝑑𝑥 

 

At this point, outside the integral, there are only constants, and our focus is on the 

integral part. Therefore, we can express the expression as: 

𝐸  ∝ ∫ 𝑒

−2𝜋𝑖𝑥𝑠𝑖𝑛𝛳

λ  
 

𝑎𝑝𝑒𝑟𝑡𝑢𝑟𝑒

𝑑𝑥 
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Here, we make 𝑝 = 𝑠𝑖𝑛𝛳/λ , then 

𝐸  ∝ ∫ 𝑒−2𝜋𝑖𝑝𝑥
 

𝑎𝑝𝑒𝑟𝑡𝑢𝑟𝑒

𝑑𝑥 

 

 

For the small aperture on the diffraction screen, we can represent it using the aperture 

function A(x) 

 
 

Only the small aperture allows the passage of light waves, and the rest is non-

transmissive. If there is a specimen in this region, there will be a numerical value 

between 0 and 1 representing the transmittance. Then, we can obtain 

 

𝐸  ∝ ∫ 𝐴(𝑥)𝑒−2𝜋𝑖𝑝𝑥
 ∞

−∞

𝑑𝑥 

 

At this point, it can be observed that on the right side of the equation is precisely the 

Fourier transform of the function A(x) 

 

𝐸  ∝ F A(p)    , 𝑝 =  𝑥𝑠𝑖𝑛𝛳/λ 

 

We can get a conclusion that Intensity of the light is the amplitude of the Fourier 

Transform of aperture function. 

 

 

 

 

 

 



8 

 

2.2 Fourier transformation  

 

    Fourier Transform is a mathematical tool that emerged in the 19th century, designed 

to transform a function related to time or space into another set of functions composed 

of sine and cosine functions. The transformative idea is to convert a time-domain 

function into a linear combination of numerous periodic functions, thereby revealing the 

characteristics of that function in the frequency domain. 

 

    Periodic functions serve as mathematical representations of periodic motions in the 

objective world, such as the simple harmonic motion of an object hanging on a spring, 

the oscillation of a pendulum, or the electronic oscillation in a radio electronic oscillator. 

Most of these phenomena can be expressed in the form of periodic functions. 

 

    In a more understandable explanation, Fourier Transform is like a magical black 

technology in mathematics. Its mission is to transform a messy entity in time or space 

into a group of well-behaved frequencies. Imagine holding a pen that transforms time's 

canvas into a palette of frequencies. On this palette, you can use pigments of various 

frequencies to create one pattern after another. 

 

    The formula for Fourier Transform in complex form is as follows:  

 

𝐹(𝜔)  = ∫ 𝑓(𝑡)𝑒−2𝜋𝑖𝜔𝑡
 ∞

−∞

𝑑𝑥 

    The function F(ω) represents a complex function in the frequency domain, where ω 

is the frequency, and 𝑒−2𝜋𝑖𝜔𝑡  is the complex exponential function.  

     

    The above formula represents the continuous Fourier transform. However, in real-

world applications, the data we can collect is often discrete. Continuous and infinitely 

divisible data typically only exists in definitions. Therefore, in engineering practical 

applications, we need to use the Discrete Fourier Transform (DFT) instead of the 

continuous Fourier transform, as we cannot obtain continuous and infinitely divisible 

data. 

 

 



9 

 

 

    The Discrete Fourier Transform (DFT) makes a series of assumptions to enable 

Fourier transformation on imperfect data. These assumptions include uniformly 

sampling data at equal time intervals, the discrete data have a complete cycle, and so on. 

Based on these assumptions, the Fourier transform, which needs to determine the 

distribution of each frequency, is transformed into a series of linear operations. 

 

    In contrast to the continuous Fourier transform, where data is infinite, the data in the 

case of DFT is finite and can be expressed as a matrix multiplication. The unknown 

components of each frequency, multiplied by the corresponding time, result in the 

known sampled data. Therefore, solving for the components of each frequency becomes 

a linear matrix operation, The practical operation of solving the Discrete Fourier 

Transform is just a massive matrix multiplication. 

 

    We use the Fast Fourier Transform (FFT) in our experiment, which is a specific form 

of Discrete Fourier Transform (DFT). Compared to the regular DFT, FFT accelerates 

the computation speed by leveraging the periodicity and symmetry of the signal. 

Through stepwise reduction of the problem size, FFT reduces the original 

computational complexity from 𝑂(𝑁2)  to 𝑂(𝑁𝑙𝑜𝑔𝑁)  . 

 

    This divide-and-conquer strategy makes FFT faster in handling large-scale data 

compared to directly computing the DFT. In terms of specific operations, FFT optimizes 

the multiplication of the massive matrix involved in the Discrete Fourier Transform 

itself. The approach involves breaking down the large matrix into several smaller 

matrices (typically four). After the matrix is decomposed into smaller ones, a 

transformation is performed to convert it into a diagonal matrix multiplication, thereby 

saving a significant amount of time. 
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2.3 The importance of phase retrieval 

 

     As we discussed earlier, Fourier Transform generates two components: phase and 

amplitude. However, the image received on the detector represents the amplitude result 

of the Fourier Transform of the specimen and aperture. For two-dimensional Fourier 

Transform, the amplitude reflects the intensity of various frequencies in the two-

dimensional image. In images, amplitude tends to determine brightness and color 

intensity, while phase plays a more significant role in defining the contours of the image. 

Here, we perform Fourier Transform on two different images to obtain their respective 

phase and amplitude. Afterward, we conduct Fourier Inverse Transform while keeping 

the amplitude unchanged. Instead, we replace the original phase with the phase from the 

other image. In this process, we observe that the restored result, especially in terms of 

phase, approximates the contours of the image associated with that particular phase. 

 

     This diagram illustrates how crucial a role the phase plays in the accurate restoration 

of the image. 

 

 

Figure 2.3: Experiment result of exchange phase in inverse Fourier transformation 
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Chapter 3   

Related Works 

3.1  Phase retrieval method: ER and HIO 

      

    Methods like ER and HIO leverage known information to progressively approach the 

correct phase during the iterative process. The known information typically involves the 

shape of our aperture since we have no prior knowledge of the structure of the observed 

specimen. However, the aperture itself is part of our observation system, a component in 

our system design. Therefore, the information about the aperture is known. In this 

context, we can initially generate a random phase and use this random phase for Fourier 

inverse transformation to restore the original image. 

 

 
Figure 3.1:  Diagram of the steps in the HIO and ER algorithms 

 

      Because the original image outside the aperture is non-transmissive (having 

intensity values of 0), using a random phase during the restoration process results in 

incorrect values outside the aperture. To address this, for the ER algorithm, known 

erroneous values are set to 0. In contrast, the HIO algorithm reduces erroneous values to 

a certain ratio (e.g., 0.5). This process yields a new restored image, which is then 

Fourier-transformed to obtain a new diffraction pattern. This iterative cycle is repeated 

several times. Through multiple iterations, we gradually recover an original image that 

approximates the correct image. This iterative approach effectively utilizes our known 

information about the original image's aperture to restore the phase. 
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Figure 3.2:  Difference of error handling strategy between HIO and ER algorithms 
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3.2  Phase retrieval method: EPIE 

 

    The EPIE algorithm, also based on iterations, differs slightly from the previous ER 

and HIO algorithms. This algorithm scans the diffraction pattern into partitioned blocks 

with some overlap between adjacent blocks. Each block corresponds to an independent 

sub-diffraction pattern.  

 

Figure 3.3:  Partitioned blocks in EPIE Algorithm 

 

    Initially, we randomly initialize an original sample object and original probe as 

original input image. After Fourier transforming this original sample image, it generates 

a diffraction pattern. Typically, there is a difference between the diffraction pattern 

based on the randomly generated sample and the true sample. 

 

    In the EPIE algorithm, we iterate through each sub-diffraction pattern from the true 

sample and correct the randomly generated original sample image accordingly. Because 

each sub-diffraction pattern overlaps with others, they share some information. After 

correcting the original image for each individual sub-diffraction pattern, we obtain a 

new original image. This new original image generates adjacent sub-diffraction samples. 

Due to the overlap between adjacent sub-diffraction samples, this overlapping part helps 
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make the new sub-diffraction samples generated based on the assumed original image 

closer to the true sub-diffraction samples. Through multiple cycles of iteration, the 

assumed original image gradually approaches the true original image. 

 

Figure 3.4:  The flow of EPIE Algorithm 
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Figure 3.5:  Object and probe update method in EPIE 
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Chapter 4   

Experimentation 

4.1 experiment environment setting 

 

    Here, we utilized python code that build a simulation for generating coherent X-rays, 

molecular specimen, apertures, detectors, and also the light diffraction. 

 

 

For coherent x-ray, we using code to set these different property 

 

Like light energy, light wave length, light energy, light speed, plank constant. 

 

Also setting the detector in here, like the detector resolution, distance between the 

specimen and the detector, each pixel size in detector.     

   

 

 
 

 

Figure 4.1:  optical setting code, include x-ray and detector 
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    We also set our aperture in here, include the aperture size, aperture shape, the 

distance between our aperture and specimen. 

 

 

 
 

 Figure 4.2:  aperture setting code 

 

 

    The last is our specimen, we setting our specimen as golden particles,  and then set 

the particle property, like it’s light wave absorption rate, light wave phase shift rate 

when light pass the particle, diameter of the particle, particle move velocity, and the 

total number of particles.    

 

 

 

 Figure 4.3:  specimen setting code 
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    According to our simulation code, our data generation process is as follows: 

• Coherent X-ray light is generated and illuminates the aperture and specimen. 

• The detector records the corresponding light intensity and collects data. 

 

     The most crucial data we can obtain here includes the aperture, specimen, and the 

diffraction results collected by the detector. Since this simulation is based on code, we 

have information about the microstructure of the specimen. However, in a real observe 

system, the structure of the specimen is unknown and need to be observed. Therefore, 

the data of the specimen just serves as validation data to check whether the 

reconstructed image matches its original image. 

 

 

 

 

 
 

Figure 4.4:  generating Au particles 
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Figure 4.5:  particles with triangle aperture 

 

 

 
 

Figure 4.6:  diffraction result in detector  
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4.2 phase retrieval in our experiment  

 

    Based on the previously mentioned code simulation of the diffraction system, we 

have simulated data, including the aperture, specimen, and diffraction detected by the 

detector. The diffraction result corresponds to the Fourier transform amplitude of the 

aperture and specimen. Now, we need to reconstruct the original specimen and aperture 

from the detector's diffraction image. The reconstruction involves retrieving the Fourier 

transform phase, which is not directly observable in the observation system. Therefore, 

we use phase retrieval methods to find the phase close to the original image. In this 

context, the aperture in the observation system is known, and we also have knowledge 

of the Fourier transform amplitude. Leveraging these two pieces of known data, we 

attempt to reconstruct the original specimen. 
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4.3 phase retrieval with HIO and ER algorithms 

 

    We will first implement the classic iterative phase retrieval algorithms, ER (Error 

Reduction) and HIO (Hybrid Input-Output), using code. Subsequently, we will observe 

the effectiveness of phase retrieval on our data. 

 

    As introduced in Section 3.1, both the ER and HIO algorithms utilize object 

constraint and Fourier constraint for iterative phase retrieval. The initialization and 

iteration processes in the code are as follows: 

 

 

 

 Figure 4.7: ER/HIO algorithm initialization and iteration 

 

• FFT:   Fast Fourier Transform 

• IFFT:  Inverse Fast Fourier Transform 
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    Here, we use the HIO algorithm for iteration. The images below show the 

reconstruction results at the 10th and 1000th iterations. It can be observed that the 

reconstruction quality is relatively poor with a small number of iterations, and as the 

number of iterations increases, the reconstruction quality gets closer to the original 

image. However, further improvement tends to plateau. 

 

               Left: original image                                    Right: reconstruction image 

 

Figure 4.8: Phase Retrieval effect with 10 iterations by HIO algorithm 

 

 

             Left: original image                                       Right: reconstruction image 

 

Figure 4.9: Phase Retrieval effect with 1000 iterations by HIO algorithm 
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     We also use the ER algorithm for iteration, the difference between ER and HIO is 

just the error update strategy, ER set the error part to 0, and HIO reduce it’s to a 

partition. The images below show the reconstruction results at the 10th and 2000th 

iterations, as the number of iterations increases, the reconstruction quality gets closer to 

the original image. However, further improvement tends to plateau. 

 

             Left: original image                                       Right: reconstruction image 

 

             Figure 4.10: Phase Retrieval effect with 10 iterations by ER algorithm

 

             Left: original image                                       Right: reconstruction image 

 

Figure 4.11: Phase Retrieval effect with 2000 iterations by ER algorithm 
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4.4 phase retrieval with Epie algorithm 

    
    The Epie algorithm segments individual image data into overlapping blocks, utilizing 

a significant number of overlapping blocks to achieve oversampling. Without overlap 

and oversampling, the algorithm degrades into the HIO algorithm, providing decent 

results in a fewer number of iterations. Additionally, there is no need to pre-specify the 

shape of the aperture in Epie. During the update process, Epie dynamically generates an 

assumed aperture and updates it along with the object. 

 

    Bottom show the particles position reconstruction effect from diffraction. 

 

 

 

   Left: reconstruction image                      Right: original image 

                        

                    Figure 4.12: Phase Retrieval effect with 10 iterations by Epie algorithm 

 

 

 

  Compare to ER and HIO, Epie need much less iteration that can get an accepted result. 
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4.5 improving phase retrieval by combine EPIE algorithm 

with gradient decent approach  

 

    Here, we can consider using the gradient descent method to moderately improve the 

algorithm's performance. If we have a considerable amount of data, we may explore 

using deep learning for phase retrieval. Since the discrete Fourier transform itself 

involves a massive matrix multiplication, which is similar to neural network operations, 

we can use a neural network to some extent to fit the original Fourier transform 

calculation. However, generating coherent X-rays is challenging and comes with high 

data costs. In scenarios with insufficient data, the effectiveness of deep learning tends to 

be suboptimal. Therefore, we can consider combining the EPIE algorithm with simple 

data science strategies like gradient descent during the EPIE algorithm's iterative 

process to attempt to enhance its performance. 

 

    We define the loss function as the difference between the assumed sample and the 

diffraction image calculated from current generated object, the object is generated from 

the current stage of the EPIE algorithm. We use the Adam optimizer as the gradient 

descent method. Since the EPIE algorithm itself does not require many iterations, we 

perform gradient descent 30 times between each iteration interval of the EPIE algorithm. 

In other words, within 30 iterations of gradient descent, we perform 1 iteration of the 

EPIE algorithm. Each batch contains 8 diffraction data samples, using only 64 data 

samples. 

 

 

Experiment result 

 

 

 
 

          Figure 4.13:  Phase Retrieval loss with 300 iterations by only gradient decent  
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     Figure 4.14:  Phase Retrieval loss with 300 iterations by only EPIE algorithm  

 

 

 

 
      

      Figure 4.15:  Phase Retrieval loss with 300 iterations by combine EPIE algorithm 

with gradient decent   

 

 

    Here, we can see that the EPIE algorithm, combined with the gradient descent 

strategy, converges the fastest, Within the same number of iterations, compared to the 

standalone gradient descent strategy and the standalone EPIE algorithm, its image 

restoration performance is the best. The standalone EPIE algorithm also outperforms the 

standalone gradient descent strategy in terms of image restoration effectiveness. 

 

 

    When we attempted to increase the data, we found that the convergence speed of the 

loss became faster. 
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      Figure 4.16:  Phase Retrieval loss with 300 iterations by combine EPIE algorithm 

with gradient decent with increasing data 

 

 

 
                    Figure 4.17: Phase Retrieval effect compare with 64 diffractions 
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                    Figure 4.18: Phase Retrieval effect compare with 512 diffractions 
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Chapter 5   

Conclusion 

From the experimental results, it can be observed that traditional phase retrieval 

iterative algorithms can achieve acceptable image reconstruction even in the absence of 

phase information. Moreover, even in cases with limited data, employing a data science 

approach can lead to modest improvements over traditional methods, and when we 

attempt to increase the data, we find that the improvement becomes even more 

pronounced. We believe that the potential of these methods will become even greater 

with larger datasets. 
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