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Abstract— The primary objective of this paper is to establish an
analytical framework for evaluating the rate-distortion and the out-
age probability performance in Internet-of-Things (IoT) systems
based on lossy cooperative wireless communications. Two corre-
lated sources transmit information through fading multiple access
channels (MACs) with the assistance of a bit-flipping (BF) helper. To
begin with, we derive a closed-form expression of the inner bound
on the achievable rate-distortion region. To reduce computational
complexity, we then propose an approximate method for calcu-
lating the outage probability based on the lossy source-channel
separation theorem. Moreover, Monte-Carlo methods are adopted to
evaluate the outage probability in MAC and orthogonal transmission
schemes. Theoretically approximate results are also compared with the exact results obtained by Monte-Carlo methods.
It is shown that the gap between the approximate and exact performance curves decreases as the distortion requirement
becomes smaller. Especially when the distortion requirement reduces to zero, the approximated outage probability is
exactly the same as the results obtained by Monte-Carlo methods. In addition, we also present performance comparisons
in terms of the outage probability between Rayleigh and Nakagami-m fading, and between BF helper and optimal helper.

Index Terms— Wireless sensor networks, cooperative lossy communications, outage probability, rate-distortion, multiple
access channel.

I. INTRODUCTION

In wireless sensor networks (WSNs) and Internet-of-Things
(IoT) systems, sensors located at different places, in many
cases, monitor the same object or the same area [1]. Therefore,
the information collected by several sensors is correlated.
Undoubtedly, performance of the IoT systems can be enhanced
by exploiting the correlation knowledge among the collected
information [2].

In wireless IoT systems, the received information is, in
many cases, not lossless due to the detrimental effect of
fading variations in the wireless channels. In conventional ap-
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proaches, the error-corrupted information is usually discarded.
However, most often, the final objective of IoT is not only to
recover the information but rather to apply a particular task on
the received data, such as decision making [3]. Such paradigm
may allow one to exploit lossy information as long as the
system can make the correct decisions. Backed by the current
strong tendency for effective utilizing deep neural network
(DNN), the new paradigm has been further inherited to the
new technological trend such as cloud radio access networks
(CRAN) [4] and multi-view learning [5]. In this paper, we refer
to this as the lossy-communication-accurate-decision principle.

Besides, the lossy-communication-accurate-decision net-
work design concept has attracted great attention in the
emerging field of goal-oriented communications, where the
receiver’s roles include computing, learning, quantization,
etc., instead of data reconstruction alone. For example, by
exploiting lossy communications for feature sharing, vehicular
cooperative perception can achieve obviously higher detec-
tion performance [6]. In addition, the decision making and
learning performance has been shown to directly depend on
the distortion [7], [8]. Moreover, Stavrou and Kountouris
[9] investigate goal-oriented communications through rate-
distortion theory, by considering several different distortion
criteria. Nonetheless, the results in [9] are only for point-to-
point communications, and hence this paper aims at the more
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general case of cooperative communications.
To identify the design criteria towards establishing the lossy-

communication-accurate-decision network design techniques,
this paper considers a small, still yet generic cooperative
IoT network scenario, as shown in the graphical abstract,
where two sensors monitor the same object from different
positions. This framework does not limit sensor types or power
consumptions. The results of this paper can be applied in
many different scenarios, including video surveillance, smart
agriculture, climate data collection, etc.; how the results can
be applied is the matter of system modeling. Therefore, the
sensor type and power consumptions depend on the application
scenario, and hence are not specified in our analysis. The
correlated observations of the common single event are then
sent to a data center, which aims to make accurate decisions
based on the lossy reconstructions. The loss is defined by
the average distortions following a proper distortion measure.
We consider that if the lossy recoveries satisfy the specified
distortion requirements, the system can make accurate deci-
sions. Thus, the outage event is defined as that the distortion
requirements are not satisfied for at least one link.

For the lossy-communication-accurate-decision network, to
improve the decision accuracy and to reduce outage probabil-
ity, a helper-assisted transmission scheme is introduced in [13]
where the helper best exploits the observed information in an
optimal way as suggested by the data processing theorem [27,
Theorem 2.8.1]. It is shown in [13] that introducing the optimal
helper can significantly improve the communication reliability
and reduce the outage probability. However, the work in [13]
does not show a practical structure of the optimal helper.

The primary objective of this paper is to establish for a
practical structure of helper-assisted IoT networks an analyti-
cal framework for evaluating the rate-distortion and the outage
probability performance. A helper is utilized between Sensor
2 (see the graphical abstract) and the data center to forward
an observation copy1, which could be corrupted by errors. To
reduce the required transmission time slots, multiple access
channels (MACs) are assumed for the Sensor-to-Helper as well
as Sensor-to-Center transmissions, both at the first time slot.
The helper transmits the information at the second time slot,
which is orthogonal to the first time slot.

There have been a volume of representative publications re-
lated to lossy cooperative wireless communications, which are
summarized in Table I2. Among them, this paper specifically
utilizes the landmark results of the fundamental limit analyses
established by Wyner and Ziv [15].

Introduction is followed by information theoretic analyses,
which is, however, NOT the final goal of this paper but
forms a mathematical basis for calculating the outage prob-
ability with the cooperative wireless IoT systems. In fading
wireless communication channels, the probability that the
rate-distortion region, derived by the information theoretic

1With this structure, the recovery of the observation by Sensor 1 at the
center is also assisted by the helper as shown by the red dashed line in the
graphical abstract, because the observations by Sensors 1 and 2 are correlated.

2In this paper, both helper and side information represent that the
information in the link does not need to be reconstructed. The difference is
that helper has a rate constraint while side information has no rate constraint.

analysis, can not be satisfied has to be averaged over the
fading variations of the channels involved in the wireless
network. Since the rate-distortion region is a function of the
instantaneous signal-to-noise power ratios of the channels, the
outage probability can be calculated by a multi-fold integral
with respect to the probability density functions (PDFs) of the
channel variations. Various results are introduced in a tutorial
paper [28], where many results are based on Shannon’s source-
channel separation theorem [29], [30].

In Shannon’s lossless source-channel separation theorem,
the theoretical limit is achieved by an optimal multiterminal
correlated source coding and the capacity-achieving channel
codes [31], [32]. In the lossy case, the optimal multiterminal
source coding compresses source sequences into codewords
which satisfy the distortion requirement, and the source coding
process is followed by capacity-achieving channel coding3,4.
Therefore, the capacity-achieving channel codes can be re-
garded as the bridge that connects binary source information
and channel coding using Gaussian codebooks. It should be
noted that the source information should not necessarily be bi-
nary, but considering non-binary source sequence is out of the
scope of this paper. To calculate the outage probability, this pa-
per utilizes block fading assumption where the channel signal-
to-noise ratios (SNRs) vary block-by-block, stay constant over
each block. Then, the outage probability can be calculated as
the probability that the rates supported by each channel’s SNR
fall outside the rate region for the successful transmission. As
pointed out in [34, Section 14.1], the separate source-channel
coding scheme for communications over MACs is not optimal
in general but a sufficient condition, which can also be utilized
for performance analyses over MACs such as [35], [36], and
also as summarized in the tutorial paper [28].

There are also many achievements regarding outage prob-
ability analyses in fading channels besides the results shown
in [28]. Im and Lee [37] derived a closed-form expression of
the exact outage probability in a cooperative non-orthogonal
multiple access (NOMA) system with imperfect successive
interference cancellation. Liang et al. [38] investigated the
outage probability of cooperative NOMA systems with im-
perfect channel state information in the high SNR regimes.
Song et al. [36] analyzed the outage probability performance
of Wyner-Ziv system over MACs and introduced a helper
selection technique. Lin et al. [39] determined the outage
probability for two correlated Gaussian sources transmitted
through orthogonal Nakagami-m fading channels. Chen et
al. [40] evaluated the outage probability of millimeter wave
cellular systems assisted by a relay based on the joint spatial
division and multiplexing. Qian et al. [41] characterized the
outage probability of correlated information transmissions by
NOMA with shadowed fading.

3Shannon’s lossy source-channel theorem is understood as follows: the
distortion caused by the errors due to transmission is equivalent to that caused
by lossy compression before transmission and protected by channel coding
yielding losless recovery of the compressed sequence. The analytical result
derived from the theorem indicates only theoretical limit, however, it elimi-
nates the necessity of utilizing the knowledge of channel state information.

4If the modulation type is specified, the channel capacity constraint should
be given by the constellation constrained capacity (CCC) [33]. However, the
analysis with CCC is out of the scope of this paper and left as future work.
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TABLE I
REPRESENTATIVE PUBLICATIONS RELATED TO LOSSY COOPERATIVE WIRELESS COMMUNICATIONS

Literature With noiseless source #
With noisy source only ×

With helper #
With side information  

Without helper and side information ×

Finite set source #
Binary source G#

Gaussian source  
Lin et al. [10] # # #

Lin and Matsumoto [11], [12] # # #
Lin et al. [13] # # G#
Oohama [14] # #  

Wyner and Ziv [15] #  #
Timo et al. [16] #  #

Sechelea et al. [17] #  G#
Berger [18] # × #
Tung [19] # × #

Shirani and Pradhan [20] # × #
Xie et al. [21] # ×  

Yang and Xiong [22] × #  
Oohama [23]–[25] × #  

Schein and Gallager [26] × #  

From the aforementioned literatures, we can identify that the
problem, performance analysis of lossy cooperative wireless
communications over MACs with a practical structure of
helper, is worth being solved. Up to the authors’ best knowl-
edge, though, neither the achievable rate-distortion region
nor the outage probability is analyzed for cooperative lossy
communications with a bit-flipping (BF) helper, which can be
also interpreted as a lossy-forward (LF) [28] helper. Hence,
this paper aims at evaluating the rate-distortion and the outage
probability performance of cooperative lossy communications
with two sources and one BF helper over fading MAC. The
contributions of this paper are summarized as follows:

• We establish an analytical framework for the rate-
distortion and the outage probability analyses of coop-
erative lossy communications with a BF helper over the
fading MAC.

• In the multiterminal source coding problem, we derive
a closed-form expression of the inner bound on the
achievable rate-distortion region with two sources and
one BF helper. A joint Markov chain model is proposed
for analyzing the effects of the correlations among the
source information and the helper information.

• The outage probability of two-source-one-helper trans-
mission over block Rayleigh or Nakagami-m fading
MAC is approximately evaluated by utilizing a lower
bound of the achievable rate-distortion. Specifically, the
occurrence of outage events is categorized into three nom-
inal cases, for which the outage probability of each case
can accurately be evaluated by calculating the associated
probabilities.

• We conduct a series of simulations to compare the outage
probability performance between MAC and orthogonal
transmissions, both suffering from block Rayleigh fading.
The tendency of the approximated outage probability
is also verified through the comparison between the
simulation and numerical results.

• Moreover, we also make comparisons in terms of the

outage probability between Rayleigh and Nakagami-m
fading as well as between BF helper and optimal helper,
to have performance tendency in different scenarios.

The remaining of this paper is organized as follows. Sec-
tion II describes the mathematical system and channel models.
Section III and Section IV derive the inner bound on the
achievable rate-distortion region and the approximated outage
probability, respectively. Then, the outage probability perfor-
mance is evaluated by simulations and numerical integrals
in Section V. Finally, Section VI contains some concluding
statements.

The standard notation rules used throughout this paper
are introduced as follows. The random variables and their
realizations are denoted by uppercase and lowercase letters,
respectively. Calligraphic letters denote the corresponding fi-
nite sets. The base of logarithm function log(·) is assumed to
be 2 unless specified.

II. PROBLEM FORMULATION

In this section, we formulate the system to be analyzed as
a multiterminal source coding problem with two correlated
sources and a BF helper. We then introduce the channel model
to be used in the outage probability analysis.

A. System Model

Encoder 1
X1
n M1

Joint
decoder

(X1
n

, D1)^

Encoder 2
X2
n

(X2
n

, D2)^

Y
n

Encoder H 

R1

M2

R2

MH

RH

Z
n

1

Z
n

2

U1

U2 V

n

n
n

Fig. 1. The system model of cooperative communications with a BF
helper.
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Although the sensors and the helper transmit information at
different time slots as depicted in the graphical abstract, the
system only focuses on the whole round of transmissions for
joint decoding. Hence, the whole round of transmissions can
be formulated as a multiterminal source coding problem as
illustrated in Fig. 1, with the source coding rates constraints
of the channel capacities. There are two correlated discrete
memoryless sources X1 and X2 jointly generating the infor-
mation sequences xn1 = {x1(i)}ni=1 and xn2 = {x2(i)}ni=1,
where i and n stand for the time index and the sequence length,
respectively. At each time index i, the generated symbols xj(i)
take values from the binary alphabet Xj = {0, 1} for j = 1, 2.
If we separately describe two sources, each of them follows
an independent and identically distributed (i.i.d.) Bernoulli
distribution as Xj ∼ Bern(0.5) for j = 1, 2. However, X1 and
X2 simultaneously have a crossover probability ρ ∈ [0, 0.5].
Hence, X2 can be regarded as an output of a binary symmetric
channel with the input X1, i.e., X2 = X1 ⊕ Z1 with Z1 ∼
Bern(ρ). Likewise, since the helper sequence yn is the BF
version of xn2 , the helper information Y can be characterized
by Y = X2⊕Z2 with Z2 ∼ Bern(Pe2), where Pe2 represents
the crossover probability between X2 and Y .

At the transmitter side, the source sequences xnj and the
helper sequence yn are independently encoded by the encoder
j and the encoder H with the coding rates Rj and RH, re-
spectively. The encoding process is described by mapping the
input sequence onto a codeword index M with the following
mapping rules:

ϕj : Xnj 7→ Mj = {1, 2, · · · , 2nRj}, for j = 1, 2, (1)

ϕH : Yn 7→ MH = {1, 2, · · · , 2nRH}, (2)

where Xnj and Yn represent the n-fold alphabets of the source
sequences and the helper sequence, respectively. Correspond-
ingly, Mj and MH denote the codeword sets in each link.

After receiving all the codeword indices ϕ1(xn1 ), ϕ2(xn2 )
and ϕH(yn), the decoder jointly reconstructs the source se-
quences by the following mapping

ψ :M1 ×M2 ×MH 7→ Xn1 ×Xn2 . (3)

Unj and V n represent the compressed version of Xn
j and Y n,

respectively. The recovered sequences x̂n1 and x̂n2 may deviate
from the original sequences xn1 and xn2 due to insufficient
coding rates. To evaluate the distortion in the recovered
sequences, the Hamming distortion measure is adopted as

dj(xj , x̂j) =

{
1, if xj 6= x̂j ,

0, if xj = x̂j ,
for j = 1, 2. (4)

For the entire sequence, the average distortion between the
sequences xnj and x̂nj is defined as

dj(x
n
j , x̂

n
j ) =

1

n

n∑
i=1

dj(xj(i), x̂j(i)), for j = 1, 2. (5)

Finally, the achievable rate-distortion region satisfying the

specified distortion requirements (D1, D2) is defined as

R(D1, D2)

=
{

(R1, R2, RH) : (R1, R2, RH) is achievable such that
lim
n→∞

E(dj(x
n
j , x̂

n
j )) ≤ Dj + ε,

for j = 1, 2, and any ε > 0
}
. (6)

B. Channel Model

We assume that two source links are modeled by block
Rayleigh or Nakagami-m fading channels. Specifically, the
complex channel gains in each source link independently
follows the two-dimensional Gaussian distribution frame by
frame, while the channel fading keeps constant in the same
frame. Hence, the PDF of the instantaneous SNR in each
source link is given by

p(γj) =
1

γj
exp

(
−γj
γj

)
, for j = 1, 2, (7)

where γj and γj stand for the instantaneous SNR and the
average SNR, respectively.

For Nakagami-m fading, the PDF of the instantaneous SNR
follows the Gamma distribution, given by

p(γj) =
mmγm−1

j

γmj Γ(m)
exp

(
−mγj

γj

)
, for j = 1, 2, (8)

where Γ(·) represents the Gamma function [42, Eq. (4-35)].
It is obvious that when m = 1, (8) is equal to (7), i.e., the
Nakagami-m fading reduces to the Rayleigh fading.

In practical scenarios, the channel gain of the helper link
could be either stochastic or static, e.g., the helper transmits
information through wired link. Since this paper only focuses
on the performance effect of MAC, we adopt the assumption
of the static helper link for simplicity.

A

B

C
1

C
2

MAC Orthogonal

Fig. 2. The achievable capacity region for MAC and orthogonal
channels.

For the transmissions of X1 and X2 over orthogonal chan-
nels, the channel capacity for each channel is Cj , C(γj)
for j = 1, 2, where C(γj) = log(1 + γj) represents the Shan-
non capacity for two-dimensional signalling using Gaussian
codebook. When X1 and X2 are transmitted over MAC, the
achievable region of the channel capacities is illustrated in
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Fig. 2 [34, Figure 4.7]. The corresponding capacity pairs for
two corner points A and B are [34, Theorem 4.4]CA1 = C

(
γ1

1 + γ2

)
,

CA2 = C(γ2),

(9)

and 
CB1 = C(γ1),

CB2 = C

(
γ2

1 + γ1

)
.

(10)

Thus, it is easy to find that the decay of the line AB is −1.

III. RATE-DISTORTION ANALYSIS

A. Derivation of Rate-Distortion Functions
For the system with two sources and one helper, the inner

bound on the achievable rate-distortion region is [11]

R1 > I(X1;U1|U2, V,Q), (11)
R2 > I(X2;U2|U1, V,Q), (12)

R1 +R2 > I(X1, X2;U1, U2|V,Q), (13)
RH > I(Y ;V ), (14)

for some conditional probability mass function p(q)p(u1|x1, q)
p(u2|x2, q)p(v|y), where Q is an auxiliary variable resulting
from the time-sharing scheme [34, Section 4.4], and takes
value from a set Q. Moreover, U2 → X2 → X1 → U1 and
V → Y → (X1, X2) → (U1, U2) form Markov chains. The
rate-distortion region given by the inner bound can be exactly
achieved by the distributed compress-bin scheme [34, Chapter
12] for joint source coding.

Now, we calculate the inner bound on the achievable rate-
distortion region for a BF helper with |Q| = 1, and the results
can be extended to general cases by the time-sharing scheme.
First, consider

R1 > I(X1;U1|U2, V )

= H(U1|U2, V )−H(U1|X1, U2, V )

= H(U1|U2, V )−H(U1|X1) (15)
= H(U1, U2|V )−H(U2|V )−H(U1|X1), (16)

where (15) follows V → X1 → U1 and U2 → X1 → U1

forming two Markov chains.
Then, similarly to the calculation of R1, we obtain

R2 > H(U1, U2|V )−H(U1|V )−H(U2|X2). (17)

Next, consider

R1 +R2 > I(X1, X2;U1, U2|V )

= H(U1, U2|V )−H(U1, U2|X1, X2, V )

= H(U1, U2|V )−H(U1, U2|X1, X2) (18)
= H(U1, U2|V )−H(U1|X1, X2)

−H(U2|X1, X2, U1)

= H(U1, U2|V )−H(U1|X1)−H(U2|X2), (19)

where (18) follows since V → Y → (X1, X2) → (U1, U2)
form a Markov chain, and (19) follows since X2 → X1 → U1

and U1 → X1 → X2 → U2 form two Markov chains.

e

(a) Original.

e

(b) Simplified.

Fig. 3. joint Markov chains for rate-distortion analysis.

To further calculate (16), (17) and (19), we need to cal-
culate H(U1, U2|V ), H(Uj |V ) and H(Uj |Xj) for j = 1, 2.
For the calculations of H(Uj |V ) and H(Uj |Xj), we rely
on the joint Markov chains illustrated in Fig. 3(a), which
represents the information transition and the corresponding
crossover probability. To calculate H(U1, U2|V ), the joint
Markov chains are equivalently simplified into Fig. 3(b). To
simplify expressions, we denote ρ1 = D1 ∗ ρ, ρ2 = D2, and
ρV = Pe2 ∗DH, respectively, where the operator ∗ represents
the binary convolution, i.e., a ∗ b = a(1 − b) + b(1 − a).
In addition, we write DH = H−1

b (1 − RH) where H−1
b (·)

denotes the inverse function of the binary entropy function
Hb(p) = −p log p− (1− p) log(1− p).

It should be noticed that with the joint Markov chain, X2

is reconstructed from U2, while the effectiveness of V is
only to reduce R2 by providing a certain part of the mutual
information between X2 and U2. There exists probability that
V partially contains information of X2 which does not belongs
to the mutual information between X2 and U2. Hence, the
joint Markov chain structure may require excessive rate due
to not utilizing the information provided by V , resulting in
the specifically calculated rate-distortion region to be an upper
bound.

From Fig. 3, we have

H(Uj |V ) = Hb(ρj ∗ ρV ), (20)
H(Uj |Xj) = Hb(Dj). (21)

For the calculation of H(U1, U2|V ), we need to use the
definition of joint conditional entropy, i.e.,

H(U1, U2|V ) = −
∑

u1,u2,v

p(u1, u2, v) log p(u1, u2|v). (22)

Since p(u1, u2, v) = p(u1, u2|v)p(v), the key to calculating
H(U1, U2|V ) is to obtain the joint conditional probability
p(u1, u2|v). For the calculation of p(u1, u2|v), we need to
analyze the transition probabilities of the simplified joint
Markov chains depicted in Fig. 3(b).

Note that X2 is the common variable in the joint Markov
chain. Therefore, the information transition from different
variables is coupled by X2. For example, if the transition of
u1 → x2 with x2 = 0 occurs, then u1 has to transfer to
0 too in the transition of u1 → x2. For a specified value
of x2, we can obtain the coupling cases for u1 and u2 and
their corresponding probabilities as listed in Table II. Then, by
assigning specified values to v, u1 and u2, the joint conditional
probability p(u1, u2|v) is derived in Table III.

It is easy to find that the case of v = 1 is symmetric to the
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TABLE II
TRANSITION PROBABILITIES OF JOINT MARKOV CHAINS

Case Probability Coupling case Probability

x2 = v 1− ρV

u1 = v 1− ρ1
u1 6= v ρ1

u2 = v 1− ρ2
u2 6= v ρ2

x2 6= v ρV

u1 = v ρ1

u1 6= v 1− ρ1
u2 = v ρ2

u2 6= v 1− ρ2

TABLE III
JOINT CONDITIONAL PROBABILITY p(u1, u2|v)

v u1, u2 p(u1, u2|v)

0

0, 0 ρ1ρ2ρV + (1− ρ1)(1− ρ2)(1− ρV )

0, 1 ρ1(1− ρ2)ρV + (1− ρ1)ρ2(1− ρV )

1, 0 (1− ρ1)ρ2ρV + ρ1(1− ρ2)(1− ρV )

1, 1 ρ1ρ2(1− ρV ) + (1− ρ1)(1− ρ2)ρV

1

1, 1 ρ1ρ2ρV + (1− ρ1)(1− ρ2)(1− ρV )

1, 0 ρ1(1− ρ2)ρV + (1− ρ1)ρ2(1− ρV )

0, 1 (1− ρ1)ρ2ρV + ρ1(1− ρ2)(1− ρV )

0, 0 ρ1ρ2(1− ρV ) + (1− ρ1)(1− ρ2)ρV

case of v = 0. Hence, we can calculate H(U1, U2|V ) as

H(U1, U2|V ) = −
∑

u1,u2,v

p(u1, u2, v) log p(u1, u2|v)

= −
∑
u1,u2

p(u1, u2, 0) log p(u1, u2|0)

−
∑
u1,u2

p(u1, u2, 1) log p(u1, u2|1)

= −2
∑
u1,u2

p(u1, u2, 0) log p(u1, u2|0)

= −2
∑
u1,u2

p(u1, u2|0)p(v = 0) log p(u1, u2|0)

= −2
∑
u1,u2

p(u1, u2|0) · 1

2
· log p(u1, u2|0)

= −
∑
u1,u2

p(u1, u2|0) log p(u1, u2|0). (23)

By substituting the joint conditional probability listed in Table
III into (23), we can calculate the exact value of H(U1, U2|V ).

Now, by calculation of H(U1, U2|V ), H(Uj |V ) and
H(Uj |Xj) for j = 1, 2, the inner bound on the achievable
rate-distortion region is obtained as

R1 > H(U1, U2|V )−Hb(ρ2 ∗ ρV )−Hb(D1), (24)
R2 > H(U1, U2|V )−Hb(ρ1 ∗ ρV )−Hb(D2), (25)

R1 +R2 > H(U1, U2|V )−Hb(D1)−Hb(D2), (26)

where H(U1, U2|V ) is calculated by (23).

B. Rate-Distortion Region
Based on the results of (24)–(26) for |Q| = 1, we are able

to plot the achievable rate-distortion region by time-sharing

scheme. Specifically, we now describe the three cases for
which the rate pair (R1, R2) falls on the boundary of the
achievable rate-distortion region.

Case 1: R1 be sufficiently large to satisfy D1 without the
help of U2. Hence, the exact distortion for the recovery of X̂1

can be d̃1 ≤ D1. In this case, the compressed information
U1 provides the side information for the joint decoder to
reconstruct X̂2, i.e., X1 can be equivalently regarded as a
helper. Furthermore, since (R1, R2) is on the boundary of the
achievable rate-distortion region, the distortion of X̂2 has to
be D2. For the decoding of X̂1 without the help of U2, we
have

R1 = I(X1;U1|V )

= H(U1|V )−H(U1|X1, V )

= H(U1|V )−H(U1|X1) (27)

= Hb(ρ̃1 ∗ ρV )−Hb(d̃1), (28)

where (27) follows since V → X1 → U1 forms a Markov
chain, and ρ̃1 = d̃1 ∗ ρ.

For the joint decoding of X̂2 with the help of U1 and V ,
we have

R2 = H(U1, U2|V )−Hb(ρ̃1 ∗ ρV )−Hb(D2). (29)

Consequently, by assigning a value in [0, D1] to d̃1, we can
obtain a rate pair (R1, R2) on the boundary of the achievable
rate-distortion region from (28) and (29). In addition, note
that D1 = 0 can be satisfied for any R1 ≥ Hb(ρ̃1 ∗ ρV ) −
Hb(d̃1) with d̃1 = 0. Therefore, the complete boundary of the
achievable rate-distortion region for Case 1 is{

R1 > Hb(ρ̃1 ∗ ρV )−Hb(d̃1), for d̃1 = 0,

R1 = Hb(ρ̃1 ∗ ρV )−Hb(d̃1), for 0 < d̃1 ≤ D1,
(30)

and

R2 = H(U1, U2|V )−Hb(ρ̃1 ∗ ρV )−Hb(D2),

for 0 ≤ d̃1 ≤ D1. (31)

Case 2: In a similar way to Case 1, when R2 is sufficiently
large to satisfy D2 without the help of U1, the exact distortion
for the recovery of X̂2 is d̃2 ≤ D2. Hence, we have{

R2 > Hb(ρ̃2 ∗ ρV )−Hb(d̃2), for d̃2 = 0,

R2 = Hb(ρ̃2 ∗ ρV )−Hb(d̃2), for 0 < d̃2 ≤ D2,
(32)

and

R1 = H(U1, U2|V )−Hb(ρ̃2 ∗ ρV )−Hb(D1),

for 0 ≤ d̃2 ≤ D2, (33)

with ρ̃2 = d̃2.
Case 3: Neither R1 nor R2 is sufficiently large to satisfy its

own distortion requirement without the help of each other. In
this case, X̂1 and X̂2 achieve the minimum distortions D1 and
D2 by joint decoding. Consider the extreme value d̃1 = D1

in Case 1, and hence the following rate pair is achievable:{
R1 = Hb(ρ1 ∗ ρV )−Hb(D1),

R2 = H(U1, U2|V )−Hb(ρ1 ∗ ρV )−Hb(D2).
(34)
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Achievable

region

Fig. 4. The inner bound on the achievable rate-distortion region.

Likewise, for the extreme value d̃2 = D2 in Case 2, the
following rate pair is achievable:{

R1 = H(U1, U2|V )−Hb(ρ2 ∗ ρV )−Hb(D1),

R2 = Hb(ρ2 ∗ ρV )−Hb(D2).
(35)

Since both the corner points given by (34) and (35) satisfy the
distortions (D1, D2), the rate pairs on the line connecting these
two corner points also satisfy the distortions (D1, D2) based
on the time-sharing scheme. Hence, when the distortions of
X̂1 and X̂2 are, respectively, D1 and D2, the rate pair should
satisfy

R1 +R2 = H(U1, U2|V )−Hb(D1)−Hb(D2), (36)
R1 ≤ Hb(ρ1 ∗ ρV )−Hb(D1), (37)
R2 ≤ Hb(ρ2 ∗ ρV )−Hb(D2). (38)

By combining the aforementioned three cases, we can depict
the achievable rate-distortion region as Fig. 4, whose boundary
consists of two curves and three straight lines. In addition, the
corresponding distortions are marked in each curve or straight
line.

IV. OUTAGE PROBABILITY ANALYSIS

A. Outage Probability in Rayleigh Fading
According to the lossy source-channel separation theorem

[29], [30], the distortion requirements (D1, D2) can be satis-
fied if

Rj(Dj) ≤ Θj(γj) =
C(γj)

rj
, for j = 1, 2, (39)

where rj denotes the end-to-end coding rate. Here, rj can be
regarded as a coefficient for scaling the coding rate from the
channel coding domain to the source coding domain.

Then, the achievable region of the channel capacities in
Fig. 2 can be mapped from the channel coding domain to
the source coding domain as Fig. 5. Therefore, the two corner
points in the achievable rate region over MAC becomeRA1 = Θ1

(
γ1

1 + γ2

)
,

RA2 = Θ2(γ2),

(40)

A

B

R
1

R
2

MAC                              Orthogonal

Fig. 5. The achievable rate region for MAC and orthogonal channels.

Achievable

region

Lower bound

Achievable region

Fig. 6. The lower bound of the achievable rate-distortion region for
approximation.

and 
RB1 = Θ1(γ1),

RB2 = Θ2

(
γ2

1 + γ1

)
.

(41)

Note that when mapping the achievable MAC region from
the channel coding domain to the source coding domain, the
region is, respectively, scaled by r1 and r2 in the horizontal
and the vertical directions over the axes of the achievable rate
pairs. Hence, the gradient of the line AB is not equal to −1
in the source coding domain, unless r1 = r2.

In the source coding domain, if the MAC region and
the rate-distortion region overlap, it means that the channel
conditions can support the transmission rates which satisfy
the distortion requirements. Otherwise, the distortions exceed
the requirements and an outage event occurs.

Since the achievable rate-distortion region has a complicated
shape, the calculation of the outage probability is also intricate.
To simplify the calculation of the outage probability, we make
an approximation of the achievable rate-distortion region as
illustrated in Fig. 6. The achievable rate-distortion region is
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Fig. 7. Outage case 1 for calculating the outage probability.

approximated by a lower bound consisting of three straight
lines5:

R1 = R1 min, (42)
R2 = R2 min, (43)

R1 +R2 = Rsum, (44)

where

R1 min = H(U1, U2|V )−Hb(ρ̃2 ∗ ρV )−Hb(D1), (45)
R2 min = H(U1, U2|V )−Hb(ρ̃1 ∗ ρV )−Hb(D2), (46)
Rsum = H(U1, U2|V )−Hb(D1)−Hb(D2), (47)

with d̃1 = d̃2 = 0. Then, the cases of outage events can be
classified as follows.

Outage Case 1: As shown in Fig. 7, the corner point B falls
in the region of

0 ≤ R1 < R1 min, (48)
0 ≤ R2 <∞. (49)

In this case, the MAC region cannot overlap with the rate-
distortion region, wherever the corner point A is. Hence, the
probability for this case is

P1 = Pr{0 ≤ RB1 < R1 min}
= Pr{0 ≤ Θ1(γ1) < R1 min}
= Pr{Θ−1

1 (0) ≤ γ1 < Θ−1
1 (R1 min)}

=

∫ Θ−1
1 (R1min)

0

p(γ1)dγ1 (50)

= 1− exp

[
−Θ−1

1 (R1 min)

γ1

]
, (51)

where Θ−1
j (·) is the inverse function of Θj(·).

5By this means, it is very simple to get the straight line equations with a
sufficient level of accuracy, as this will be confirmed by numerical simulations
in Section V-B.

MAC region

A

B

Approximated

rate-distortion

region

Fig. 8. Outage case 2 for calculating the outage probability.

Outage Case 2: As depicted in Fig. 7, the corner point B
falls in the region of

R1 min ≤ R1, (52)
0 ≤ R2, (53)

R1 +R2 < Rsum. (54)

If r1 6= r2, the gradient of the line AB is not equal to −1 as
discussed in Fig. 5. Then, the line AB is not parallel to the
line of R1 + R2 = Rsum, resulting in complicated subcases
for the occurrence of the outage events. In the real world, it is
common that two links have the same end-to-end coding rate,
i.e., r1 = r2. In the case of r1 = r2, the line AB is parallel
to the line of R1 + R2 = Rsum, and hence the MAC region
cannot overlap with the rate-distortion region regardless of the
position of the corner point A. Thus, the probability for this
case is given by

P2 = Pr{R1 min ≤ RB1, 0 ≤ RB2, RB1 +RB2 < Rsum}
= Pr{R1 min ≤ RB1 < Rsum, RB2 < Rsum −RB1}

= Pr

{
R1 min ≤ Θ1(γ1) < Rsum,

Θ2

(
γ2

1 + γ1

)
< Rsum −Θ1(γ1)

}
= Pr{Θ−1

1 (R1 min) ≤ γ1 < Θ−1
1 (Rsum),

γ2 < (1 + γ1)Θ−1
2 [Rsum −Θ1(γ1)]}

=

∫ Θ−1
1 (Rsum)

Θ−1
1 (R1min)

dγ1

∫ ξ(γ1)

0

p(γ1)p(γ2)dγ2 (55)

=

∫ Θ−1
1 (Rsum)

Θ−1
1 (R1min)

1

γ1

exp

(
−γ1

γ1

)
·
[
1− exp

(
−ξ(γ1)

γ2

)]
dγ1, (56)

where ξ(γ1) = (1 + γ1)Θ−1
2 [Rsum − Θ1(γ1)]. Although it is

difficult to further obtain a closed-form expression of P2, we
can numerically calculate (56).
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Fig. 9. Outage case 3 for calculating the outage probability.

Outage Case 3: As presented in Fig. 9, the corner point B
falls in the region of

0 ≤ R2 < R2 min, (57)
Rsum ≤ R1 +R2. (58)

Meanwhile, the corner point A should also be under the line
of R2 = R2 min, i.e., RA2 < R2 min. Therefore, the probability
in this case can be expressed as

P3 = Pr{0 ≤ RB2 < R2 min, Rsum ≤ RB1 +RB2,

RA2 < R2 min}

= Pr

{
0 ≤ Θ2

(
γ2

1 + γ1

)
< R2 min,

Rsum ≤ Θ1(γ1) + Θ2

(
γ2

1 + γ1

)
,

Θ2(γ2) < R2 min

}

= Pr

{
0 ≤ γ2 < (1 + γ1)Θ−1

2 (R2 min),

Rsum ≤ Θ1(γ1) + Θ2

(
γ2

1 + γ1

)
,

γ2 < Θ−1
2 (R2 min)

}

= Pr

{
0 ≤ γ2 < Θ−1

2 (R2 min),

Rsum ≤ Θ1(γ1) + Θ2

(
γ2

1 + γ1

)}
. (59)

For the second constraint in (59), we have

Rsum ≤ Θ1(γ1) + Θ2

(
γ2

1 + γ1

)
=

1

r1
log(1 + γ1) +

1

r2
log

(
1 +

γ2

1 + γ1

)
=

1

r1r2

[
log(1 + γ1)r2 + log

(
1 +

γ2

1 + γ1

)r1]

=
1

r1r2
log
[
(1 + γ1)r2−r1 (1 + γ1 + γ2)

r1
]
. (60)

Notice that it is not easy to obtain a closed-form expression
of the constraint on γ1 from (60) if r1 6= r2. One feasible so-
lution for calculating Rsum is applying numerical methods for
calculation of γ1. Conversely, a closed-form solution is easily
calculated when r1 = r2. Under the practical assumption of
r1 = r2, we have

Rsum ≤
1

r2
log (1 + γ1 + γ2)

= Θ2(γ1 + γ2), (61)

and hence

Θ−1
2 (Rsum)− γ2 ≤ γ1, for r1 = r2. (62)

Now, (59) can be further calculated as

P3 = Pr{0 ≤ γ2 < Θ−1
2 (R2 min),Θ−1

2 (Rsum)− γ2 ≤ γ1}

=

∫ Θ−1
2 (R2min)

0

dγ2

∫ ∞
Θ−1

2 (Rsum)−γ2
p(γ1)p(γ2)dγ1 (63)

=

∫ Θ−1
2 (R2min)

0

1

γ2

exp

[
−γ2

γ2

− Θ−1
2 (Rsum)− γ2

γ1

]
dγ2.

(64)

Finally, similar to the previous works [10], [13], [36], [43],
we can numerically calculate the integrals to obtain the total
outage probability by

Pout = P1 + P2 + P3. (65)

B. Outage Probability in Nakagami-m Fading

For Nakagami-m fading, we can calculate P1 from (50) as

P1 =

∫ Θ−1
1 (R1min)

0

mmγm−1
1

γm1 Γ(m)
exp

(
−mγ1

γ1

)
dγ1

= 1−
Γ
(
m,

mΘ−1
1 (R1min)
γ1

)
Γ(m)

, (66)

where Γ(·, ·) stands for the upper incomplete gamma function,
and (66) follows according to [44, Eq. (3.381.3)].

For P2, we can calculate from (55) as

P2 =

∫ Θ−1
1 (Rsum)

Θ−1
1 (R1min)

mmγm−1
1

γm1 Γ(m)
exp

(
−mγ1

γ1

)
dγ1

·
∫ ξ(γ1)

0

mmγm−1
2

γm2 Γ(m)
exp

(
−mγ2

γ2

)
dγ2

=

∫ Θ−1
1 (Rsum)

Θ−1
1 (R1min)

mmγm−1
1

γm1 Γ(m)
exp

(
−mγ1

γ1

)

·

1−
Γ
(
m, mξ(γ1)

γ2

)
Γ(m)

 dγ1. (67)
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For P3, we can calculate from (63) as

P3 =

∫ Θ−1
2 (R2min)

0

mmγm−1
2

γm2 Γ(m)
exp

(
−mγ2

γ2

)
dγ2

·
∫ ∞

Θ−1
2 (Rsum)−γ2

mmγm−1
1

γm1 Γ(m)
exp

(
−mγ1

γ1

)
dγ1

=

∫ Θ−1
2 (R2min)

0

mmγm−1
2

γm2 [Γ(m)]2
exp

(
−mγ2

γ2

)
· Γ

(
m,

m
[
Θ−1

2 (Rsum)− γ2

]
γ1

)
dγ2. (68)

Since the upper incomplete gamma function Γ(·, ·) in (67)
and (68) is represented in an integral form, deriving a closed-
form expression for an integral having integrand Γ(·, ·) is of
intractable difficulty. By substituting (66)-(68) into (65) and
utilizing numerical methods, we can obtain the lower bound
of the outage probability under Nakagami-m fading.

V. PERFORMANCE EVALUATION

This section evaluates and compares the system perfor-
mance represented by the outage probability through Monte-
Carlo methods [45] and numerical integrals. Such results are
useful to guide the design of a practical coding scheme. The
Monte-Carlo method generates instantaneous SNR following
the channel models in (7), and then evaluates the probability
that the generated rate tuple supported by the channel ca-
pacities falls outside the achievable rate-distortion region. For
the identification of the cases resulting in outage with MAC,
we need to calculate the two corner points A and B in the
coordinate from the generated instantaneous SNRs with the
links. Then, we judge the following three conditions step by
step: 1) the sum rate is less than Rsum; 2) both points A and B
have insufficient R1; 3) both points A and B have insufficient
R2. If any step of condition is satisfied, an outage event occurs
and we stop judging the remaining steps of conditions, because
in such cases, no intersection between MAC region and rate-
distortion region happens. If none of the three conditions is
satisfied, the rate tuple is achievable.

Since the channel coding rate rj can be regarded as a scaling
coefficient including channel coding rate and the logarithm
of the modulation order, we set rj = 1 in this section for
simplicity (e.g., with channel coding rate = 1

2 and quaternary
phase shift keying, rj = 1). Other specified parameters are
presented in the caption and the legend of each figure.

A. Comparisons Between MAC and Orthogonal Channel
First of all, we make a comparison of the outage probabil-

ity for different correlation levels between sources through
Monte-Carlo methods. The results are shown in Fig. 10.
Obviously, the outage probability increases as ρ increases,
i.e., the sources are less correlated. As ρ increases from 0.01
to 0.1, the gap between MAC and orthogonal transmission
schemes becomes narrower. However, since the gap is already
very small, the change of gap is not significant. The reason
for the impact of ρ on the gap is that the orthogonal channels
provide larger achievable total rate than a MAC, and more
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(a) ρ = 0.01.
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(b) ρ = 0.1.

Fig. 10. The impact of ρ on the outage probability for MAC and
orthogonal channels, where Pe2 = 0.1 and RH = 0.5.
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Fig. 11. The outage region for diverse values of ρ.

correlated sources can better utilize the channel capacity of
each channel. Therefore, the transmission of more correlated
sources through orthogonal channels has a larger performance
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(a) Pe2 = 0.01, RH = 0.3.

-10 -5 0 5 10 15
10

-3

10
-2

10
-1

10
0

(b) Pe2 = 0.3, RH = 0.3.
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(c) Pe2 = 0.01, RH = 0.8.
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(d) Pe2 = 0.3, RH = 0.8.

Fig. 12. The impact of Pe2 and RH on the outage probability for MAC and orthogonal channels, where ρ = 0.01.

gain, i.e., small ρ results in a large gap between MAC and
orthogonal channels. Moreover, it is found that the smaller
the distortion requirements decrease, the larger the gap occurs
between the MAC and the orthogonal schemes. The reason
for this observation is because smaller distortion requirements
require larger SNR values. However, larger SNR of each link
results in larger interference to the other link in MAC, leading
to the performance loss, which increases the gap between
MAC and orthogonal transmission schemes.

An interesting observation in Fig. 10 is the tendency of the
diversity order change. With ρ = 0.01, the achieved diversity
order is almost two when the required distortion is large, while
the diversity order decreases as the required distortion becomes
smaller. This is because two sources with ρ = 0.01 are almost
the same, and the large distortion requirements also provide
more error-resistance, resulting in the diversity order close to
2. With smaller distortion requirements, the system is more

sensitive to the errors and the differences between two sources,
and hence the diversity order decreases. Let assume ρ = 0.01
and the distortion requirement is very strict, e.g., Di ∈ [0, 0.1],
the diversity order reduces and approaches one as the average
SNR increases. However, when ρ = 0.1, the diversity order is
always 1 regardless of the distortion requirements, as shown
in Fig. 10(b), even though the crossover probability ρ = 0.1
is still small.

In the following, we have a detailed discussion on the
reason for the tendency of the diversity order. As illustrated
in Fig. 11(a), the outage region for ρ > 0 can be divided
into three sub-regions. When the average SNR is low, the
average rate pair already falls in the outage region. Then, the
instantaneous rate pair shifts from the average rate pair, and it
may fall into the achievable region if R1 and/or R2 increases
by a sufficient amount. As the average SNR increases, the
instantaneous rate pair can shift into the achievable region



12 IEEE SENSORS JOURNAL, VOL. XX, NO. XX, XXXX 2017

easily due to the contribution of both the links. Therefore,
the sub-region of low average SNR corresponds to the second
order diversity. Conversely, when the average SNR is high, the
average rate pair already falls in the achievable region. How-
ever, the reduction of either R1 or R2 makes the instantaneous
rate pair shift out of the achievable region. Hence, the sub-
regions with a low SNR for one link and a high SNR for the
other link correspond to the first order diversity. Consequently,
the performance gain is dominated by the second and the
first order diversities in low and high SNR value ranges,
respectively. Nevertheless, in the extreme case of ρ = 0, it is
easy to show from (11)–(13) that the sub-regions with the first
order diversity disappear as shown in Fig. 11(b). Therefore, the
diversity order is always two in this case.

Fig. 12 depicts the outage probability for different amount
of Di, Pe2, and RH as parameters where Pe2 and RH values
are shown below the figures, indexed by (a)–(d). It is found
that the outage probability reduces as Pe2 decreases and/or RH
increases. In addition, the gap between MAC and orthogonal
channels becomes larger as Pe2 increases. The reason for
this observation is that when the required SNR increases,
the interference and the loss in the achievable rate sum also
increase in MAC, resulting in a larger gap between MAC and
orthogonal transmission cases. For a very small Pe2 = 0.01,
we can find from Fig. 12(a) and Fig. 12(c) that the increase in
RH reduces the outage probability. However, if we compare
Fig. 12(b) with Fig. 12(d), the performance gain is almost
negligible. This is because large Pe2 indicates that the helper
information contains a lot of flipped bits, and hence increasing
RH is not effective, even though the source information and
the helper information are still correlated. In other words,
the helper is not enough correlated to the sources. In this
case, the system should allocate more resources to the source-
helper link rather than the helper-destination link for a better
performance. If RH increases from the value used in Fig. 12(a)
to the one in Fig. 12(c), or Pe2 decreases from the value
used in Fig. 12(d) to the one in Fig. 12(c), the diversity order
decreases in the low SNR region. This is because the second
order sub-region of outages scales down when the helper rate
becomes larger or Pe2 becomes smaller. Then, the first order
sub-region dominates the diversity order.

B. Comparisons Between Exact and Approximated
Performance for MAC

Now, we compare the outage curves obtained based on the
exact rate region by Monte-Carlo methods to that obtained
from the approximated rate region by using the numerical
integrals. Figs. 13(a), (b) and (c) depict the outage probabilities
with ρ = 0.01, 0.1 and 0.3, respectively. It is obvious that the
approximated result is a lower bound of the outage probability.
Moreover, we can observe that as ρ increases, the outage
probability increases, while the diversity order and the gap
between the exact and approximated results reduce. This is
because two sources have lower correlation associated with
larger ρ, and hence the achievable region is closer to the
case of independent communications, where the shape of the
achievable region is not pentagon but rectangular. In particular,
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(c) ρ = 0.3.

Fig. 13. The impact of ρ on the exact and approximated outage
probabilities, where Pe2 = 0.1 and RH = 0.5.
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(a) Pe2 = 0.01.
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(b) Pe2 = 0.3.

Fig. 14. The impact of Pe2 on the exact and approximated outage
probabilities, where ρ = 0.1 and RH = 0.5.

the approximated achievable region becomes rectangular, and
is the same as the exact achievable region when ρ = 0.5.
Therefore, it is obvious that the gap is almost negligible in
Fig. 13(c) with ρ = 0.3 which is close to 0.5. Nevertheless, the
gap between the exact and approximated results also decreases,
when the distortion requirement becomes smaller. This is
because the approximated achievable region has a closer shape
to the exact achievable region with the smaller Di for i = 1, 2.
Especially when Di = 0, the communication reduces to
lossless, and the approximated achievable region is completely
the same as the exact achievable region. Consequently, the two
curves coincide with each other when Di = 0. In summary,
as ρ changes, significant differences of diversity order and
the performance gap can be observed from Fig. 13. It can
be concluded that ρ is a dominant parameter on the system
performance.
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Fig. 15. The impact of RH on the exact and approximated outage
probabilities, where ρ = 0.1 and Pe2 = 0.1.

The impact of Pe2 on the outage probability is illustrated
in Fig. 14. It is clearly seen that as Pe2 becomes larger, the
outage event occurs more frequently, and the gap between the
exact and the approximated results also becomes wider. The
increased gap is caused by the change of the achievable region.
The helper information with larger Pe2 is less effective, and
hence the source links require higher rates. Since the minimum
required link rates R1 and R2 increases, the corner points of
the achievable region shift away from each other. Then, the
gap between the approximated and exact achievable regions
also increases, which affects the gap of the outage probability
significantly.

Fig. 15 investigates the impact of RH, and shows the same
tendency as Fig. 14. This is obviously because both Pe2 and
RH determine the distortion ρV between the helper information
and the source information. Provided that ρV is kept the same,
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Fig. 16. The reason for the gap reduction by increasing the average
SNR.

it is easy to find from (24)–(26) that the achievable region does
not change. Since ρV = Pe2 ∗DH = Pe2 ∗H−1

b (1−RH), the
increased Pe2 has an equivalent effect as decreasing RH.

In addition, it should be noticed that the performance gap
decreases as the average SNR becomes larger. We can easily
observe this tendency when Di ∈ [0.3, 0.45] for i = 1, 2.
The reason can be explained by Fig. 16. When the average
SNR is low, the rate pairs have a high probability to fall into
the gap between the approximated and the exact achievable
region. Conversely, when the average SNR is large, the rate
pairs rarely fall into the gap. The lower probability for falling
into the gap of the achievable region results in the narrower
performance gap.

C. Comparisons of Lower Bound for Nakagami-m Fading
and Optimal Helper

Fig. 17 compares the lower bound between the BF helper
and the optimal helper analyzed in [13]. Since the optimal
helper can losslessly access two source links, Pe2 is always 0
with the optimal helper. Hence, we set Pe2 = 0 in Fig. 17
for a better comparison. In the case Pe2 > 0, the outage
probability increases only with BF helper. Obviously, there is
no doubt that the optimal helper has lower outage probability
than the BF helper. It should be noticed that the curve for the
optimal helper is not shown for Dj ≥ 0.4. This is because the
optimal helper information is generated by selecting the part
of information effective for both source links, i.e., the mutual
information between X1 and X2. If the source information is
recovered by only utilizing the optimal helper information, the
distortion can be achieved is Dj = H−1

b (1 − RH) ≈ 0.316.
Hence, the distortion requirement is already satisfied by the
optimal helper for Dj ≥ 0.316, and the outage probability of
the optimal helper reduces to 0 with arbitrary values of γ1 and
γ2.

Interestingly, in terms of the gap between the BF and the
optimal helpers, the gap shown in Fig. 17(a) is larger than
Fig. 17(b) for Dj ≤ 0.1, while Fig. 17(a) shows a smaller
gap for Dj ≥ 0.2. The reason is that the gap is larger if the
outage probability is determined more largely by the helper
link than the source links. For larger Dj , two source links
need to provided less rates compared to the case smaller Dj

is required, and the gap is dominated by the helper link.
Furthermore, if two sources are less correlated (larger ρ),
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(a) ρ = 0.01.
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Fig. 17. The comparison of lower bound between BF helper and optimal
helper, where Pe2 = 0 and RH = 0.1.

the BF helper will be less effective than the optimal helper,
resulting in a larger gap when Dj and ρ are both large. For
smaller Dj , the gap is dominated by two source links. In
addition, with more correlated sources (smaller ρ), the link
rates required for two source links will be reduced, indicating
that the helper link determines the gap more in the system.
Consequently, the gap is larger when Dj and ρ are both small.

Fig. 18 compares the lower bound with Rayleigh fad-
ing to that with Nakagami-m fading. Obviously, the curve
with Rayleigh fading perfectly coincides with the curve of
Nakagami-m fading with m = 1, because Nakagami-m fading
reduces to Rayleigh fading when m = 1. As m increases, the
diversity order under Nakagami-m fading also increases. It
can be also found that, with smaller ρ, the diversity order of
Nakagami-m fading with m > 1 becomes larger than Rayleigh
fading.
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Fig. 18. The comparison of lower bound between Nakagami-m and
Rayleigh fading channels, where Pe2 = 0.1 and RH = 0.5.

VI. CONCLUSION

We have analyzed the rate-distortion and outage proba-
bility performances for IoT systems with cooperative lossy
communications over MAC assisted by a BF helper. We first
characterized the inner bound on the achievable rate-distortion
region with two correlated sources and one BF helper. Then,
we derived an approximated outage probability theoretically
over block Rayleigh or Nakagami-m fading MAC by utiliz-
ing the lossy source-channel separation theorem. To verify
the accuracy of the theoretical results, and to compare the
performance figures between MAC and orthogonal channels,
Monte-Carlo methods are utilized to obtain the exact results.
It is found that as the required average SNR increases, the
transmissions over MAC have larger performance loss than or-
thogonal channels. Moreover, the diversity order reduces when
the average SNR, the crossover probability between sources,

and/or the quality of the helper information increase. The
approximation based on the theoretical analysis for the outage
probability also shows the same tendency as the simulation
results. Particularly, the approximated performance results are
completely the same as the exact outage probability when the
distortion requirement reduces to zero. To present a general
view in performance tendency in different scenarios, we have
also provided comparisons between Rayleigh and Nakagami-
m fading, and between BF helper and optimal helper.

Results of this work could be extended to the following
directions. 1) increasing the number of sources and/or helpers;
2) optimizing the sensor placement to achieve a better per-
formance by utilizing the methods presented in [46]–[49];
3) analyzing the system performance under diverse channel
models. They are left as the future work.
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