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Abstract 
Unlike two-dimensional (2D) representations, such as pictures, three-dimen-

sional (3D) objects can be uneven, and when they are viewed from certain directions, 
some parts cannot be seen. To grasp the full picture, it is necessary to look around 
the object, and the parts that cannot be seen must always be filled in by the imagi-
nation. The more complex the shape, the more imagination is required. For this rea-
son, the creation of 3D objects, such as building blocks and LEGO, develops human 
creativity. However, individual creativity has its limits, and the creation of large or 
complex 3D objects requires the collaboration of multiple people. Co-creation makes 
it possible to share and combine ideas and information. In collaborative creation, 
creators cooperate to achieve a common goal, giving them a sense of accomplishment 
and unity in their production activities and a fulfilling creation experience. 

Collaborators are essential to co-creation, and flexible collaboration, efficient 
work, and cooperation among creators are key elements. In addition, mutual under-
standing through information sharing and communication is essential to achieve 
common goals. Having confidence in the results of one’s work and a sense of contri-
bution are other important elements in gaining satisfaction and fulfillment through 
co-creation and are achieved through active participation in activities. Hence, co-
creation is composed of various elements and forms the basis for creative outcomes. 
In production activities, in particular, the sharing of ideas and information creates 
value that cannot be achieved by individuals alone. Therefore, it is important to un-
derstand and share the overall picture of creation, the steps of production, and effi-
cient methods as well as to work together to achieve the goal. However, levels of 
knowledge, experience, and skills related to production vary among individuals, 
leading to discrepancies in the information shared and uneven progress in produc-
tion. For those who are unfamiliar with production activities, in particular, such dif-
ficulties can lead to a lack of motivation and sense of contribution, a mismatch in the 
pace of production, and creator isolation, which can hinder the fulfilling experience 
that co-creation can offer. Therefore, it is important to create an environment in 
which everyone recognizes a common goal and can collaborate while sharing a sense 
of accomplishment and enjoyment. To promote such an environment, it is necessary 
to support the process of collaborative creation. 

To address this issue, this thesis proposes a method to promote collaborative 
creation that addresses three key elements of collaborative activities: 1) clarifying 
the final product image and deepening the understanding of common production 



 

goals, 2) facilitating large-scale production to understand and share efficient produc-
tion methods, and 3) promoting a sense of unity among makers to enhance a sense 
of unity and thus prevent isolation and lack of communication. Moreover, the thesis 
aims to realize the proposed methods by using augmented reality (AR) technology, 
which presents visual and tactile information to s and is the focus of attention in 
various research fields as an information medium. In AR, visual information through 
information projection can superimpose virtual content in the real world. In addition, 
haptic information using small actuators can instantly present clear sensations to 
users without interfering with their visual or auditory senses. Therefore, these tech-
nologies are used for play, education, sports support, tactile reproduction in virtual 
spaces, navigation, and other applications. 

In Methods 1 and 2, we use spatial augmented reality (SAR) technology facili-
tated by projectors. SAR enables the highly integrated overlaying of virtual content 
onto the real world, allowing for the natural integration of the projected content and 
information sharing among multiple users. Therefore, SAR is well suited for present-
ing information for the collaborative creation of large-scale 3D objects. In Methods 1 
and 2, we propose a method for visualizing production objects in real space using 
SAR to achieve large-scale production. 

 
MMethod 1. Clarifying the final image of the production subject: Observing ob-

jects through touch enables a detailed grasp and an intuitive understanding of the 
shape and scale of the production subject. To facilitate these outcomes, we propose a 
real-time projection system using SAR to project distorted images with the aim of 
achieving natural interaction with the projected content. The proposed method pre-
sents lifelike images to users without the use of physical displays, such as 
smartphones or AR glasses. Constantly presenting stereoscopic images that are re-
sponsive to the user’s viewpoint enables users to gain a prior understanding of the 
shape and scale of the 3D object. 

 
Method 2. Facilitating the creation of large-scale 3D objects: Presenting clear 

production procedures and methods enables even those without knowledge of or 
skills in production activities to understand and share efficient production methods. 
To achieve this outcome, we use SAR to interactively visualize the production steps 
of the creation subject, providing creators with intuitive and accurate material place-
ment locations. This approach allows creators to effectively collaborate on a single 
goal and produce large-scale 3D objects as tall as a person, which would be 



 

impossible for an individual to do. 
 
MMethod 3. Enhancing unity among creators with a haptic presentation ap-

proach: We implement a haptic presentation system using pneumatic actuators to 
improve the sense of unity among creators. To achieve this, we develop a device that 
presents the production actions of others as haptic sensations on the creator’s neck, 
enabling them to understand the actions of the collaborators. This approach allows 
creators to comprehend the production status of the collaborators, facilitating effi-
cient collaboration in the production process. 

 
The research on Method 1 revealed that the real-time deformation of distorted 

images improves the realism of the projected content and has the effect of making it 
possible to see and interact with the projected image as if it were a real object. This 
effect allows the natural movement of the production object, as if the user were ob-
serving a real body, and contributes to clarifying the image of the completed produc-
tion goal necessary for collaborative creation. 

The research on Method 2 demonstrated that presenting interactive production 
procedures through information projection enables accurate material placement, 
which eases large-scale production. Collaborative production activities in such large-
scale projects contribute to the enjoyment, fun, and shared sense of accomplishment, 
fostering the necessary communication for collaborative creation. Moreover, the pro-
posed method involves processing the production subject computationally and recre-
ating it in the real world using common materials, such as balloons, plastic bottles, 
or cans. Therefore, it facilitates the creation of artistic expressions and innovative 
designs, generating creative value. 

The research on Method 3 revealed that grasping the actions of others through 
haptic presentations makes the participants imagine the situation of others and im-
proves the sense of unity. These outcomes have the effect of preventing creator iso-
lation, as creators can match each other’s pace of creation, and of promoting conver-
sation. Such production activities enable the sharing of ideas and information nec-
essary for collaborative creation and contribute to the building of cooperative rela-
tionships. The sharing the ideas or information facilitates creative processes, such 
as collaboration and the acquisition of inspiration. 

These approaches focus on essential elements for co-creation in production ac-
tivities. Understanding and sharing the image of the completed production object, 
production procedures, and efficient production methods, as well as achieving the 



 

goal through cooperation, enable a sense of accomplishment and enjoyment of the 
production process to be shared. It is expected that working in this way will lead to 
the realization of fulfilling production activities. 
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1 

Production activities are the acts of shaping one’s ideas. For example, “tsumiki” 
combines many blocks of different shapes to create three-dimensional (3D) objects. 
Many people, from children to adults, enjoy playing tsumiki, and the creators create 
their works of art through trial and error and by imagining the finished products. 
These 3D objects have not only shapes but also hidden parts that are not visible from 
the depth and position directions. Therefore, it is necessary to look around a 3D ob-
ject of this type to grasp its full shape, and the invisible parts must always be filled 
in by the creator’s imagination. The more complex the shape, the more the creator is 
required to use their imagination. For this reason, 3D production activities, such as 
tsumiki, have a role in intellectual education. The act of creation is self-expression 
and fosters creativity and imagination. One’s creativity, expressed through the stack-
ing of blocks, is expanded by one’s imagination, and the repetition of the act of crea-
tion leads to the next new act of imagining. Imagination allows humans to engage in 
a wide range of expressive activities, from pretend play to artistic creation.

When others intervene in the production process, the production activity be-
comes co-creation. Creators communicate with each other to accomplish the produc-
tion activity. Increased communication leads to the sharing of ideas and knowledge, 
providing an opportunity for producers to enhance each other’s creativity and lead-
ing to more advanced production activities. However, as the levels of knowledge, ex-
perience, and skill in production vary from person to person, there are discrepancies 
in the information shared and variations in the progress of production. For those 
who are unfamiliar with the act of production, in particular, the difficulty of produc-
tion activities can lead to a decrease in motivation and the sense of contribution to 
production. Moreover, creators can be isolated due to inconsistencies in the pace of 
production, making it impossible for them to have fulfilling production experiences 
through collaborative creation. These problems hinder the self-expression of creators 
and occur in various production activities. To facilitate production activities, it is 
necessary to understand and optimize the structure of the production object and vis-
ualize the production process. Therefore, several works have proposed methods to 
support production activities and facilitate the production of 3D objects by beginners 
without special skills or knowledge.



 

 
 

2 

Previous research has analyzed and optimized structures for complex and di-
verse types of 3D objects using computer graphics (CG) to support production activ-
ities. In their work on 3D models, Filoscia et al. [1] split a 3D model for 3D printing. 
This method optimizes the partitioning to reduce the support material used to sup-
port the output during the 3D printing process. Hao et al. [2] proposed a method to 
generate LEGO models from input user sketches by modeling the properties and 
connection mechanisms of LEGO blocks and using a system that analyzes the bal-
ance, stresses, and assemblability of the model. Nuvoli et al. [3] proposed a geometry 
processing pipeline for 4-axis CNC machining. The proposed system computes and 
splits the rotation axis of the input mesh to cut a complex shape from a single block. 
These three studies lead to the materialization of structures in the computer to the 
real world. People materialize their own desires through creation. The results of this 
research may contribute to self-expression through creative activities. Other works 
have proposed the structural analysis of 3D objects using wire structures [4, 5, 6], 
and researchers have also proposed assemblies that could be applied in the field of 
architecture [7, 8, 9]. Hsaio et al. [10] proposed a computational framework for auto-
matically creating multi-view 3D wire sculptures, simplifying a task that would take 
an enormous amount of time to complete manually. Larsson et al. [11] proposed a 
system for designing woodworking joints for wooden frame structures called “Tsu-
gite.” The system allows interactive joint editing and the easy exploration of joints 
in complex structures, enabling even non-expert users to edit joints. In this way, 
recent works support creative activities using a variety of structures. Today, anyone 
can easily produce movies and music due to the advancement of technology. There-
fore, in the near future, everyone will be able to easily engage in creative activities 
such as DIY and artmaking with substance. 

Understanding the structure of the object is an important element in supporting 
creative activities. However, even if the structure of the object to be created is 
grasped, creative activity is not possible without an understanding of the creation 
procedure. Recently, augmented reality (AR) technology has become more accessible 
due to the advancement of information technology. For example, some smart devices 
have made it possible to superimpose virtual characters and geographic information 
onto real space. When the camera is held over the text, the translated text is super-
imposed over the original text. In this way, AR technology provides effective and 
intuitive information and interaction to the user. Previous studies have proposed 
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interaction procedures for AR-based creative activities. In addition, AR technology 
allows users to directly create 3D objects without being restricted by their locations. 
Song et al. [12] added the value of story to the handicraft experience of origami for 
parents and children. By applying AR technology, the system the authors developed 
visualizes the origami process and presents animated storytelling. User studies sug-
gest that the proposed system facilitates interaction between parents and children.  

There are other ways to incorporate AR into creative activities besides smart 
devices and headsets. Several works have constructed spatial augmented reality 
(SAR) systems using information projection devices. Hattab et al. [13] projected guid-
ance information onto the material for a rough engraving. When engraving, it is easy 
to cut the material roughly but difficult to cut it exactly. This problem is solved by 
projecting the cutting point. Flagg et al. [14] proposed a painting support system 
using projection mapping: when an artist is using actual brushes and colors to paint, 
the system projects guidance information, such as the position of the painting, the 
colors used, and the texture of the painting. This guidance enables beginners to cre-
ate paintings using traditional methods and tools. As shown in these studies, AR can 
add information that does not exist in the real world and can present a variety of 
interaction procedures. To support creative activities, presenting information by AR 
is important. 

These studies propose methods to facilitate production and support users’ skills 
and knowledge related to production. However, in cooperative creation in which oth-
ers intervene, creators are engaged in creation activities with the same goal in mind. 
Therefore, it is important for creators to read each other’s situations and share in-
formation related to creation. Ganesh et al. [15] used a robot interface to investigate 
how physical interactions with others affect individuals’ own motor behavior. The 
results of the study showed that the performance of both users was improved. 
Takeuchi et al. [16] investigated the effects of haptic sharing on players’ emotions 
and behaviors through the public goods game. The results showed that haptic shar-
ing amplified feelings of guilt and the inhibition of people’s uncooperative behavior. 
Haptic Empathy [17] proposed a system in which people share their subjective emo-
tions using simple vibrotactile feedback. Simple vibrational feedback may be an ef-
fective medium for expressing subjective emotions. As shown in these studies, users 
can share their feelings through physical interactions, and such interactions can en-
hance behavioral performance. Haptic feedback is especially effective as a method to 
transmit information instantly without restricting users’ visual and auditory senses. 
The sharing of haptic feedback is important to improve the sense of unity among 
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creators in production activities.

This study aims to facilitate collaborative creation in production activities by 
using visual and haptic expressions enabled by AR technology, focusing on key ele-
ments essential for co-creation in the production process. 

Collaborative creation is the process of working with others to achieve a common 
goal. WeBuild [18] proposes a system to solve the problem of the efficient coordina-
tion of work roles in a group for collaborative physical assembly and construction 
work. For efficient production, tasks are assigned so that each creator clearly under-
stands their role. In addition, creators can receive real-time information on project 
progress and changes through their smart devices, a system that helps all creators 
work toward a common goal. Feedback from others is also provided, allowing for 
accurate information recognition and smooth communication. Crowdsourced Fabri-
cation [19] proposes a crowdsourced fabrication system for large-scale production us-
ing digital technology. The proposed system uses smart devices and indoor location 
detection to present the production process to creators in real time, and as a demon-
stration experiment, many creators collaborated on a large-scale production. As a 
result, the system contributes to the efficiency of collaborative work and the ability 
of creators to participate in production activities regardless of their skills and levels. 
Other important elements of collaborative creation are discussed, including the im-
portance of people’s active participation in production activities and of different 
points of view and the sharing of interests [20, 21, 22, 23, 24]. 

As shown in these studies, co-creation requires having a common goal, infor-
mation sharing, and a common understanding. For this purpose, smooth communi-
cation and a sense of unity among creators are important, and it is also important 
that creators who are not familiar with production can participate in production ac-
tivities. If these elements are present in co-creation, creators can obtain a sense of 
accomplishment and satisfaction from production activities as well as confidence in 
the results of their work and a sense of contribution. Hence, co-creation consists of 
various elements and creates value that cannot be created by an individual through 
the sharing of ideas and information. Creators can also share the joy and pleasure 
of creation activities with each other and gain a fulfilling experience of creation ac-
tivities. However, it is difficult for beginners who are unfamiliar with the act of 
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production to grasp in advance the image of the completion of an unfinished produc-
tion goal. It is also difficult to think about the production process, and relying on the 
system for this purpose leads to individual work. Such difficulties in production ac-
tivities lead to a decrease in motivation and the sense of contribution to production 
as well as the isolation of creators due to inconsistencies in the pace of production. 
In such cases, a fulfilling production experience through collaborative creation can-
not be achieved. To have a fulfilling production experience, it is important to under-
stand and share the image of the finished product, the production process, and the 
efficient production method with others; otherwise, it may be difficult to achieve the 
goal of collaboration. In this thesis, we propose a method that addresses the elements 
which, as described above, are important for cooperative creation in production ac-
tivities. Specifically, we focus on three of the elements that are important for collab-
orative creation: clarification of the image of the completed production object, under-
standing and sharing of efficient production procedures and methods, and a sense of 
unity with others. Then, we produce opportunities for collaborative creation by uti-
lizing the effects of visual information through SAR using a projector and tactile 
information through pneumatic pressure. We aim to contribute to the clarification of 
the completed image of the production object and the understanding and sharing of 
the production procedure and method through production that addresses some of the 
elements that are important for collaborative creation in production activities. 

In this study, we propose a method to promote collaborative creation through 
visual and tactile stimuli using AR technology. Since SAR can add information that 
does not exist in real space, it provides a new experience by displaying virtual con-
tent. For example, users can walk and communicate with their favorite characters 
by superimposing virtual characters in front of their own eyes. In general, AR is used 
for business, guidance, simulation, and education using smart devices and headsets. 
One of the advantages of AR applications is the interaction with content that does 
not exist in real space. AR interaction facilitates the user’s understanding of the 
content. However, AR applications using smart devices are difficult to interact with 
naturally, as the hands are occupied and the touch panel is not always easy to oper-
ate. In addition, smart devices and headset displays create an obstacle between vir-
tual content and the real world. These problems limit user actions, making it difficult 
to share information with multiple people simultaneously and gain a sense of “being 
there” for virtual content. If this obstacle is removed, it will be possible to present 
virtual content as if it exists in the real world and present information that encour-
ages natural interactive behavior. 
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The first method presents stereoscopic images to the user. The projected image 
is changed according to the user’s head position; thus, the user can always see the 
stereoscopic image and interact with the projected content through natural move-
ments. It is difficult to grasp the shape and scale of a work that is not created by 
imagination alone. In addition, using AR with smart devices limits the user’s move-
ments. Touching and observing the object of creation allows for a detailed and intui-
tive understanding of its shape and scale. The ability to see and interact with the 
object in the same way as with a real object facilitates the understanding and sharing 
of the creator’s production goals as prior knowledge of the production activity, con-
tributing to the clarification of the image of the finished production goal that is nec-
essary for collaborative creation. In addition, due to the projection characteristics of 
the projector, changes in the projected position of the image cause changes in the size 
of the projection. Therefore, it is difficult to project information for the creation of 3D 
structures. This problem becomes more pronounced the larger the scale of the 3D 
object. If this obstacle is removed, it will be possible to create 3D structures as large 
as a person’s height, which will induce cooperative work and communication.  

The second method uses SAR to achieve large-scale production. It adjusts the 
size of the projected image according to the projection position and presents the cre-
ator with intuitive and accurate material placement positions. This enables creators 
without sufficient production knowledge, experience, or skills to create 3D works 
through collaborative creation, generating creative value such as artistic expression 
and new designs.  

On the other hand, in creative activities, creators create by perceiving objects 
and materials with their eyes. During these activities, creators communicate with 
each other by speaking and hearing. In other words, in creative activities, the crea-
tor’s visual and auditory senses perceive information for the purpose of production. 
Presenting new visual or auditory information to the already engaged visual and 
auditory senses may hinder creative activities and communication. Therefore, haptic 
information is effective as an indirect presentation of information. However, the com-
plexity and size of the system limit the creator’s actions and prevent creative activi-
ties such as moving around freely, potentially hindering communication between cre-
ators. Therefore, the third method proposes a lightweight and simple system using 
pneumatic actuators to improve the sense of unity. This system enables the creator 
to understand the production status of collaborators and work efficiently through 
collaboration. The improved sense of unity enables the sharing of ideas and infor-
mation necessary for collaborative creation and facilitates the creative process of 
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collaboration and inspiration. 
 

These methods focus on some of the key elements for collaborative creation in 
the above-mentioned production activities. They provide a sense of accomplishment 
and enjoyment for those who are unfamiliar with production activities and those who 
lack related skills and knowledge. In this way, even those who are unfamiliar with 
production activities and those who lack skills and knowledge can share the sense of 
accomplishment and enjoyment of production. These elements add value to coopera-
tive creation and are expected to realize fulfilling production activities.

The goal of this thesis was to encourage collaborative creation in production ac-
tivities using AR. To achieve this goal, we have developed a system that directly and 
indirectly supports production activities in the real world. We aimed to use the de-
veloped system to clarify the completion image, simplify the production process, and 
improve the sense of unity among creators, which are important elements in collab-
orative creation. 

As mentioned in Section 1.2, cooperative creation involves a variety of factors. 
In particular, this thesis focuses on clarifying the completion image of the production 
object so creators can understand the common production goal, achieving large-scale 
production – in which multiple producers cooperate in production activities – and 
improving the sense of unity to prevent a lack of communication among and the iso-
lation of producers (see Figure 1.1). In cooperative creation, coordinated production 
activities are not possible without a clear common understanding of goals and direc-
tions. For those who are unfamiliar with production activities, in particular, the dif-
ficulty of undertaking such activities leads to a decrease in motivation for production. 
Therefore, it is important to understand the purpose and direction of production and 
to cooperate with others. In addition, communication is an important element in en-
suring that all creators involved in collaborative creation have a fulfilling production 
experience. By communicating, multiple creators can collaborate and generate crea-
tive value that cannot be produced by an individual. Producing alone limits the gen-
eration of ideas, and the impossibility of sharing the joy and sense of accomplishment 
of production with others hinders a fulfilling production experience. Therefore, we 
focus on each element that is important for collaborative creation in production 
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activities and propose three methods for producing such creation: presenting stereo-
scopic views, realizing large-scale production, and understanding the actions of oth-
ers. The proposed methods aim to create opportunities for the creation of coopera-
tives by directly or indirectly supporting the elements that are important for produc-
ers to cooperate with each other in their production activities. Direct support in-
cludes an easy understanding of the structure and size of the object to be created, 
manipulation of the virtual model with natural movements, and support for the 
placement of materials for creation. For these supports, the approach goes beyond 
merely presenting information. By staging artistic expressions such as real-time 
transformation of distorted images and the projection of numbers with animations, 
as well as deformed expressions, it directly assists the act of production. Indirect 
support aims to improve a sense of unity by ensuring users understand each other’s 
actions. In addition, we clarify the influence of these supports on the experience of 
creative activities. To understand actions, the approach does more than just present 
tactile sensations. It stages a sense of unity by converting each creator's production 
actions into tactile sensations, indirectly supporting collaborative production activi-
ties. 
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The principal research question concerns how to enhance the experience of cre-
ative activity. In response to this, we aim to provide production support that involves 
the creation of a sense of co-creation. The sense of co-creation treated in this study 
consists of the following three feelings: 1. knowing that others are creating the same 
target as oneself, 2. knowing that others understand one’s creative behavior, and 3. 
in creative activities where such interaction exists, having the feeling that one was 
able to create the object due to the cooperation of all creators. To solve this question, 
it is necessary to provide a system in which multiple creators can actively cooperate. 
In particular, it is necessary to clarify the finished image of the production object. It 
is also necessary to provide a method for decomposing the production object into in-
dividual parts and enabling creators to complete them cooperatively to realize large-
scale production. Furthermore, to facilitate collaborative creation, it is necessary to 
perform the act of production according to the situations of others through intrinsic 
motivation. To solve these problems, we use three sub-research questions. 
 
1: How can the reality of virtual content be improved without the use of a physical 
screen? 

This study proposes a method of presenting 3D images without using physical 
screens, such as smartphones or AR glasses, so creators can easily grasp the entire 
image of the object to be produced. Recently, it has been possible to superimpose 
virtual content on real space with the development of AR and virtual reality (VR) 
technologies. However, physical screens, such as smartphones and AR glasses, can-
not realize natural movements to interact with virtual content or give a natural 
sense of reality. To solve this problem, we projected a distorted image that deforms 
according to the position of the user’s head onto a real space, such as a desk or the 
floor. The system aims to improve the reality of virtual content by constantly pre-
senting stereoscopic images to the user and realizing interactions with natural move-
ments. To verify whether this improvement occurred, we developed a head-mounted 
3D projection system. Users could feel the three-dimensionality and presence of the 
projected content by the distorted image deformed according to the position of the 
head. In addition, some users expressed affection for the projected objects. It was 
also suggested that the projected contents gave a sense of presence to the user. 

 
 
 
 



 

 
 

10 

2: How can changes in projection size due to changes in projection distance be pre-
vented? 

This study proposes a method to appropriately disassemble virtual objects to be 
created and reproduce the individual parts of the disassembled virtual model as en-
tities. Recently, digital fabrication research using 3D printers and information pro-
jection technology has been drawing attention. However, when the 3D modeling be-
comes large-scale, structural understanding and the creation act become difficult 
due to the complexity and number of creation procedures. In addition, there is no 
guidance method for the placement of materials to facilitate large-scale creation. To 
solve these problems, we propose a layered projection mapping technique that ad-
justs the projection size to be constant according to the projection position estab-
lished at each constant height. This system prevents the projection size from chang-
ing depending on the projection distance. Using this system, it is possible to create 
large 3D objects by leveraging SAR’s visual representation. To verify this, we con-
ducted a large-scale production experiment using balloons to create a virtual model 
of a hemisphere and a rabbit of about the same height as a person. In the hemisphere 
creation experiment, we conducted production experiments with and without the 
system. It was confirmed that the proposed system can produce hemispheres that 
are close to the target size and shape. In the rabbit creation experiment, users were 
able to create a balloon artwork approximately 150 cm high without any interruption 
in their creative activities. 

 
3: How does the presence or absence of haptic feedback affect creators’ sense of unity? 

We propose a haptic presentation system using a pneumatic actuator, which is 
small and easy to produce. This system presents the creator’s creation actions to the 
collaborator’s neck as a haptic sensation. Physical stimulation of the skin is an effec-
tive way to attract the user’s attention because it is a clear stimulus. However, ex-
isting methods limit the range of system use due to the complexity and size of devices, 
so it is difficult to present simple and clear haptic feedback that does not interfere 
with the user’s movements. Large-scale creative activities require users to be able to 
take free and natural actions, such as the observation of virtual models, creation of 
parts, and assembly. For this reason, the chosen system should not restrict the user’s 
actions. To solve this problem, we developed a small device using pneumatic actua-
tors. This device presents information to the creator that enables the latter to grasp 
the directions and actions of others. For this verification, we conducted user guidance 
experiments using the developed device. The results showed that almost all users 
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reached their destinations; thus, users knew the direction in which they felt pressure 
and the direction in which their goal was located. Applying this directional infor-
mation to creative activities, we can present creators with haptic feedback on an-
other person’s creative action. The purpose is to improve the sense of unity among 
creators in creative activities. 

As mentioned in section 1.2, previous works have used smart devices, comput-
ers, and frameworks for collaborative creation. Among the elements of collaborative 
creation discussed in these works, this thesis approaches three elements specifically 
for production activities. For production support, as mentioned in section 1.1, previ-
ous works have used computer simulations and AR headsets to present production 
procedures. These methods limit the sharing of information with each creator and 
make it difficult to realize smooth collaborative work. Therefore, this thesis aims to 
facilitate the sharing of information among creators and the realization of smooth 
collaborative production activities by using information projection and haptic 
presentation technologies. For each of the three elements, the proposed system 
stages the real-time transformation of distorted images, the projection of animated 
numbers, and the conversion of the act of creation into a haptic sensation. Staging 
provides the creators with an opportunity for collaborative creation of creative value. 
This paper outlines the foundational technologies for such collaborative creation. 
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The rest of this thesis is organized as follows.: 
In Chapter 2, we review case studies and research using visual and haptic stimuli 
for the following chapters (Chapters 3, 4, and 5) and present related research on 
each topic. 

 
Chapter 3 describes the head-mounted stereoscopic projection system we have de-
veloped and the method of presenting 3D images to the user. It also presents de-
tails of research on conventional projection mapping techniques and a discussion 
of future issues. In this chapter, we demonstrate the effect of the proposed system 
on the user and describe the results. To evaluate the usability of the proposed sys-
tem, we conducted a user survey and evaluated users’ impressions of the projected 
contents. As a result, we found that the interaction with the projected content 
gives the user the feeling that the content is present. 

 
Chapter 4 describes the layered projection mapping technique, which projects the 
appropriate size for each level of the hierarchy. It also describes an interaction 
procedure by disassembling a virtual model and visualizing cross-sections of the 
disassembled parts. In this study, we describe the contribution of the proposed 
system to large-scale fabrication and as a demonstration experiment. In the exper-
iment, we created a hemisphere and a virtual character using balloons. As a result, 
we found that the proposed system can produce a hemisphere that is close to the 
pre-defined target size and the balloon art of a virtual character. 

 
Chapter 5 describes a pneumatic actuator-based direction guidance device with 
haptic feedback. We explain the mechanism of direct presentation and investigate 
the direction presentation pattern perceived by the user. In addition, this chapter 
presents the actual experiment conducted, which confirmed that the user was able 
to reach the destination using only the proposed device. Using this result, we dis-
cuss how haptic presentation affects creative activity. 

 
Finally, in Chapter 6, we summarize our research, conclude this thesis, and discuss 
future challenges. 
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This chapter introduces the related work in this thesis. This thesis proposes an 
interactive system using projection mapping and haptic feedback as production sup-
port with AR technology. AR technology is one of the components of extended reality 
(XR), which includes VR and mixed reality. Therefore, we first present examples of 
applications and related research on interactive systems using XR technology. Next, 
we review related work on projection mapping (Chapters 3 and 4) and haptic feed-
back (Chapter 5). In addition, as this study focuses on co-creation and aims to realize 
collaborative work using digital technology, we present research on collaborative 
work. 
 

The development of information technology has made it easy to obtain depth 
sensors, such as Microsoft Kinect® and LeapMotion, high-definition projectors, and 
high-performance personal computers (PCs). In addition, we can easily prepare the 
environment to produce interactive content because information sharing is becoming 
easier with the popularization of the Internet. The miniaturization of devices and 
availability of easy-to-start content production have contributed greatly to enhanc-
ing users’ experiences of digital attractions. A digital attraction is a hands-on inter-
active work of art that provides people with an interactive play experience using 
visual expression, light, sound, and touch. Digital attractions, also known as media 
art or digital art, use information technology to provide users with surprising and 
emotional experiences that are not possible in daily life and contribute greatly to 
communication among experiencers, fostering imagination, stress reduction, and ed-
ucation. They also play a role in local development and disaster recovery, and many 
people enjoy entertainment using digital technology [25, 26, 27] (Figure 2.1). Fur-
thermore, creative activities such as digital building blocks [28] and LEGO®BRICK 
DIGITAL ATTRACTION [29] contribute to interactive presentation and presence by 
visual expression, which stimulates users’ curiosity and creativity (Figure 2.2). Alt-
hough digital attractions mainly use projectors, other events use monitors, headsets, 
and toys for the experience (see Appendix A). These interactive games can be divided 
into two categories: augmented experiences and immersive experiences. 
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AAUGMENTEDD EXPERIENCE AR technology enhances the user experience using 
projectors, smart displays, and physical objects. Mimi Action [30] creates a light ef-
fect using a projector and a cushion (Figure 2.3). When the user taps the cushion, 
light particles burst and collect on the cushion. Fantasy Diorama [31] is interactive 
content that visualizes fantasies through “playing with cars”, namely, projecting ve-
hicles and a city onto toy cars and their surroundings. When the cars are connected, 
images of trains are projected onto them. DIGITAL GOLDFISH SCOOPING [32], a 
goldfish scooping game that uses a smart device as a net, is one of many works that 
extend real space in this way. Flying Paint [33] is a drawing game using coloring 
images that scans the user’s coloring-in images and projects them on the wall or 
displays. Miru Ensemble [34] visualizes a multi-person ensemble based on the motif 
of auditory expression: the user colors the wall surface by layering sounds together 
with other people on the spot. These works are extensions of creative activities. 
Other works are based on human body movements. toatope [35] is an interactive 
work of shadow play using hands. This work creates shadow creatures from hand 
shadow images when the user holds their hand over the table. The sizes and shapes 
of the shadow creatures vary depending on the person, and they move as if they were 
brought to life. Colored Shadow [36] is an experiential artwork that displays colored 
shadows of the experiencer and objects. The shadows move according to the move-
ments of the experiencer. These works are extensions of the physicality of the body.
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IIMMERSIVEE EXPERIENCE Immersive content provides users with an experience 
of the world that differs from the real world. Sports and balloon ride experiences 
using headsets [37, 38, 39] provide users with realistic experiences by using live ac-
tion images. In addition, using a real hang glider and a wheelchair provides a more 
immersive experience for the user. Mario Kart Arcade Grand Prix VR [40] is a racing 
game using a headset (Figure 2.4). However, as the system also includes a hand-
tracking mechanism that users can use to grab items with their own hands, it can 
realize an immersive experience without the use of a headset. Treasure Explorer [41]
provides an immersive experience for many people by projecting images onto sur-
rounding walls. In addition, the seats vibrate in response to the images, which in-
creases the immersive nature of the experience. Survival From Z [42] provides an 
immersive experience by projecting images of the surroundings. An even more im-
mersive experience can be achieved by wearing a vest that provides haptic feedback 
in sync with the video.

In this way, immersive works allow for experiences with a sense of presence 
and impressive. However, they require expensive equipment and large-scale systems. 
On the other hand, augmented works can construct a SAR system by simply prepar-
ing various sensors and projectors. In addition, systems utilizing SAR can present 
information to multiple people, enabling several individuals to experience the work 
simultaneously. Therefore, this thesis focuses on AR technology. We aim to support 
production activities such as building blocks, specifically, digital building blocks [28]
and LEGO®BRICK DIGITAL ATTRACTION [29].
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The evolution of video expression has brought tremendous benefits to projection 
mapping. Projection mapping (PM) is a technology that uses a projector to change 
the appearance of an object by projecting an image that matches the shape of the 
target object. The produced image follows the shape and tilt of the projected object. 
If the image is projected onto a flat surface, it tends to be distorted significantly. In 
other words, it is necessary to consider the distortion of the image in advance when 
creating images for projection mapping. Projection mapping is used for entertain-
ment, sports, education, and other purposes and has been projected onto structures 
such as train stations, buildings, and vast floors (see Figure 2.5 [43, 44, 45, 46, 47, 
48, 49]). MlioLight [50] blends multiple images and projects into different images 
only at the illuminated points. Projection mapping can project artificially generated 
shadows as well as colorful images. Jensen et al. developed a lamp that projects con-
trollable ambient information [51]: the light is masked using an electrochromic dis-
play, and shadows are projected on walls and ceilings in two or more patterns that 
can change. This lamp helped to improve the immersive experience during the read-
ing of children’s books. Raudanjoki et al. examined whether human shadows pro-
jected as ambient information can be used to convey information [52]. The experi-
menter gathered users in a room where projections of realistic-looking human shad-
ows were shown, observed their reactions, and found that users thought that the 
shadows were real shadows. In other words, the shadows were perceived as the nat-
ural scenery of the place. When a shadow moved, users paid attention to it. In other 
words, the transition of the shadow state helped users understand the meaning of 
the shadow and was perceived as an important clue that something was happening. 
Thus, shadows have a very close relationship with the real world, and projecting 
shadows can influence users’ actions and feelings. In addition, Yong created an im-
mersive installation work in which a life-size shadow figure was projected [53]. Tsu-
bokura created an artwork that projects the shadow of a statue by pointing a tracker 
that resembles a flashlight at an empty pedestal [54] (Figure 2.6) and designed the 
device to be easily handled even by individuals who do not know how to operate spe-
cial devices. In this way, PM can project a variety of information and be used for 
illusions and artworks.    

There are two types of projection mapping: static projection mapping, in which 
the projected object does not move, and dynamic projection mapping, in which the 
projected object moves. The former projects various images onto a static object. The 
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latter projects images in real time by either tracking objects that move and change 
shape in real time with a camera or moving the projector itself to project onto any 
location. Therefore, dynamic projection mapping enables expressions that were im-
possible with static projection mapping and is expected to be used in a variety of 
fields, including entertainment and education. In this thesis, we develop a system 
that presents an optical illusion to the user by projecting anamorphosis using dy-
namic projection mapping. 

Anamorphosis is an image that is drawn using the perspective drawing method 
(Figure 2.7) and can only be seen as a figure when viewed from a single point of view. 
As shown in Figure 2.8 (a), when a largely distorted image is rotated by 90 degrees, 
it can be seen as a recognizable 3D image (Figure 2.8 (b)). Anamorphosis is used in 
many situations, for example, in museums, as a trick, or as art to prevent accidents 
(Figure 2.9). 
 https://www.kanazawa-it.ac.jp/kitnews/2017/20170308_pm-izuhara.html 
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Haptic feedback is a technology that simulates the stimuli felt by the user’s skin 
in the real world and makes the feedback experience richer when the user operates 
information devices. For example, the Taptic Engine in Apple’s iPhone and the HD 
vibration in Nintendo Switch are technologies that realistically reproduce user oper-
ations and events displayed on the screen (Figure 2.10).

Haptic feedback technology has become an integral part of everyday life and is 
also used to enhance the immersive experience of VR and AR [55, 56, 57, 58, 59, 60, 
61]. FingerX [56] (Figure 2.11) presents the shape of a virtual object to the user by 
extending and retracting extenders attached to each fingertip. For example, when 
grasping a thin stick, the proposed device can present the user with the sensation of 
grasping a thick stick or an uneven shape. GuideBand [57] (Figure 2.12) presents 
the user’s arms with the sensation of being pulled in all directions and enhances the 
realistic sensation of being guided in a VR space. HeadBlaster [59] (Figure 2.13) pre-
sents a sustained sense of acceleration to the user using head-mounted air propul-
sion. Air can be injected laterally in a 360-degree direction and contributes signifi-
cantly to the sense of presence and immersion of the content. Thus, the haptic 
presentation can be presented to the user through a variety of methods, such as wires 
and pneumatic pressure. In addition, haptic presentation technology contributes not 
only to the immersive experience in VR and AR but also to the reproduction of the 
haptic sensation in real space. MudPad [62] proposes a system that enables locally 
active haptic feedback on a multi-touch surface. Using ferrofluid and electromagnets, 
the system enables instantaneous movements. Cross-Field Haptics [63] proposes a 
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new haptic rendering method using ferrofluid and an electrostatic field. This system 
reproduces the haptic sensation of projected textures by using the flexibility of fer-
rofluid and the resistance of electrostatic adsorption caused by an electric field. 
Other works include its use as a human augmentation [64], a drawing aid for users 
[65], and a haptic presentation method using lasers [66]. 
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These systems are difficult for users to operate freely and naturally because of 

their complexity and the large size of the devices used. In this thesis, we use a pneu-
matic actuator to propose a haptic device that is compact enough to be used in daily 
life. 
 
 

UMI3D [67] proposes a toolkit for collaborative work that simplifies the devel-
opment of 3D user interfaces. Previous collaborative work with 3D applications was 
hampered by the fact that a working device is effective for some tasks but inadequate 
for others. Therefore, it is necessary to prepare multiple devices for each task. To 
solve this problem, this study proposed a tool that considers the context of the user’s 
work. Thanyadit et al. proposed a system in which workers with different skills co-
operate to perform a single task and improve the results [68]. In collaborative work 
in a virtual space, real-time information sharing contributes to work efficiency. How-
ever, real-time information sharing can be an obstacle to collaborative work when 
workers are in different locations or use different tools for their tasks. To solve this 
problem, this study developed a system that presents only information related to the 
current task, thus making it possible to prevent excessive information sharing 
among workers. Alina et al. described the design, implementation, and testing of Co-
Creation Space (CCS), a digital tool for co-creation [69]. Media co-creation aims to 
support the artistic co-creation process but does not support the iterative community 
participation that is essential for artistic co-creation. Using CSS for artistic co-crea-
tion provided a tool for users to share ideas, discuss, receive feedback, and reflect on 
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their work. Thus, CSS supported the complexity of the community co-creation pro-
cess and the iterative community participation essential to artistic co-creation. 
These works are in the field of computer-supported cooperative work (CSCW), which 
realizes computer-assisted collaborative work. Miwa et al. proposed a system for co-
creating physical expressions in remote areas [70] that presents the shadow of one 
user and particles reflecting their movements to a remote user. As a result, this sys-
tem shared emotions with remote users through images and provided a stage for co-
creating physical expressions. JackIn Head [71] proposed a system that transmits a 
user’s first-person viewpoint to others using a 360-degree camera. In other words, it 
is possible to share the user’s viewpoint with others. By obtaining the work viewpoint 
of a professional user, a beginner can learn a skill efficiently. Boiling Mind [72] pro-
posed a system to improve the sense of unity between the audience and the performer. 
This system visualizes data acquired from the audience’s heart rate and electroder-
mal activity (EDA) as a visual representation. The visualized images are shared with 
the performer as the mental state of the audience. This visual representation creates 
a “stage performance experience” between the performer and the audience. In this 
way, several works have proposed systems that connect with users and share their 
representations and actions. In this thesis, we focus on the collaborative activity of 
creative activity in a real space using visual and haptic presentation with AR tech-
nology. 

The works mentioned in this chapter have proposed assistive technologies for 
collaborative work that facilitate the selection of appropriate tools, the presentation 
of information, efficient learning, and a sense of unity. As described in Section 1.2, 
the efficiency of collaborative work and the ability to perform activities regardless of 
a creator’s skills or skill level facilitate collaborative work. The recognition of a com-
mon goal allows creators to cooperate with collaborators to achieve their goals. In 
this thesis, we aim to facilitate collaboration in real-world production activities by 
using AR technology for visual and haptic representation. We focus on clarifying the 
image of the completed work, understanding and sharing efficient production meth-
ods, and improving the sense of unity among creators. The goal is to create a place 
where participants can work together, recognize a common goal, and share a sense 
of accomplishment and enjoyment. 
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In this chapter, we propose a real-time anamorphosis projection system that en-
ables users to always see three-dimensional images using a projector and a tracker 
attached to the user's head (Figure 3.1). This system projects the anamorphosis of 
CG objects and CG characters onto a desk set up in real space as a projection surface. 
In addition, we evaluate the enjoyment of interaction, the three-dimensionality, and 
presence of the projected images, and the level of satisfaction with the system 
through interaction with static CG objects and dynamic CG characters projected us-
ing LeapMotion.
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Using this system, the projection image distortion changes according to the us-
er's head movement, and the three-dimensional image can always be presented from 
the user's point of view. In addition, by viewing the projected images directly without 
a physical screen, the user can interact more naturally with CG objects in harmony 
with the real space than with a display. Furthermore, CG objects can be presented 
to the user in a natural superimposition of the real space, without using a display, 
and free from the limitations of the screen area. In particular, the user interacts with 
static CG objects before interacting with CG characters to familiarize the user with 
the operation of the equipment used in the interaction. 

In the next section, we describe the background and purpose of the research 
and the structure of this chapter. 
 
 

     Recently technological advances have brought about a significant evolution in vis-
ual expression, and products using holograms have been developed and researched 
in the fields of computer graphics and computer interaction. For example, Gatebox® 
is a product that displays CG characters inside a capsule-like device based on the 
concept of "living with characters," and is now available nationwide (Figure 3.2). The 
user can interact with a CG character and can engage in conversation, chat via the 
communication application LINE, operate home appliances, and receive information 
notifications using GateBox®. In addition, CG characters can change their conversa-
tion and behavior the more the user talks with CG characters. Furthermore, 
GateBox can display animated characters such as Re: ZERO -Starting Life in An-
other World©, Spooky Kitaro©, and original characters created by the user. It can 
provide an experience that can be viewed and enjoyed as a digital figure. In this way, 
Gatebox® can be said a pioneer in attempting to integrate CG characters into real 
space. However, users cannot always experience the sensation of being near the CG 
characters because they are only displayed in the product. In addition, Head 
Mounted Display (HMD) and AR glasses have been developed, and research has been 
conducted to superimpose CG objects in real space to a high level. Holyski et al. re-
alized a representation of CG objects as if they existed in real space by using SLAM 
[73]. For example, it is possible to express that the virtual object hides behind the 
real object. This is achieved by reconstruction of the estimated depth edge from a 
video and a sparse SLAM reconstruction as input. 
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VR and AR have developed in many fields using various devices, such as not 
only interaction with CG but also taste change [74] and collaboration with the haptic
[75]. In addition, advanced virtual content can be easily realized with smartphones, 
such as Apple's ARKIT 6 [76] and people occlusion, a method of representing CG 
objects as being occluded by humans. In this way, AR and VR are familiar technolo-
gies to us and are expected to bring great benefits to our daily lives in the future. For 
research on Mixed Reality (MR), Lang et al. proposed a system that corrects and 
displays a virtual agent in an appropriate position based on RGB-D data acquired 
with HoloLens [77]. However, in both cases, the user's immersive experience is hin-
dered by the presence of a physical display between the image and the user. For 
example, when viewing an object, the farther away the object is viewed more blurred, 
and the closer the object is the clearer. However, virtual objects on a display are 
always clearly visible, regardless of where they are placed. In addition, the display 
area of CG objects is limited by the size of the display, so the contents of the display 
are perceived as being displayed in a different space from the real space. This makes 
the presence of the CG object feel diminished.
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     We propose a method to present CG characters as if they exist in the real world 
and to provide users with natural interaction with CG characters without the use of 
displays. The proposed system projects a lively CG character, which always exists in 
the user's vicinity and acts together with the user, as an illusionary three-dimen-
sional image onto a desk or the floor using a small projector. This system creates a 
sense of reality by allowing the user and the CG characters to play catch with each 
other and by allowing the CG characters to walk freely around the user. In addition, 
the user can experience the sensation of "being there" by not using AR devices such 
as smartphones or see-through AR glasses. 
 
 

This chapter consists of six sections, and the structure and contents of each sec-
tion are described below.  

In Section 3.1, we describe the background and objectives of the study and in 
Section 3.2, we introduce related works on projection mapping, stereoscopic projec-
tion, and visual illusions, and clarify the position of this study. Section 3.3 describes 
the proposed device and method as an overview. Section 3.4 presents the implemen-
tation of the system, and Section 3.5 shows the user study and its evaluation. Section 
3.6 summarizes this research and discusses limitations and future work. 
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In this section, we introduce research on projection mapping, stereoscopic pro-
jection systems, and optical illusions as related research to this research. 
 
 

As mentioned in Section 2.2, there are two types of projection mapping: dynamic 
projection mapping, and static projection mapping. Miyashita et al. proposed a dy-
namic projection mapping system that does not require markers and does not limit 
the shape of the projection target but instead applies a texture to the tracked object 
[78] (Figure 3.3). The system measures surface normals in the infrared range in real 
time and projects material shading in screen space with a new fast texturing algo-
rithm. The system can project onto people, liquids, and clay because it is markerless 
and model-less. They also developed the "Midas Touch Effect", which can gradually 
rewrite the material of objects that are touched, such as overwriting the surface of 
an apple with a metallic material. 
 

 

 Other research includes Makeup Lamps [79], which projects 
shadows, lights, clowns, and other textures onto a human face to dynamically add 

 
Midas projection: markerless and modeled dynamic projection mapping 

for material representation [[78]. 
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facial expressions and make-up. Several other works on dynamic projection mapping 
have also been conducted [80, 81, 82, 83, 84, 85]. However, the projectors in these 
works are fixed and only project in a fixed direction. To project over a wider area, it 
is necessary to use multiple projectors. HeadLight [86] projects CG objects using a 
projector attached to the user's head, rendering a 3D virtual space that matches the 
physical environment. The projected content changes in response to the user's move-
ments and a fisheye lens are used to expand the projected area. This makes it possi-
ble to present immersive images to the user. However, there is no interaction with 
CG objects, and the projected images have not been evaluated. 
 
 

There is research on presenting stereoscopic images to users using depth sensors 
and special displays. Takasaki and Mizuno proposed a system that enables direct 
interaction by hand while projecting stereoscopic images by motion parallax onto a 
special display [87]. To present the user with a three-dimensional view of the virtual 
model, this system reflects the image using a micromirror array plate. The reflected 
virtual model is deformed according to the position of the user's head, so the user can 
always see the three-dimensional virtual model. The interaction is based on Leap-
Motion, which allows the user to manipulate the CG object by grabbing, moving, and 
deforming it, as well as drawing lines and observing the object from multiple view-
points. However, the projected content is only shown on the display in front of the 
user's eyes, limiting the range of projection and movement of the user. 

OptiSpace [88] is an environment-independent interactive 3D projection map-
ping system. It projects 3D images to the user's viewpoint by tracking the user's 
point of view with a depth camera and simulating a virtual projection scene. It is 
possible to project images onto a wide area of a room by using two depth sensors and 
three projectors. In addition, the system transforms the projected images according 
to the tilt of desks, chairs, and walls, and takes into account the visibility and illu-
mination of the desks and walls. Furthermore, by clustering the user's viewpoint 
position, the visibility of the projected content is improved. However, the system only 
projects in one direction and does not support projection to the entire room. In addi-
tion, usability evaluation of the projected contents and the system has not been con-
ducted. 

Hrvoje et al. developed the Mano a Mano system that allows two users facing 
each other to simultaneously view a single CG object by projecting a single virtual 
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object in different ways [89]. The projected CG object can be viewed in three dimen-
sions and can be interacted with the user's hand. The devices used are a projector 
and three Kinects, two of which are installed on the ceiling above the heads of both 
participants and the other between two devices. First, using RoomAlive [90], the 
system recognizes the shape of the room and the arrangement of the furniture and 
generates 3D objects. Next, using MirageTable [91], the user's head is tracked so that 
the user can view the 3D image. By combining these two systems, users can play 
catch with each other or throw balls at each other. However, they cannot move from 
where they are standing and can only interact with each other to a limited extent. 
The Mano a Mano system is complex because it requires three PCs to manage the 
three devices and a host PC to organize them. 

Before constructing the real-time anamorphosis projection system, we con-
structed the RoomAlive [90] system as a part of preliminary studies. Room Alive is 
a system that projects automatically corrected images as virtual scenes from a pro-
jector by recognizing the floor, walls, and furniture in a room using Kinect. Any room 
can be transformed into an immersive AR entertainment experience (Figure 3.4). 
The system can be used to touch, step on, cover, and manipulate projected content, 
and present content that utilizes these features. The system is officially distributed 
as open source by Microsoft. To perform spatial alignment, a striped zebra pattern 
projected onto the surface is captured by Kinect. The projected surface is not neces-
sarily flat, and the patterns may be distorted by the floor or furniture. The distortion 
is used to determine the shape of the projected surface and output a 3D model of the 
room shape in the virtual space. By projecting the output 3D model into real space, 
the user can view content without image distortion. 
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We verified whether the Room Alive system can be utilized in this research. We 
recognized a corner of the room using Kinect and placed the generated 3D models in 
Unity (Figure 3.5). Then, the 3D models prepared as samples were placed in Unity 
and projected by a projector in the same room that recognized. However, RoomAlive 
cannot generate virtual scenes in real-time. Therefore, when projecting to a different 
space, it is necessary to capture the room once again and recreate the 3D model. This 
prevents real-time interaction with virtual objects. Therefore, this study uses a dif-
ferent method.

RoomAlive: Magical Experiences Enabled by Scalable Adaptive 
Projector Camera Units [90]

The construction of a stereoscopic projection demo using the RoomAlive. 
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Researchers have been studying the projection and display of distorted images, 
textures, and shadows to make the projected content appear three-dimensional. 
Paola et al. proposed a system that can easily perform anamorphosis projection using 
a procedural algorithm with Grasshopper [92]. They demonstrated the usefulness of 
the system by allowing the user to see a normal image by looking at a distorted image 
from a certain viewpoint. Previous anamorphosis applications have been reproduced 
on simple surfaces such as flat surfaces, small cones, or cylinders. However, when 
applied to complex shapes, many complicated and tedious steps must be taken. Dur-
ing the creation of the image to be projected, it is necessary to interactively perform 
the steps to generate an image that conforms to the complex surface. Paola et al. 
achieved it using Grasshopper.  

Lindlbauer et al. proposed a system to change the appearance of a real object by 
displaying images around it [93]. Although it is possible to change the appearance of 
a real object using projection mapping, it is difficult to project onto a highly reflective 
surface or transparent material. Therefore, by using a tabletop display to show im-
ages around a real object, the perceived information of the real object, such as size, 
color, and shape, can be changed regardless of the texture of the object (Figure 3.6a). 
In addition, the system tracks the user's head and projects an image that corrects 
the perspective according to the user's position as an optical illusion, thus presenting 
a three-dimensional effect to the user (Figure 3.6b). As an example of changing the 
perceptual information, by displaying a cube on the bottom of a cup, it appears as if 
the cup is on the cube. Also, by displaying a texture at the back of the bottle from the 
user's point of view, it can be expressed as if the color of the bottle's contents has 
changed. 

Araújo introduces the construction of anamorphosis [94] and the concept of an-
amorphosis across several fields, including education and virtual reality [95]. Refer-
ence [94] introduces the perspective machine (Figure 3.7) which is a device used to 
draw pictures using perspective for the construction of planar anamorphosis. Refer-
ence [95] describes the definition of the anamorphosis perspective and the state of 
education on digital art and industrial design. 

Our system constructs a system that projects an anamorphosis (distorted im-
age picture) as described above and always presents a three-dimensional image to 
the user. 
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Changing the Appearance of Real-World Objects by Modifying Their 
Surroundings [[93]. By displaying colors on transparent bottles, the system en-
courages users to drink water. (a). By tracking the user's head, the system can 

display images as if the cup were on a box (b).

Perspective machine by Albrecht Dürer
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We propose a system that always presents three-dimensional images to the user 
by attaching a tracker and a projector to the user's head. The projection surface con-
sists of two rows of long tables, and the user can move freely around the tables. In 
addition, the system can display images that always appear three-dimensional from 
the user's perspective by projecting distorted images that are generated in response 
to the user's head movements. The system flow is as follows. First, align the virtual 
space with the real space and generate a mesh of the same size as the desk in the 
real space to be used as a projection surface in the virtual space. Next, the coordi-
nates of a tracker attached to the user's head are synchronized with the coordinates 
of a virtual camera positioned in the virtual space, and CG objects or CG characters 
observed by the virtual camera are projected by a projector attached to the user's 
head. Finally, the user interacts with the projected content using their own hands 
(Figure 3.8). 

To align the real space for interaction and the virtual space in which the system 
operates, we use HTC Vive and SteamVR. The scale of the real space and the space 
in Unity can be matched by reflecting the alignment data in Unity using SteamVR. 
In addition, a virtual desk mesh is generated in the aligned space using the coordi-
nates of the desk in real space obtained with the Vive controller. The interaction 
between the CG object and the CG character uses the user's own hands which are 
recognized by LeapMotion. For example, the user can push or pinch a CG object with 
their hand, manipulate to walk a CG character by the user’s head movement, or play 
catch with a CG character. Using the proposed method, we aim to provide the three-
dimensionality of CG objects and CG characters to the user by projecting an anamor-
phosis that is constantly deformed by the user's movements. 
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Workflow of proposed system.

Offline Field Alignment

Interaction



37

The real and virtual spaces can be aligned using HTC Vive and SteamVR re-
leased by HTC. As shown in Figure 3.9, an interactive area is generated by setting a 
blue grid of virtual walls (chaperone boundaries) that serves as a room-scale area 
using the Vive controller. We used a headset and a Vive controller for spatial meas-
urement. By determining the orientation of the headset, the height of the Vive con-
troller, and the range of alignment, the real and virtual spaces can be accurately 
aligned. In addition, by using the system together with Unity, it is possible to create 
VR content by oneself. Room scaling with HTC Vive can align the space, but it cannot 
capture the real space. It is also not possible to align CG objects in the virtual space 
with objects in the real space. However, by matching the coordinate of the Vive con-
troller with the coordinate of the object in the virtual space, it is possible to align the 
position of the object in the real and virtual space. In this way, real and virtual spaces 
and real and virtual objects can be sized and aligned by utilizing the room scaling 
functionality of HTC Vive. The mechanism is described in detail in section 3.4.

.
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In this study, we use a Vive controller and a Vive tracker. The Vive controller is 
used to align the virtual space with the real space and to generate a mesh that serves 
as a virtual desk. The Vive tracker is used by tracking the user’s head. CG contents 
captured by the virtual camera can be projected by synchronizing the coordinates 
that the user's head coordinates acquired by the head-tracking tracker and virtual 
camera coordinates placed in Unity. In this process, the projected image is blurred 
due to positional fluctuations of the virtual camera caused by sensor noise and mi-
nute movements of the user. To solve this problem, we used Lerp damping to achieve 
smooth camera movement without blurring and improved the visibility of the pro-
jected image. 

Lerp (Linear Interpolation) is a function that interpolates numerical values be-
tween two points in an approximate manner and allows smooth movement of the two 
points. Lerp can be expressed by  
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To project images that can be viewed three-dimensionally without distortion 
from the user's perspective, the focal length and viewing angle of the virtual camera 
must be set to match the user's viewing angle and focal length. We used the Physical 
Camera in the virtual camera settings placed in Unity, and set the sensor size to 35 
mm and the focal length to 50 mm. The focal length of 50mm is the closest focal 
length to the human eye [96] (see Figure 3.10), and the viewing angle was set to 
26.99 degrees.

Two points described in section 3.2.2 are replaced with the initial positions of 
the virtual camera and tracker after the move. This way, when the Vive tracker 
moves in the real world, the virtual camera in Unity moves along the same trajectory 
to follow. Then, the speed of movement of the virtual camera decreases as the dis-
tance between the virtual camera and the Vive tracker becomes shorter. In other 
words, the virtual camera hardly moves at all with small positional fluctuations of 
the head tracker due to sensor noise or minute movements of the user. Therefore, 
the blurring of the virtual camera is minimized and the projected image is not 
blurred.

Camera focal length and their respective visibility. The standard hu-
man focal length is 50mm.
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For the interaction, we use LeapMotion, and the images are projected onto desks 
about 70.0 cm high and placed in front of the user. The projection size is about 75.0 
cm (depth) and 90.0 cm (width). We used a desktop PC (Intel i7-8700 CPU 3.20GHz, 
32GB RAM, GeForce GTX 1070 8GB), a laser projector (KSY Pico Projector 
HD301D1), LeapMotion and HTC Vive tracker, and a mobile battery to power the 
projector. The projector and LeapMotion are wired to a desktop PC, so the user's 
range of movement depends on the length of the cable used for the connection. On 
the other hand, the laser projector has a high resolution regardless of the projection 
distance. The data acquired from LeapMotion and the tracker were processed using 
Unity to control the contents. The system configuration is shown in Figure 3.11.
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The available room space is approximately 3.0m x 4.0m, and a virtual field of 
2.0m x 3.0m was formed within this area. To align the real and virtual spaces, we 
use the room scaling function of SteamVR. We set the orientation of the virtual space, 
the height of the base of the virtual space, and the range of the user's activity using 
SteamVR. This process completes the alignment of the real and virtual spaces. 

To align the size and position of the desk as the projection surface and the virtual 
desk in the virtual space, we use a Vive controller for spatial measurement. First, 
place the desk as the projection surface in the room scaled real space. Next, obtain 
the coordinates of the four corners of the desk by holding the Vive controller over the 
four corners of the desk (Figure 3.12). By processing each of the four coordinates 
obtained as a vertex of the virtual desk, a virtual mesh with the same size and posi-
tion as the desk in real space can be generated in the virtual space. In addition, add 
a collision detection function at the same time as the mesh is generated. Thus, the 
CG character no longer slips through the generated mesh and can walk around freely. 
To use the CG object in the interaction, we set the position of its appearance. The 
appearance position is automatically placed at about 30 cm toward the center from 
the coordinates of the second desk corner out of the four desk corners to be measured 
to facilitate user's interaction (Figure 3.13). By fixing and shifting the appearance 
position of the virtual object away from the center, the interacting user will go to that 
position each time the virtual object appears. This gives the user a wider view of the 
interaction space and it provides an opportunity to enjoy the three-dimensional effect 
of the projected contents more. The red cube in Figure 3.13 indicates the appearance 
position of the CG object. In addition, to add fun to user interaction, we elevated the 
appearance position of the virtual object and added the effect of the virtual object 
falling. The red cube is not visible to the user during actual interaction. These steps 
enable the placement of virtual desks and CG objects in the room-scaled virtual 
space at the same positions as the desks in the real space. Users can also interact 
with the virtual objects on the desks placed in the real space. 
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We created a head-mounted device consisting of a projector and a tracker (Figure 
3.14). It is attached to a work helmet and the tracker was screwed to the top of the 
head. We also created a holder for the LeapMotion to be attached to the head strap 
using a 3D printer. We disassembled the small projector and placed the disassembled 
projector lamp on the top of the LeapMotion attached to the helmet and installed the 
circuit board on the helmet. The small projector is powered by a mobile battery. The 
total weight of the head-mounted device is about 393 g. In this study, we used a 
plastic helmet weighing 172.4 g to attach some equipment. It is possible to reduce 
the weight of the helmet, depending on its shape and material.
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The tracker installed in the helmet can acquire images in the virtual space in 
the same direction as the user's gaze (Figure 3.15a). This is achieved by synchroniz-
ing the position and rotation information of the user's head in real-time with that of 
the virtual camera in Unity (Figure 3.15b).

When the user tilts the head, the tracker, and the projector above the user's head 
tilt at the same time. When the tracker tilts, the virtual camera synchronized with 
the tracker also tilts and obtains a tilted image. If this image is projected, it will be 
displayed at an unintended angle. However, due to the projector on the user's head 
also being tilted by the same amount, the projected image is not tilted. In other words, 
the tilt of the image is compensated for by the tilt of the projector. For example, when 
the projector is parallel to the floor (Figure 3.16a) and when the projector is tilted 
approximately 45 degrees to the right (Figure 3.16b), the projected image is not tilted.

 



45

We conducted the user test to evaluate the three-dimensionality and reality of 
the projected contents and the usability of the system. There were seven subjects, all 
male, two in their 30s, and five 20s. The method of the evaluation experiment con-
sisted of the following interactions for each subject: grabbing, pushing, and throwing 
CG objects, touching CG characters, manipulating CG characters, and playing catch 
with them. After the experiment, we conducted a questionnaire survey. Figure 3.17
shows the questionnaire form. The questionnaire was converted to PDF and saved 
in the "GoodNote 5" app on an iPad Pro (12.9-inch, 2017). After the experiment, the 
subjects answered the PDF questionnaire directly.
The questionnaire included items to evaluate the following:

The questionnaire includes items to evaluate the three-dimensionality of the pro-
jection using the proposed system
The comfort of interaction using the constructed device
The enjoyment of manipulating CG objects and interacting with CG characters 
The usability of the system.

Each item is evaluated using a 5-point Likert scale. The evaluation items 1 to 4 in 
Figure 3.17 are for CG objects and CG characters. 
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In addition, we included three free comment fields to obtain feedback on items 
other than the five-level evaluation items. The items are the following:  
 

What did you think was good about this system? 
What did you think was bad about this system? 
Do you have any other opinions? 

 
 

The CG objects were a 5-cm cube and a 12-cm-diameter red sphere. In the inter-
action with the CG object, the subject performs pushing, pulling, and grasping ac-
tions on two virtual objects with their own hands and observes them. In the interac-
tion with the CG character, the subject throws a virtual ball toward the projection 
surface, and the CG character is asked to chase the ball and throw it back. The fol-
lowing is a description of the interaction procedure with the CG object. First, after 
completing the generation of the virtual desk, the experimenter presses the "L key" 
on the keyboard and places a CG object at a pre-defined point. Next, the subject 
wears a head-mounted device and has LeapMotion recognize their own hands. To 
enable the user to play catch with the CG character at any time, the user can appear 
a sphere object by pinching the index finger and thumb of the left hand. It is also 
possible to make a red sphere appear by pressing the "R key," and a cube can be made 
to appear by pressing the "B key”. Finally, users can use their right hand to touch, 
grab, and throw the projected CG object. Users can use both hands for interaction, 
and the left hand has a function to make the red sphere of the CG object appear. 

As a procedure for interacting with the CG character, after interacting with the 
CG object, press the "I key" to make the CG character "Unity-chan" appear. Next, 
referring to previous research [97], the user manipulates the CG character with head 
movements. The procedure for manipulating a CG character is as follows:  

Set the initial position of the CG character at the center of the projection range 
(Figure 3.18a). 
Synchronize the CG character's position with the real-world position. The CG char-
acter will then continue to appear in the same position in the real world even if 
the projector is moved. 
If the CG character moves beyond a certain distance from the center of the projec-
tion range (Figure 3.18b), the CG character moves toward the center of the projec-
tion range (Figure 3.18c). 
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The CG character to be projected is a two-headed character of approximately 30 
cm in height, considering the projection range of the projector and visibility. The 
interaction between the CG object and the CG character is shown in Figure 3.19.
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We selected the items in the questionnaire to evaluate the subjective evaluation 
of the interaction with the content.  

 
Item 1, "Did see projected content look stereoscopic?" asked whether the dis-
torted images were deformed in real-time and whether the images always 
looked three-dimensional from any angle.  
Item 2, "Is the interaction comfortable?" asks whether the subject was able 
to interact with the content without discomfort, and whether the interaction 
using the designed head-mounted device was smooth.  
Item 3, "Did you enjoy the interaction?" asked about the enjoyment of di-
rectly touching and manipulating the projected content, as well as interact-
ing with characters that do not exist as entities.  
Item 4, "Did you feel a sense of reality in the projected content?" asked 
whether the user had a sense that the CG object or CG character was present 
in the scene through interaction with the content, rather than merely seeing 
the image in three dimensions.  
Item 5, "Is it easy to control a CG character?" asked about the operability of 
the CG characters that move according to the head movements.  
The last item, "Are you satisfied with this system?" is an overall evaluation 
of the ease of use and understanding of the system, and whether the inter-
action was enjoyable.  

 
We used a five-point Likert scale for the answers. For example, for item 6, "Are 

you satisfied with this system?" the answer choices are "Excellent," "Very Good," 
"Fair," "Poor," and "Unacceptable. 
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     Figure 3.20 shows the results of the questionnaire evaluation. Items 1 through 6 
in the figure correspond to the evaluation items described in section 3.5.2. In addi-
tion, Table 3.1 shows the average evaluation values for each item of the CG contents. 
In the table3.1, Oave represents the average evaluation of virtual objects and Cave

represents the average evaluation of CG characters. Iave is the average value of the 
item evaluations calculated for each content.
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EEvaluation of virtual object  For item 1, "Did see projected content look stereo-
scopic?" three subjects answered "Excellent" and four subjects answered "Very 
Good," that is, all the subjects answered, "It looked three-dimensional". This is con-
sidered to be because the anamorphosis was accurately deformed by the head move-
ment and presented as motion parallax to the subjects.  

Regarding item 2, "Is the interaction comfortable?" four subjects answered, 
"Very Good", one subject answered "Fair", and two subjects answered "Poor", indi-
cating that they were comfortable with the interaction with the projected content. 
Positive responses were due to the ease with which the system can be operated with 
a small number of movements, as well as familiarity with the LeapMotion operation. 
Negative responses could be due to unfamiliarity with LeapMotion operations or 
malfunctions caused by system malfunctions.  

For item 3, "Did you enjoy the interaction?", one subject answered "Excellent", 
three subjects answered, "Very Good", one subject answered "Fair", and two subjects 
answered "Poor". Positive responses were probably because they were able to inter-
act as they expected. From the result of item 1, it can be inferred that the subjects 
felt as if they were interacting with an object that existed in the interaction area. 
Negative responses were presumably because the subjects could not grasp the objects 
well due to a lack of distance, or because they could not touch the objects.  

Regarding item 4, "Did you feel a sense of reality in the projected content?" two 
subjects answered "Excellent", three subjects answered, "Very Good", one subject an-
swered "Fair", and one subject answered "Poor". Positive responses indicate that the 
interaction between the subject and the virtual content contributes to a more realis-
tic impression, in addition to the three-dimensional appearance of the projected con-
tent. Negative responses indicate that the projection area was too narrow because 
the subject was too close to the projection surface, so the displayed content was in-
terrupted or LeapMotion malfunctioned. 
 
 
 
Evaluation of virtual character  Regarding item 1, "Did see projected content look 
stereoscopic?", two subjects answered "Excellent, and five subjects answered "Very 
Good", that is, all subjects answered, "It looked stereoscopic". This is thought to be 
because the subject was able to accurately deform the anamorphosis due to head 
movement and present it as motion parallax, as was the case with the CG object 
evaluation.  
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Regarding item 2, "Is the interaction comfortable?", two subjects answered "Ex-
cellent", three subjects answered "Very Good", and two subjects answered "Fair. This 
is considered to be due to the ease of manipulating the CG character by head move-
ments and the ease of catching the ball thrown by the CG character because it came 
toward the subject in a straight line rather than a parabolic line.  

Regarding item 3, "Did you enjoy the interaction?", five subjects answered "Ex-
cellent", and two subjects answered "Very Good", in other words, all subjects an-
swered, " I enjoyed the interaction".  

Regarding item 4, "Did you feel as if the projected content was real?", one subject 
answered "Excellent", five subjects answered "Very Good", and one subject answered 
"Fair". As with the evaluation of the CG object, subjects were able to interact as they 
wished, and subjects felt as if they were interacting with an object that existed on 
the spot, as indicated by the high evaluation of items 1 and 3. In addition, it is as-
sumed that the projected content appears three-dimensional and the interaction be-
tween the subject and the content contributes to the enhancement of the sense of 
reality.  

In the comfort, enjoyment, and reality evaluation items, the subjects evaluated 
the CG objects negatively, but positively for the CG characters. This may be because 
the dynamic CG characters moving around and playing catch gave subjects a lively 
impression and made them feel as if the CG characters were alive. 
 
 
SSatisfaction with CG character operability and system  Regarding item 5, " Is it 
easy to control a CG character?" three subjects answered "Excellent", three subjects 
answered "Very Good", and one subject answered "Fair". This system is simple in 
that the character moves in the direction in which the subject's head is turned. In 
addition, the speed of the CG character's movement is varied according to the dis-
tance from the center of the projection range, so that the subject does not lose sight 
of the CG character even if the subject suddenly changes the projection direction. 
These are thought to be the reasons for the high evaluation.  

Regarding item 6, " Are you satisfied with this system", one subject answered 
"Excellent", five subjects answered "Very Good", and one subject answered "Fair". 
This result is due to the high evaluation of the three-dimensionality, comfort, enjoy-
ment, and realism as described above. 
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From the evaluation results, we confirmed that the three-dimensional feeling of 
the projected content, the enjoyment of interaction, and usability were highly evalu-
ated. For Item 1, all subjects answered that the projected content had a three-dimen-
sional feeling in the evaluation of both CG objects and CG characters. In addition, 
subjects felt highly evaluated the comfort and enjoyment of the interaction and the 
realism of the projected contents of the CG characters. The usability of the CG char-
acters and the satisfaction with this system were also highly evaluated. It was con-
firmed that the usability of this illusion projection system is high for subjects. 

On the other hand, some subjects gave low ratings to the comfort, enjoyment, 
and realism of the interaction with the CG objects. When the subjects tried to grasp 
the CG object, they did not understand the distance and had difficulty in grasping 
the CG object. This may be related to the low evaluation of comfort and enjoyment. 
In addition, there were low-rated responses for the item of reality despite the high 
evaluation of the three-dimensionality. This suggests that three-dimensionality does 
not always contribute to the sense of reality. This may be because the human eye is 
binocular, making it difficult to recognize the distance and size of CG objects from 
images projected on a flat surface. However, the only item that received a low score 
for reality was static CG objects, and there were no low scores for the CG character 
reality item. This suggests that the CG character moving around the user contrib-
utes to the improvement of the sense of reality. To improve the sense of reality, it is 
necessary to set materials that reflect the shading of CG objects and the illumination 
and color tones of the real space. 

Subjects were able to grasp the dynamic CG objects thrown by the CG characters 
without failure more often than the static CG objects. Subjects may have been able 
to understand the distance to the CG object because of the dynamic nature of the 
interaction. This may have contributed to the enjoyment of the interaction with the 
CG characters.  

Table 3.1 also shows that users rated interaction with CG characters higher 
than interaction with CG objects. This suggests that dynamic content can provide 
users with the enjoyment of interaction and improve their sense of immersion and 
satisfaction. 
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Proposed method can expect to provide new entertainment such as a guide in a 
museum (Figure 3.21a) or a creative activity (Figure 3.21b). In addition, applying 
this system to location-based AR games such as PokémonTM GO can provide the sen-
sation of actually playing an adventure with a character, and can enhance the enter-
tainment value of the game. The system can also be used for educational purposes, 
for example, by projecting images on educational toys or interactive educational ma-
terials, thereby increasing interest and promoting understanding. In addition, from 
Matsumoto et al.'s [98] research using doll-type toys and Yonezawa and Ueda's [99] 
research on a loneliness-relieving robot, it is possible to apply this technology to the 
field of therapy, such as relieving loneliness and stress and healing, by projecting 
virtual characters or animals and interacting with them. 
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We developed a real-time anamorphosis projection system that aims to harmo-
nize real space and CG characters. We synchronize a virtual camera placed in a vir-
tual space with a CG object that reflects the position of a tracker in real space. Then, 
the images reflected by the virtual camera are projected from a projector in real space 
to realize real-time stereoscopic projection. In addition, we used Lerp damping to 
solve the blurring of the projected image caused by sensor noise and positional fluc-
tuations of the tracker due to minute user movements. Furthermore, we realized the 
alignment of the position and size of the real desk used as the projection surface and 
the virtual desk placed in the virtual space using a Vive controller for spatial meas-
urement. In the user study, we asked seven subjects to experiment and conducted a 
questionnaire survey using a five-point scale. The evaluation results showed that 
many subjects gave a high evaluation of the system. We were able to confirm the 
usability of the system, the fun of interaction, and the three-dimensionality of the 
projected contents. In addition, we found that the subjects loved the CG characters 
by petting them and saying they were "cute" during the interaction with them. This 
suggests that the projected content and interactions are relaxing to the user. These 
results confirm the usefulness of interaction with CG objects and CG characters us-
ing a simple real-time anamorphosis projection system. It is also suggested that dy-
namic CG characters are effective in relieving users' stress and loneliness. 

This study focuses on the clarification of the finished image of the production 
object as an important element for cooperative creation in production activities. By 
staging virtual content as distorted images that are transformed in real-time, the 
system aims to enhance the sense of realism of the virtual content. In other words, 
we attempted to facilitate insight by increasing the sense of reality. Thus, the pro-
posed method is a staging method for insight. We confirmed that catching a ball with 
a virtual character and grasping a virtual object are realized through natural inter-
action. This allows creators to observe virtual content as if they were holding a real 
object in their hands. The prior observation of the production target and the under-
standing of the finished image will facilitate smooth collaborative creation. In addi-
tion, the sharing of information, ideas and interpretations obtained through obser-
vation fosters the creativity of creators. In this way, the proposed method adds the 
seasoning of presence to the production process. This seasoning leads to the clarifi-
cation of the finished image. Clarification of the finished image contributes to collab-
orative creation in production activities. 
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The system has three limitations. The first limitation is the projection range of 
the projector. The projected image expands as the projector gets further away from 
the projection surface and shrinks as the user gets closer (Figure 3.22). If the projec-
tor attached to the user's head and the projection surface are far apart, the projected 
area becomes wider and the image display area becomes larger. However, when the 
projector and the projection surface are closer, the projected area becomes narrower,
and the image display area becomes smaller. If the display area is small, visibility 
becomes poor, and it affects the satisfaction of user's experience. This limitation can 
be solved by using a fisheye lens at the projector's projection port. The fisheye lens 
distorts the projected image to expand the projected area. Although this distortion 
causes image corruption, by modeling the distortion and performing inverse correc-
tion, the corruption of the enlarged projected image can be corrected.

The second limitation is that projection and movement can only take place 
within a defined space. In this system, users can freely move and interact within the 
2.0m x 3.0m area created by room scaling. However, the range of interaction is lim-
ited that images cannot be projected outside of the configured virtual space, and the 
head-mounted device and PC are wired together. To solve this limitation, a method 
that captures the space in real-time performs 3D reconstruction, and generates a 
spatial mesh can be considered, and a wireless connection between the PC and the 
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system can be considered. This can be done by referring to methods such as CNN-
SLAM [100]. However, there are concerns about the high processing load and delay 
of the wireless transmission of video.

The third limitation is that the projection size changes depending on the dis-
tance to the projection surface. For example, when projecting on surfaces with dif-
ferent depths, the projected image closer to the projector becomes smaller, and far-
ther from the projector becomes larger (Figure 3.23).
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We confirmed the usefulness of the proposed system from user studies and eval-
uations. However, there are some issues in operability, realism, and user study. To 
increase user satisfaction, it is necessary to further improve the proposed method. 

 
IImproved Operability  The system developed in this study uses the recognized 
hands to perform operations. Therefore, users who were not familiar with LeapMo-
tion took some time to have LeapMotion recognize their hands. This may be related 
to the user's familiarity with the operation and the speed of understanding the device, 
as discussed in section 3.5.3. We believe that the system and the head-mounted de-
vice need to be improved and the usability of the system needs to be enhanced. For 
example, it is necessary to have a mechanism in which a CG object appears by touch-
ing a virtual button projected on a part of the body, as in LumiWatch [101], instead 
of by pinching a finger of the left hand to make a CG object appear. By projecting 
virtual buttons onto a part of the body, the user is no longer pinching. This improve-
ment makes user operation more reliable and prevents user error from degrading 
the quality of the experience. 
 
Improved Presence  This study aims to achieve a natural harmony between real 
space and CG characters and to present a sense of reality to the user. To present a 
sense of reality, we use only visual information, such as the projection of a deforming 
distorted image. However, we believe that auditory information, such as the sound 
of CG characters' footsteps and the sound of a catch ball, can be used to further im-
prove the realism of CG characters. In addition, the sound of events outside the pro-
jected area, such as the sound of falling CG objects, can also be played back to en-
hance the immersive experience. 
 
More Detailed User Study  The questions in this study were divided into broad cat-
egories and did not collect objective data such as the duration of the experiment or 
the number of successful catches. By subdividing the questions into smaller items 
and providing more specific questions, it is possible to obtain a more accurate evalu-
ation of the comfort and satisfaction of the system from the users. In addition, it is 
possible to consider whether the three-dimensional and realistic senses are being 
presented to the user by collecting objective data.  
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In this chapter, we propose a production support system that uses a projector 
and a depth sensor to maintain a constant projection size, even if the projection dis-
tance changes. In addition, this thesis aims to create opportunities for co-creation to 
improve the sense of unity among users. Therefore, we focus on large-scale creation 
as an opportunity for users to cooperate with each other in creative activities. As an 
example of this system, we created an six-foot tall artwork. The proposed method 
consists of three steps. First, the system divides the 3D model into meshes using an 
approximate pyramid decomposition method (Figure 4.1a). Next, we further divide 
the divided parts into equally spaced layers and conduct calibration with real space 
for each layer (Figure 4.1b). Finally, we project the depth difference between the cre-
ation space and the divided creation part as a number (Figure 4.1c).
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Previous works have used color gradients for the projection of the layers. This 
study used black-and-white numbers as the projected image, considering the texture 
and shape of the balloon. In addition, we applied a video effect to the projected num-
bers to increase the fun of the projection. Users were able to create large-scale bal-
loon art using various colors and sizes of balloons in an enjoyable and cooperative
(Figure 4.1d). In the next section, we describe the background and purpose of this 
research and the structure of this chapter.

The appearance of inexpensive, sophisticated modeling tools and the low cost of 
3D printers have made it easier for people to experience digital fabrication. There 
are also digital fabrication workshops, such as LITALICO Wonder [102]. These fac-
tors have made digital fabrication more accessible (Figure 4.2). Recently, studies on 
various digital fabrication technologies have been thriving in the fields of computer 
graphics and human–computer interaction. For example, Chengkai et al. proposes 
a modeling technique using a multi-axis bot arm [103] (Figure 4.3), a system that 
allows users to freely design shapes with beads [104] (Figure 4.4), and a glider design 
support system based on aerodynamic pre-calculations [105]. However, all of these 
studies are intended for small-scale digital fabrication.
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A case study of large-scale fabrication involved the use of a 3D printer to con-
struct a house [106]. By utilizing specially formulated cement, the material was built 
up layer by layer, similar to a standard 3D printer. While this technique allows 
houses to be constructed at a lower cost than usual, it is not accessible to the public. 
There are also instances of stacked-type large-scale art production using familiar 
materials. As part of a public project, a large-scale tower was created by stacking 
plastic bottles [107]. The tower was illuminated with light projections to create a 
Christmas display. Takahashi et al. [108] proposed a support system for large-scale 
can art production that considers color schemes and the stability of placement based 
on physical laws. There are several examples of large-scale creative projects, but it 
is difficult to fully grasp the entire scope of large-scale works. In addition, due to the 
use of many components, it is necessary to thoroughly consider production proce-
dures that take the physical properties of these materials into account. These factors 
make large-scale creation difficult. In this study, we focused on information projec-
tion technology that can share information with many people at once to support 
large-scale creation. Information projection presents interaction procedures for 
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large-scale creation to users. Projection mapping technology is used in a variety of 
fields, such as art, games, education, and support, and is widely used throughout the 
world. However, these systems have fixed projectors and projection targets, and pro-
jection distance and angle are predetermined in most cases. In other words, a shift 
in the position of either the projector or the target can cause a breakdown in the 
image. To solve this problem, Miyashita et al. proposed a dynamic projection map-
ping system in which the projected image follows the movement of the projection 
target [78]. Our research aims to develop a support system for digital fabrication 
using projection mapping technology. To support digital fabrication using projection 
mapping, it is necessary to use a projector–camera system. These systems require 
the calibration of both the camera and the projector. In addition, they often use a 
depth camera to infer 3D information about an object. Previous works calibrated the 
system only once before modeling [109, 110]. However, when the object is large, the 
infrared illumination range of the depth camera and the projection range of the pro-
jector shrink as projection distance decreases. Therefore, there is a difference be-
tween the scale of the object model and the range of the depth map. This means that 
it is not possible to produce the object at the appropriate size. To solve this problem, 
Yoshida et al. proposed a system for creating large pavilions using a projector–cam-
era system [111]. However, physical markers were needed for the calibration of the 
workspace.  
    
 

We propose a layered projection mapping technique that projects images at ap-
propriate sizes based on height (Figure 4.5). In addition, we created balloon art as a 
demonstration experiment. By using layered projection mapping, it is possible to 
provide users with a production procedure. In addition, the size of the projected im-
age is not dependent on projection distance. The objective of this research is to pro-
pose a method that allows multiple users to easily create artwork that reaches the 
height of a person using a variety of materials. The proposed method presents a pro-
cedure for creating a 3D model by acquiring a depth map of the workspace and the 
3D model to be created (Figure 4.5(a)) using a depth sensor. First, we divided the 3D 
model into multiple parts (Figure 4.5(b)) and then further divided these parts into 
multiple layers (Figure 4.5(c)). Next, we generated a depth map of the parts divided 
into multiple layers (Figure 4.5(d)) and calibrated each layer to project the layer im-
age at an appropriate size in each layer. In addition, we project white numbers with 
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animation to prevent from being affected by the texture and shape of the projected 
object (Figure 4.5(e)). The user arranges the balloons according to the projected num-
bers and assembles the parts (Figure 4.5(f)). By combining them, the balloon art is 
completed (Figure 4.5(g)). Anyone can easily use the proposed method for entertain-
ment on a large scale. In addition, we expect to improve cooperation through collab-
orative work and reduce stress among users. In this study, we demonstrate the use-
fulness of the proposed method by creating large-scale balloon art. Balloon art is a 
popular form of entertainment for both children and adults, and it is inexpensive 
and safe for everyone. However, the creation of large-scale balloon art requires crea-
tors to imagine the final design. In addition, users must decide on complex placement 
procedures. Thus, support for large-scale balloon art production is essential.
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This chapter consists of six sections, and the structure and contents of each sec-
tion are described below. 

In Section 4.1, we describe the background and objectives of the study. In Section 
4.2, we introduce related works on projection mapping and digital fabrication and 
clarify the position of this study. Section 4.3 presents the proposed method as an 
overview of the system. Section 4.4 presents the implementation of the system, and 
Section 4.5 evaluates the use of the system in experiments. Section 4.6 summarizes 
this research, its limitations, and future issues. 
 
 

This section introduces research on interactions using projection mapping and 
digital fabrication. As mentioned in Section 4.1, projection mapping supports human 
actions. There are also studies that support people’s creative activities. 
 
 

There are two types of projection mapping: static projection mapping, in which 
the projector and projection target are fixed, and dynamic projection mapping, in 
which the image follows the movement of the projection target. For interactive as-
sistance, dynamic projection mapping is preferred because the content and extent of 
the projection change in response to human actions. PapARt [112] uses projection 
mapping to assist users in drawing (Figure 4.6). By projecting a 3D scene on paper, 
users can benefit from simplified and faster drawing while drawing directly on the 
paper. Users can also interact with the displayed content by tapping directly on the 
paper or by moving the paper. This system facilitates artistic and creative activities. 
Joshi et al. proposed a system that changes the projected content based on the user’s 
object of interest and behavior [113]. By attaching a depth sensor and a projector to 
the user’s chair, the system constructs a portable SAR system without any burden 
on the user. The system can also project onto objects such as floors, walls, plants, 
and shelves. Users can use this system for work activities, such as setting reminders 
and holding online meetings, and relaxation, such as doing mindfulness exercises 
and watching movies. Jens et al. developed KirigamiTable [114] (Figure4.7), a de-
formable tabletop display using a projector. Users can choose whether to show the 
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table as a whole or individually by bending the central part of the table. By using 
two types of bends, it is possible to have variations such as individual and team 
viewing of contents and changes in the number of people viewing the contents. The 
developed system combines the deformation of the table shape with digital content 
and proposes a new interaction method that includes shape-first and content-first 
interactions, cooperative gestures, and physical and digital previews of the shape 
changes. Sano et al. developed a ball game augmentation system to bridge the gap 
between the levels of ball game players [47]. The system focused on soccer as an 
example of a ball game and visualizes the trajectory and velocity of the ball with a 
projector. The proposed system used 22 motion capture cameras and four projectors 
in a large immersive virtual environment 7.7 m high, 25 m wide, and 15 m long. The 
motion tracking of the ball and the user was achieved using an infrared reflective 
material. Dynamic projection mapping can also significantly contribute to assisting 
users in large environments. 
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Recently, it has become easy to create three-dimensional models and toys. 
Among these, there are studies to develop design systems that are easier for users 
to use and to pursue new methods of digital fabrication. Prevost et al. proposed a 
system that can output well-balanced 3D models by reconfiguring the center of grav-
ity of these models [115] (Figure 4.8). Using this system, it is possible to easily create 
3D models that are full of dynamism and have proper balance. Rivers et al. proposed 
a system that projects color gradations onto a sculpture object to enable anyone to 
easily create beautiful sculptures [109]. However, the calibration of the workspace, 
sculpture object, and projected image is performed only once and is not applicable to 
large-scale sculptures. In addition, color gradations projected onto colorful materials, 
such as balloons, would be less visible because of the mixing of colors. Others include 
RoMA [116] and toy production [117]. However, they assume small-scale production.
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There are examples of large-scale digital fabrication, such as the creation of 
large-scale balloon art [118]. However, there have been insufficient investigations or 
discussions about layered calibration and depth calculation. Yoshida et al. proposed 
a 3D stacking technique for architecture by projecting the depth information of seg-
mented 3D models and working with handheld tools [111]. However, as described in 
Section 4.1, calibration needs a physical marker. In addition, the position and size of 
the projected image and the object vary as the height of the object increases. There-
fore, it is necessary to divide the target shape and move the base of the object. Other 
examples include Crowdsourced Fabrication [19], which utilizes smartwatches, and 
Trussformer [119], which creates robotic arms by connecting plastic bottles. Lau et 
al. proposed a system [120] that generates the necessary connectors and components 
to construct physical objects, such as furniture, from input 3D models. The system 
analyzes the 3D models and generates assembly instructions for building actual ob-
jects. In addition, Swaminathan et al. [121] proposed a room-scale fabrication tech-
nique using pneumatic structures. They designed interactive and deployable struc-
tures, manufacturing portable tables, and domes as applications. Another approach 
that enables large-scale creation involves printing methods utilizing ground-moving 
robots [122] and drones [123]. Furthermore, a different approach uses a handheld 
3D printing system [124]. Utilizing a handheld plastic extruder, wireframe models 
were constructed in physical space with a sketch-like sensation. Our proposed 
method projects the object placement procedure in real space as an interactive visual 
image. Therefore, the user does not need to think about the complicated placement 
procedure of balloons. Users can efficiently create a balloon in a cooperative manner 
by following the projected guide. 

 
 

As described in Section 4.2, previous studies have examined interaction and dig-
ital fabrication using projection mapping. However, these systems have the limita-
tion that the projection size changes with the projection direction of the projector. 
Therefore, it is difficult to use projection mapping for large-scale fabrication. In this 
study, we propose a system to support large-scale balloon art production using lay-
ered projection mapping. The framework of the proposed system is a process involv-
ing 1) the division of the 3D model and generation of a depth map and 2) interactive 
projection mapping in the real space during the work. In the previous step, we 
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established a virtual space that matches the real space and divided the 3D model 
into several parts. The divided parts were further divided into multiple layers to 
generate a depth map. In the later step, we adopted a method of projecting infor-
mation on the production procedure in real space using AR. In other words, infor-
mation on the production procedure was generated using the difference between the 
depth information of the production object and the 3D model in the virtual space. By 
using the proposed system, it is possible to create three-dimensional objects. In ad-
dition, we added the interactive visual expression function to encourage users to ac-
curately place materials. 
 
 

We used a laser projector (LG HF80JG, 2000 lumen) and a depth sensor (Mi-
crosoft Kinect V2, 512 × 424 resolution) to construct the working environment. To 
match the scale of the room in which the experiment was conducted, we set the pro-
jector at a height of approximately 2.5 m above the floor and positioned the depth 
sensor adjacent to the projector. We inflated balloons using a dual-nozzle electric air 
pump (AGPtek). Then, we attached the balloons to each other using Velcro tape. Fig-
ure 4.9 shows the system configuration. In addition, the size of the work area was 
determined by the height constraints of the experimental room. Therefore, depend-
ing on the size of the experimental room, we can set up a larger work area. 
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The projection range of the projector and the infrared radiation range of the 
depth sensor expand as the equipment moves away from the projection surface.  
Therefore, the projected image and the acquired depth map become smaller as the 
working position increases. To maintain consistent sizes, we divided the depth map 
of the 3D model into six layers and calibrated it for each layer. The spacing between 
each layer was set to 15.0 cm to match the maximum height of the divided parts 
(approximately 90.0 cm). Calibration consists of three steps. First, we constructed a 
virtual workspace in the system. Next, we determined the ratio between the pro-
jected image area and the infrared irradiation area. We calculated the ratio of the 
area and position of the projected image area and the infrared irradiation area by 
dividing the infrared irradiation range of the depth sensor by the area of the pro-
jected image with the resolution of the depth sensor (512 × 424 pixel). By applying 
the calculated ratio to the projected images at each layer, it maintained a consistent 
projected image area, even when the infrared irradiation area became smaller. Fi-
nally, we calibrated the projection size of each layer. We set up a virtual rectangular 
object and projected its appearance into real space (Figure 4.10). In the real space, 
we adjusted the size of the whiteboard with a 50 cm square drawn on it and the cross-
section of the installed rectangular object to match in each layer. In addition, we 
calibrated the position of the projected image by aligning the upper and left edges of 
the projected image area with the upper and left edges of the infrared illumination 
area of the depth sensor.  
 

When constructing a virtual workspace, we set a virtual depth sensor and the 
projection range of the projector in the system just as we placed them in real space. 
However, the projection direction, angle, and range of each device installed in the 
real space were not identical. Additionally, the virtual depth sensor and projector set 
up in the computer did not match. To match the projection direction, angle, and range 
of each device in virtual space and real space, it was necessary to devise a new algo-
rithm. In addition, we constructed an environment in which the workspace in the 
computer and the real space always matched by calculating the depth in real time. 
However, it was impossible to accurately recognize the real space due to the limita-
tions of the resolution of the depth sensor and noise. Therefore, layer calibration was 
necessary. By establishing layers at regular intervals and aligning them one layer at 
a time, we were able to match the workspace in the computer with that in real space. 
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We placed the 3D model in the area in which the projected image and the depth 
sensor overlap in the computer to calculate the depth map. In addition, we used the 
ray–triangle intersection algorithm [125] to match the infrared irradiation range of 
the depth sensor with the virtual workspace in the computer. Figure 4.11 shows the 
calculation results. The vertical black lines indicate rays, and the red dots indicate 
intersections with the target mesh. In this method, we used 512 × 424 rays corre-
sponding to the resolution of the depth map. The calculation of the 3D model was 
performed on a desktop PC (Intel i7-4790 CPU 3.60 GHz, 32 GB RAM) using 
MATLAB in parallel and took about 35 seconds. 
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In the process of completing the parts according to the projected production pro-
cedure, we adopted a process similar to the lamination method [111] of 3D printing 
technology. The actual workspace was a pyramid-shaped space within the projection 
range. In this study, we adopted the approximate pyramid decomposition method 
[126] to divide the 3D model (Stanford Bunny) into four parts: upper body, lower body, 
left ear, and right ear (Figure 4.12). The algorithm does not guarantee optimal pyr-
amid decomposition for all shapes. In particular, it may not be able to achieve opti-
mal decomposition for complex shapes or those with many holes. For example, as 
shown in Figure 4.13, there is a possibility that the decomposition will be far from 
optimal. Therefore, it may be necessary to manually pre-decompose the creation part 
when creating more complex shapes in the future. However, the 3D model used in 
this method was not complex; thus, it could be decomposed appropriately. In addition, 
the proposal of this method solved the issues of limited projection range and the 
generation of shadows due to the protruding parts of the components. 
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First, we obtained the depth difference of the workspace with nothing on it to 
eliminate the effects of uneven floor surfaces (Figure 4.14(a)). Next, by subtracting 
this depth map from the depth difference obtained in real time, we obtained a cor-
rected depth difference (Figure 4.14 (b)). In addition, the depth difference between 
the corrected depth difference during production and the generated 3D model was 
calculated (Figure 4.14(c)) and projected in the form of numbers (Figure 4.14(d), par-
tially enlarged). The two-color bars on the left side of Figure 6 show the depth dif-
ference between the unevenness of the workspace and the depth difference between 
the generated 3D model and the floor surface  
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To verify the effective visualization of depth differences, we conducted a projec-
tion test of color gradients and numbers (Figure 4.15(a)). We performed edge detec-
tion using the Canny method to confirm the visibility of color gradients and numbers.

We confirmed that the visibility of monochrome numbers was better than that 
of the color gradients used in existing studies. It was also confirmed that the color 
gradient and the numbers were not affected by the color of the balloon when they 
were projected onto the balloon. Edge detection in the color gradient projection de-
tected the rounded shape of the balloon. On the other hand, edge detection in the 
projection of numbers detected only the shape of the numbers. That is, it was possible 
to see only the pure numbers. For this reason, we decided to project monochrome 
numbers. For details of the specific evaluation, refer to Section 4.4.2. This method 
uses numbers arranged in a grid to indicate the difference in depth of the projected 
object and to project the range of the object’s placement. The system projects a num-
ber from 0 to 9, depending on the height of the placement (Figure 4.14(d)). The pro-
jected number range is 0 to 5 if the object height is lower than the target height, 6 if 
appropriate, and 7 to 9 if the height is higher. This method produces parts by stack-
ing materials from the bottom, and the height of the placed material is the tallest 
height in every stacking. Therefore, it is possible to place the next materials at a 
lower height than the target height but never to place materials higher than the 
height of the placed materials. To accommodate this, we set a broad range of lower 
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numerical values. The projected number changed in real time according to the depth 
difference. The user can check the placement range and height of the objects by re-
ferring to this guide information. Then, the user could manually increase or decrease 
the number of objects or change their size. If the user placed an object in a position 
that was far outside the installation area, the system played an animation of the 
numbers shaking. This is because users intuitively understand large deviations. By 
shaking the three numbers 0, 1, and 9 (Figure 4.15 (b)), which are far from the ap-
propriate number 6, we tried to motivate the user to place the object in the correct 
position.
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To confirm the effectiveness of the proposed system, we compared it with exist-
ing research. In addition, we created balloon art as an example of the application of 
the proposed system. 

 
 

In this study, we conducted balloon art production [118] as an example of large-
scale fabrication support. The production target was the “stand-up bunny,” and the 
target height was set to 150 cm in consideration of the projection range limitation 
and ease of work. 

Figure 4.16 shows the process of creating balloon art. First, the user selects a 
balloon of their favorite color and inflates it using an air pump. Next, the user places 
the balloons according to the projected numbers on the workspace and fixes them 
with Velcro tape. After the first layer of balloons is placed, the user removes them 
from the workspace and creates the parts for the next layer. This process was re-
peated as many times as necessary. Velcro tape was used to fix the completed parts 
to each other. 
 

 

To confirm the usefulness of the proposed method, we used three methods to 
create a hemisphere consisting of three layers using balloons (Figure 4.17). Due to 
the limitations of the projection area, we aimed to create a hemisphere with a max-
imum radius of 40 cm. On the other hand, the diameter of the balloon was set to 15 
cm. Therefore, the created hemisphere is a pseudo hemisphere with a 40-cm radius 
circle at its base with a height of 45 cm. The first method involved using color 
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gradations without dividing the three-dimensional model [109]. The second method 
involved a three-dimensional model divided into three layers and color gradients. In 
this method, the divided 3D model is projected onto each layer. The height of each 
layer was set to 15 cm. The third method employed the same method as the proposed 
method in this study. Here, the 3D model was divided into three layers, and white 
numbers were projected onto the workspace. As shown in Table 4.1, we recorded the 
number of balloons used, the length of Velcro tape used, and the working time. The 
balloon was made of elastic material; thus, the shape of the balloon changed to some 
extent. 
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We created three hemispheres, aiming at the value of the black semicircle in the 
figure, which was set to 40 cm in height. After we fabricated each hemisphere, we 
measured the diameter of its base and its height. Figure 4.18 shows the measured 
values of the balloon art produced. The green, blue, and red graphs represent the 
first, second, and third methods, respectively. The third method was the closest to 
the target. On the other hand, both the first and second methods produced errors in 
the height of the hemisphere, giving heights about 10 cm higher than the set height. 
This may be due to the smooth color change of the gradient not providing a clear 
guide regarding the height at which the balloon should be placed. Therefore, the user 
was not able to place the balloon at the appropriate height. 
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We conducted an experiment using the proposed method on three male subjects. 
The subjects created balloon art in about 3.5 hours using 245 balloons and 8.5 m of 
Velcro tape. We confirmed that the monochrome numeral projection method im-
proved visibility and matched the shape and texture of the projected object better 
than the previous method (Figure 4.15(a)). In addition, users responded to the ani-
mation of the numerals and worked more lively. This confirms that animation not 
only serves as a motivator but also has the potential to reduce boredom and add 
enjoyment to the work. Figure 4.19 shows the results of the balloon art production.
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In this study, we propose a method to simplify large-scale digital fabrication: a 
layered projection mapping technique that divides the models by layer and calibrates 
each layer with real space. In addition, it is suggested that the projection of the mon-
ochrome animated numbers with animation is highly visible and motivates users to 
act and improve the entertainment value. As an example of this application, we 
demonstrate the creation of a large-scale balloon art piece. We expect that using a 
Graphics Processing Unit will further shorten the time required for the depth calcu-
lation. Although we have successfully created balloon art using the proposed system, 
we have not clarified its usability. It is necessary to conduct a user study to objec-
tively evaluate the system. These survey items would ideally include the clarity of 
the projected information, the ease of use of the system, and whether the user would 
like to continue to use the system for balloon art production in the future. In this 
study, we only created the Stanford Bunny. We would like to overcome the challenge 
of creating complex objects and determine the usefulness of the proposed method, 
along with further issues. Additionally, we would like to improve this system through 
discussions with balloon art creators. 

This study focuses on understanding and sharing efficient production methods 
as an important element for collaborative creation in production activities to simplify 
the production process. By staging production procedures as numbers with added 
animations, the system aims to facilitate intuitive material placement for creators. 
In other words, we attempted to facilitate the understanding of component place-
ment by presenting interactive placement information. Thus, the proposed method 
is a staging method for easy production. We confirmed that accurate component ma-
terial placement was made possible by layering the projection space and interactive 
projection of the production process. In other words, the projection of the production 
process facilitates complex and large-scale production, and even those who are unfa-
miliar with production activities can easily perform them. In addition, SAR is able 
to present production processes to multiple people. This allows all creator to intui-
tively understand the production process, which facilitates smooth collaboration. In 
addition, it is expected that ideas and information will be shared by facilitating com-
munication through collaborative creation. In this way, the proposed method adds 
the seasoning of ease of perception to the act of production. This seasoning leads to 
an understanding and sharing of efficient production methods. Understanding and 
sharing efficient production methods contribute to collaborative creation in 
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production activities. 

We describe future work based on the proposed method and the findings of the 
experiments. 

 
SShape prediction by physical simulation  We confirmed a case in which numbers 
were not projected where they should have been projected. It is thought that the 
shaking and weight of the stacked balloons caused the projected numbers to shift 
from the balloons during production. However, the target depth data remained the 
same. The visibility of the projected numbers was clear, and the balloon was fixed 
with Velcro tape, so it did not shift significantly. Therefore, the user was able to as-
semble the balloon without any problems. Using physics simulation, it is possible to 
predict the collapse of the balloon due to its own weight. For example, the system 
recognizes placed balloons and projects the predicted target shape in real time. In 
this way, the user can check how the balloon to be placed will affect adjacent balloons 
while creating the balloon art. It is also possible to use the prediction information to 
project a shape that is smaller than the correct shape. In this way, the exact shape 
can be formed through the extrusion of the balloons and through the collapse due to 
their own weight. 
 
Alignment of Height and Projected Position of Each Layer  The proposed method 
is based on the visual confirmation of the height and projected position of each layer, 
and adjustment is conducted by manual measurement. This process is cumbersome 
and does not allow for precise measurements. This could lead to variations in the 
adjusted values, depending on the user. To solve this problem, it is necessary to sim-
plify and automate the alignment process by recognizing markers or feature points. 
 
Application to More Large-Scale and Complex Shapes  The proposed method uses 
a single projector and depth sensor to decompose layers vertically within a confined 
space. Using multiple devices enables the expansion of the workspace and allows for 
layer decomposition from different directions. This enables more large-scale creative 
activities and the creation of 3D models with complex shapes. In addition, changing 
the balloon size according to the part to be created allows for a more detailed and 
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efficient creation of complex shapes. For example, it is possible to construct the cen-
tral part of an object with a large balloon while employing a smaller balloon for the 
part visible to the user. This enables a reduction in work time and work processes. 
In addition, the use of robust materials such as bricks or plastic bottles [127] reduces 
measurement errors, as they do not deform as much as softer materials. 
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In this study, we develop a choker-type device that automatically presents pres-
sure around the neck according to the situation (Figure 5.1). We aim to develop a 
tactile sensation presentation device that can be automatically controlled. The device 
to be developed supplies air from an air pressure source to multiple pneumatic actu-
ators attached to the proposed device using silicon tubes. By operating the solenoid 
valves, it is possible to operate each pneumatic actuator at arbitrary timing, enabling 
instantaneous pressure presentation and continuous pressure presentation for a cer-
tain period. We confirm whether the proposed device can provide the desired direc-
tional presentation and indicate the usability of the proposed device. For this pur-
pose, we use a syringe to deliver air and blocking the silicone tube by hand to control 
the air path.
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By using this device, the user can sense the position of pressure around the us-
er's neck and recognize the direction of walking and the presence of objects. The ac-
tuators are capable of independent motion, so it is possible to present a few pressure 
patterns to the user. In addition, the proposed device is attached to commercially 
available fashion items such as chokers and turtleneck clothing. Thus, it looks nat-
ural, and others do not notice that the user is wearing the device. The system's mech-
anism and appearance are also simple, so users can wear the proposed device with-
out hesitation. Before user study using the proposed device, we conduct a prelimi-
nary study. Here, we explore haptic patterns that present appropriate orientations. 
In the next chapter, we describe the background and purpose of our research and the 
structure of this chapter. 
 
 

Interaction and sensing using various stimuli in virtual worlds play an im-
portant role in virtual and augmented reality applications. Haptic interaction can be 
applied in many scenarios within the field of human-computer interaction (HCI) [128, 
129]. In particular, the senses of force and touch can present a variety of stimuli such 
as temperature, pressure, vibration, and electricity, and have been developed in 
many fields [130, 131, 132, 133]. Thus, technologies that augment the user's experi-
ence with all kinds of tactile feedback can bring tremendous benefits to entertain-
ment, education, and our daily lives. 

There has been researching on devices that present force and tactile sensations 
to support people's actions and lifestyles. Sasaki et al. have developed the LevioPole, 
a tactile device with a total of eight propellers attached to each end of a rod that can 
translate and rotate in the air [134] (Figure 5.2). This device can provide the user 
with tactile sensations ranging from smooth (like a liquid) to rigid (like a rigid body) 
by generating propulsive force with each propeller and controlling the speed and di-
rection of the rotation. An application of the LevioPole is to provide the user with 
walking directions. However, the device itself is too large to be used in confined 
spaces such as roads and buildings. In addition, the device requires the user to hold 
it with both hands, so the user cannot use their hands when necessary, making the 
device impractical.  
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Delazio et al. proposed the Force Jacket, which presents various pressures to 
the user by using pneumatic actuators inside the jacket [135] (Figure 5.3). By inflat-
ing airbags inside the jacket, the user can feel the impact of being hit by a ball or the 
sensation of being bewitched by a snake. However, this device uses a large air com-
pressor to feed air to the actuators. Therefore, it can only be used in a limited space, 
such as inside a room.
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Based on the background, this research aims to fabricate a choker using pneu-
matic actuators. Four actuators made of polyethylene are attached to the inside of 
the choker and inflated to provide tactile sensations to the user's neck. We aim to 
develop a compact device using a small pump, such as a Micropump. The proposed 
device can be used anywhere because it does not require a large air compressor. In 
addition, by attaching multiple pneumatic actuators, it is possible to present haptic 
sensations around the user's entire neck. By presenting pressure using this system, 
the user can focus their attention on a given direction. The system can also provide 
variations in the way the actuators inflate and the order in which they inflate, mak-
ing it possible to apply the system to a variety of situations. In addition, users can 
wear the proposed device without burden because the designed actuator is attached 
to a lightweight material, such as a commercially available choker. 
 
 

This chapter consists of five sections, and the structure and contents of each 
section are described below. 

In Section 5.1, we describe the background and objectives of the study and in 
Section 5.2, we introduce related works on haptic feedback and clarify the position 
of this study. Section 5.3 shows the proposed device and method, and preliminary 
study. Section 5.4 presents the evaluation experiment of the system, and Section 5.5 
summarize this study, limitations, and future work. 
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This section describes related research on wearable devices and pneumatic ac-
tuator. Wearable devices use air, heat, vibration, and tangible interfaces. They are 
used in many ways, such as human augmentation and immersive VR applications. 
Pneumatic actuators are also suitable for wearable devices because they can be de-
signed lightweight. Therefore, pneumatic actuators can also be used for human aug-
mentation, immersive VR applications, and toys. 
 

Xie et al. developed a physical tail capable of supporting the user's weight [136] 
(Figure 5.4). This device supports the user's sitting action, while also assisting in 
emotional expression through the movement of a tail. In addition, xClothes utilizes 
a stretchable structure to extend the sensation of human body temperature [137] 
(see Figure 5.5). An open/close hole structure is attached to the clothing worn by the 
user and can be switched open and closed using servo motors and wires. This struc-
ture enhances ventilation by controlling the holes as the user's body temperature 
increases. In other words, it can support the user's comfortable exercise by regulat-
ing body temperature. However, these devices have many moving parts and are com-
plex. This can reduce robustness and inhibit user movement.  
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Jeong et al. have improved communication by attaching Peltier device-based 

thermal stimulation devices to the wrist and back of the neck [138]. Yamazaki et al. 
proposed a neck-mounted haptic device capable of dynamically modulating the am-
plitude, phase, and frequency of vibration [139]. The device's haptic stimulation en-
ables the user to perceive invisible images. These can be used to enhance the immer-
sion of VR applications or for navigation purposes. However, in the former case, this 
device must be placed in close contact with the back of the wrist or neck to provide 
thermal stimulation. This may cause discomfort to the user due to the sensation of 
pressure. In the latter case, there are no specific applications for VR, and it is not 
used for guiding to destinations that involve walking. 
 
 

In this study, we proposed a haptic presentation device using pneumatic pres-
sure. For research using pneumatic pressure, Niiyama et al. proposed the Sticky 
Actuator, which creates multiple pneumatic actuators from inexpensive sheets of 
plastic to reproduce movements such as rotation and deflection [140] (see Figure 5.6). 
The system automatically creates free-form actuators such as square, circular, and 
ribbon-shaped actuators. The pneumatic actuators created are applied to the move-
ments of robot arms and legs and the flapping of origami cranes. However, it does 
not consider functionality as a tactile presentation device for humans. 
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Sonar et al. designed a wearable skin-like interface using small pneumatic ac-

tuators [141]. This can reproduce the roughness, shape, and size of an object. The 
system works by using a camera to read a soft pneumatic actuator (SPA)-skin and 
marker attached to the user's finger. When the user's finger approaches any shaped 
object, the system presents pressure on the user's finger as if to simulate the shape. 
PneuMod [142] is a pneumatic and thermal tactile presentation device. By using 
Peltier elements and pneumatically actuated silicon bubbles, it can render thermal 
pneumatic fade-back through shape, location, pattern, and motion effects. In addi-
tion, it can control temperature and bubble expansion r. ate, and degree of expansion. 
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The device can be attached to the user's socks or arm covers. However, these devices 
cannot be used as wearable devices because of the large amount of equipment used 
and the complexity of the device structure. FlowIO [143] is a compact pneumatic 
development platform (see Figure 5.7). The built-in micro-pump and main module 
are suitable for wearable devices and allow flexible development. However, it uses a 
DC pump for the pump module. It cannot be used for instantaneous haptic presen-
tation 
 
 

Based on the related research, we develop a device that presents pressure 
around the entire circumference of the neck using a pneumatic actuator. This device 
does not require a choker to be tightly fitted around the neck for clear haptic feed-
back. Therefore, it can provide even pressure around the entire neck without causing 
discomfort or a feeling of constriction to the user. In addition, by presenting haptic 
sensations on the neck using a choker-type device, the same directional information 
can consistently be presented to the user at the center. For example, when bending 
or twisting an arm fitted with a haptic feedback device, a discrepancy arises between 
the intended direction and the direction presented by the device [144]. Another prob-
lem is the possibility of interfering with the task at hand. However, haptic presenta-
tion to the neck does not interfere with daily life. It can also always provide appro-
priate directional information. In addition, the soft material of pneumatic actuators 
eliminates the risk such as injury or discomfort. In this study, we focused on present-
ing the direction and conducted evaluation experiments to verify the usefulness of 
the prototype. 
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The proposed device presents haptic sensations around the entire circumference 
of the user's neck using actuators attached to the inside of the choker. For example, 
the inflated actuator on the left side can present pressure on the left side of the user's 
neck. Thus, the choker can direct the user's attention in eight directions. The actua-
tors can operate individually, or one actuator can operate continuously. The proposed 
system can present a variety of haptic sensation patterns to the user.  

The advantage of using pneumatics is that the actuators can provide clear pres-
sure feedback to the user even when not tightly adhered to the skin. Some studies 
provide haptic stimuli to users using thermal stimuli [145] and studies that repro-
duce the weight of objects felt by users in a virtual space using electrical stimuli 
[146] as haptic presentations that do not use pneumatic pressure. These require the 
device or sensor to be in close contact with the skin. This can cause pressure and 
discomfort to the user. However, since pneumatic actuators increase in volume when 
air is pumped in, they do not need to be tightly adhered to the skin. Therefore, they 
can present haptic stimulation to the user without being affected by the contact con-
dition of the actuator. 
 
 

Figure 5.8 shows the pneumatic actuator used in this system. Air is supplied to 
the actuator, and when it inflates, the user feels a tactile sensation. The actuator is 
made of 0.08 mm thick polyethylene film cut into 2.0 x 1.5 cm rectangles, and a sili-
con tube is used to send air to the actuator. In this study, we used silicon tubes with 
an outer diameter of 3.0 mm and an inner diameter of 2.0 mm and those with an 
outer diameter of 6.0 mm and an inner diameter of 4.0 mm because of the shapes of 
the syringe, silicon tubes, and the connector connecting the two tubes. To seal the 
film, we used a soldering iron [140]. Figure 5.9 shows the procedure for making a 
pneumatic actuator. First, draw a rectangular shape of 2.0 x 1.5 cm on a polyethylene 
film. Then, the cookie sheet is placed on a polyethylene film. Finally, trace the figure 
on the cookie sheet using a soldering iron. This procedure completes the pneumatic 
actuator. 
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After bending the end of the tube to prevent air leakage, a 1.0 mm square hole 
is drilled in the side of the tube. Similarly, a 1.0 mm square hole is drilled in the 
center of one side of the actuator and both holes are glued together with Aron Alpha
for plastic (Figure 5.10).
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Figure 5.11a shows a prototype of NaviChoker fabricated using pneumatic actu-
ators. The operation patterns of four actuators, mounted at equal intervals around 
the user’s neck, enable haptic presentation in eight directions. For example, it as-
sumes that the user can focus attention forward when the front two actuators are 
activated, and forward diagonally to the left when one of the actuators on the forward 
diagonal left side is activated. To improve the wearing comfort and stability of the 
actuators, we covered the actuators with a soft cloth (Figure 5.11b).

NaviChoker is envisioned to operate each actuator automatically through elec-
tronic devices in the future. However, this study aims to confirm the feeling of the 
actuators, so the actuators are operated manually using a syringe. We leave the au-
tomation of the operation for future work.
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Before conducting a user study, we conducted a preliminary study to confirm the 
relationship between the direction of pressure presentation and the actual direction 
of a stimulus perceived by the user. There were seven subjects, six males and one 
female, in their 20s to 30s. It is possible that users perceive different stimulus direc-
tions depending on the number of actuators and the locations where the actuators 
are placed. Therefore, we verified the relationship between the direction of pressure 
presentation and the direction of stimulation perceived by the user. Specifically, we 
presented 15 different pressure patterns (Figure 5.12) to users and asked them to 
answer from which direction they felt the pressure was presented. Based on the re-
sults of the responses, the appropriate combination of actuator motions for each of 
the eight directions was confirmed. 
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As a result of the preliminary study, we set up the pressure presentation method 
used in the user study as shown in Figure 5.13 to present the eight directions to the 
user. 
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To confirm the wearability of the proposed system and the clarity of haptic and 
directional cues, we conducted a verification using a prototype. For this purpose, we 
conducted an experiment in which the user wears the device and moves to a desti-
nation using only pressure presentation (Figure 5.14). The user moves in the desired 
direction each time they come to a turn, feeling a pressure presentation (Figure 5.15). 
The pressure was presented to the user twice for directional presentation. 
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In the user study, we conducted an evaluation experiment of the proposed sys-
tem on nine subjects. Seven of the subjects were male and two were female, and their 
ages ranged from 20 to 30 years old. The evaluation experiment consisted of a walk-
ing experiment using NaviChoker and a questionnaire survey. We used the Wizard 
of Oz method for the walking experiment [147], in which the actuators are operated 
manually. When the user approaches a predetermined turn while walking, the ex-
perimenter activates the pneumatic actuator using a syringe to provide the user with 
a direction to go. The user is not informed of the destination, and the user walks by 
relying solely on the pressure presentation from NaviChoker by using noise-cancel-
ing earphones to block out external sounds. In the user study, we presented pressure 
signals signifying the start and end of walking as well as the direction of walking. 
The pressure for the start of walking is to present the pressure in the target direction 
immediately after the start of the experiment, and the pressure for the end of walk-
ing is to present the pressure of No. 15 in Figure 5.13 around the destination. After 
the user study, we conducted a questionnaire survey on the following items to con-
firm the usability, fit, and pressure presentation of the system. We used a 5-point 
Likert scale (5: Strong agree to 1: Strong disagree ) for each item. 
 

1. Did you clearly feel the pressure presented by the actuator? 
2. Did you clearly feel the differences between directional presentations? 
3. Do you feel any discomfort due to the pressure presentations? 

 
 

As a result, eight of the nine users could reach the target location only by Navi-
Choker's pressure presentation. In addition, users also do not know the direction 
from the starting point to the destination. Therefore, at the starting point, some us-
ers were facing in a different direction from the goal point. However, all users were 
able to start moving in the destination direction with the pressure presentation at 
the start of the guidance. In addition, the user could recognize the cues for the end 
of walking, and the entire experiment could be performed from start to finish with 
only the presentation of pressure. This suggests that the use of a pneumatic actuator 
to present pressure around the neck could be useful as a navigation system. Naviga-
tion using screen displays and voice guidance on mobile devices has problems such 
as encouraging people to walk around and making it difficult to use in noisy 
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environments. However, in the user study, users could be guided only by pressure, 
so it is suggested that these problems can also be solved. On the other hand, one 
subject failed to reach the destination. This is because the subject recognized back-
ward pressure as the presentation of pressure at the end of the walk. Thus, the po-
sition and intensity of the pressure felt by different subjects may differ. Therefore, it 
is necessary to improve the actuators so that more participants can equally perceive 
the location of pressure presentation. Specifically, this involves investigating and 
analyzing the appropriate pressure intensity and presentation location for each user. 
 
 

Figure 5.16 shows the results of the questionnaire survey. The evaluation crite-
ria include whether the direction difference was understood, whether the pressure 
was clear, and the wearability of the device. As a result of the evaluation, it was 
confirmed that the items related to the presentation of pressure were highly rated. 
In particular, all subjects responded that they "felt pressure" when pressure was 
presented by the pneumatic actuators. Many subjects also felt a difference in the 
direction of the presentation. One respondent stated that they did not see much of a 
difference. The reason for this can be attributed to the fact that the device was not 
properly fitted due to the slimness of the participants' necks. In addition, there is a 
possibility that the haptic feedback was being presented in areas where it was diffi-
cult for participants to perceive the stimulation. This issue may be resolved by in-
flating the actuators to a larger size. Therefore, the device needs to be improved. As 
for the discomfort of wearing the device, only four subjects rated the device as "not 
uncomfortable," confirming that more than half of the users were not satisfied with 
the wearing feeling of the device. The reasons for this may include the fact that some 
users do not feel comfortable wearing something around their necks, the actuator 
edge irritates the user's neck, and the silicone tube connected to the actuator may 
prevent them from feeling comfortable wearing the device. As a solution, it is neces-
sary to place a more soft cloth between the neck and the device, smoothing the ends 
of the actuator to avoid pain and using a thinner silicone tube to reduce the presence 
of the mechanism on the user. 
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The shape of the pneumatic actuator used in this study is a rectangle of 2.0 cm 
x 3.0 cm. To verify the difference in the user's perception of pressure based on the 
different shapes of the actuators, we conducted an experiment using four different 
shapes of pneumatic actuators. In addition, to reduce the thickness of the actuator 
when the actuator inflates, the tube attachment was modified (Figure 5.17). The area 
of the actuator for each shape was standardized at approximately 4.0 cm2. Subjects 
consisted of eight people, four males, and four females, in the age range of the 20s to 
30s. The experimental procedure consisted of presenting each user with pressure 
using four different shapes. We presented 8 patterns of pressure for each shape (Fig-
ure 5.13) and asked the users to answer which actuator worked and which shape 
they felt the pressure. One score is given for each correct answer to a pattern. In 
other words, the number of correct answers was scored out of 8 points for each shape.
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Table 5.1 shows the results of the survey of the number of correct answers as to 
which actuators worked, and Figure 5.18 shows a graphical representation of the 
number of correct answers. In Table 5.1, FAve is the average of the evaluated values 
of female respondents, MAve is for male respondents, and AAve is the average of the 
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evaluated values of all respondents. In addition, we calculated statistical test values 
using Wilcoxon's rank-sum test to see if there was a significant difference between 
the two shapes that showed a large difference in the number of justifications for this 
system, or if there was a significant difference in the number of justifications for 
actuators that worked due to differences in shape regardless of gender or age (Table 
5.2, 5.3). Table 5.2 is a table of the number of correct actuators that worked, where 
CAve is the average number of correct actuators for the circular actuators and RAve is 
the average number of correct actuators for the rectangular actuators. Table 5.3 
shows the differences between the genders. In Tables 5.2 and 5.3, z and P are the 
test statistic and p-value. The significance level is set at α=0.05. In the number of 
correct actuators that worked in Table 5.2, the difference in averages was small, and 
there was no significant difference between each shape in p-values. This suggests 
that there is no difference in the feeling of pressure due to differences in actuator 
shape. This may be because the size of the actuator was small, to begin with, and it 
is possible that there was not much difference in the degree of inflation. In addition, 
there was no significant difference in the average value and p-value between genders. 
This suggests that there is no difference in pressure perception between genders. 

The shape that most clearly showed pressure was a circle, selected by 6 users. 
No user selected a rectangular shape, and this result was consistent with that of the 
number of correct answers. Despite the non-significant difference in the number of 
correct actuators that worked for the different shapes, most users answered that the 
circular shape presented the clearest pressure. This means that even if the shape 
that can present the most pressure to the user is used, it does not necessarily im-
prove the accuracy of the direction presentation. This means that accurate direction 
presentation is not necessarily improved by using the shape that can present the 
most pressure to the user. Future improvements to the actuator could include ad-
justing the degree and speed of inflation rather than changing the shape of the ac-
tuator. This may enable the pressure to be presented clearly to the user. In addition, 
we were able to guide almost all users to their destinations in the user study. There-
fore, it is considered that the current system guarantees the accuracy of direction 
indication to some extent. If there is no difference in the accuracy of direction indi-
cation depending on the shape of the actuator, users can enjoy designing chokers 
based on the shape of the actuator. In other words, we believe that the proposed 
system can guarantee designability as a fashion item. 
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We verified the effectiveness of the haptic and directional presentations of the 
proposed system for creative activities. We conducted creation experiments with two 
users, who each created an object while wearing the device and shared their soma-
tosensory perception (Figure 5.19). These experiments involved the creation and as-
sembly of parts with LEGO blocks (Figure 5.20). The users performed the simple 
tasks of creating and assembling parts in their own booths. The users created and 
assembled the parts according to the illustrated instruction manual. Then, the users 
assembled the completed parts in the assembly space. While repeating this process, 
the users collaboratively created an object. In addition, we divided four types of in-
formation about the user’s assembly and part-making actions into somatosensory 
information. The proposed device presented these four pieces of information as hap-
tic feedback around the user’s neck. To confirm the effectiveness of haptic feedback, 
we conducted a comparison experiment with and without haptic feedback. 
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EExperimental Environment Figure 5.21 shows the experimental environment. We 
set up a Parts Assembly Space (PAS) in the center of the workspace and two Parts 
Creation Spaces (PCSs) flanking the PAS. The PAS functioned as a collaborative 
workspace. In each PCS, there were boxes of LEGO bricks for making parts, roughly 
equal in number according to the shape of the parts. The user created parts using 
the PCS as their own booth. In addition, we set up a spot for users to place their 
finished parts (right) and their unfinished parts (left) at both ends of the PCS. The 
distance between the PAS and the PCS was about 1.9 m. This was to ensure that the 
users needed to turn their bodies toward the PAS when placing a part on the PAS. 
By opening some distance between the PAS and the PCS, it takes approximately 
three steps to get to the PAS. In the creative activity experiment, we used the Wizard 
of Oz method for haptic presentation, as in the walking direction presentation exper-
iment (Section 5.4.1). We placed a partition between the experimenter operating the 
actuator and the subjects to prevent them from seeing the experimenter. In addition, 
we suspended the silicon tube from the ceiling to prevent it from obstructing the 
users’ actions (Figure 5.22). 
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 Targett Objectt We chose “Big Ben,” a clock tower in London, the capital of the United 
Kingdom, as the creation target (Figure 5.23). This is because we thought that the 
distinctive parts and the differences in the elevation of the buildings would facilitate 
the creation of parts and the imagining of the completed building. To create the pro-
duction target with LEGO bricks, we simulated it using CAD software (Figure 5.24). 
The device we used was an iPad Pro (Early 2021), and the software used for simula-
tion was Shapr3D [148]. We simulated a virtual model with a height of 36.0 cm, a 
width of 19.2 cm, and a depth of 16.0 cm as the production object. Using the simu-
lated object, we created an instruction manual (Figure 5.25). Figure 5.25(a) shows 
the procedure for part production, and Figure 5.25(b) shows the procedure for part 
assembly.
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Before conducting a creative activity experiment using haptic stimulation, we 
conducted a preliminary study with two users. The purpose of the preliminary study 
was to confirm the experimental procedure, the difficulty of the creations, the ade-
quacy of the assembly instructions, and the effectiveness of the haptic presentation. 
The subjects were two males, both in their 20s. We conducted the experiment twice, 
the first time without haptic presentation, and the second time with haptic presen-
tation. We assigned the following meanings to the four directions used in the haptic 
presentation. 
 
Front: Walking motion of the partner toward the PCS 
Back: Walking motion of the partner toward the PAS 
Left: Work action of partner’s left hand (placing a part, assembling a part)  
Right: Work action of partner’s right hand (placing a part, assembling a part) 
 

For example, when the subject places the completed part on the desk with the 
left hand, the action of “placing” stimulates the left side of the other user’s neck as a 
haptic sensation. When the subject walks to the PAS and places the completed part 
on the desk with their right hand, the “walk” and “place” actions stimulate the back 
and right sides of the other subject’s neck. The meaning of the directional infor-
mation was given to the subjects in advance. Therefore, one subject can discern the 
other’s behavior based on the haptic information. 

In the experimental procedure, users first created without haptic feedback. The 
users created parts in their own PCS while referring to the instruction manual dis-
tributed in advance. After creating the parts, the users went to the PAS and assem-
bled the parts in their own time. This process is repeated to complete the creative 
activity. After the first creative activity, we conducted a questionnaire survey and 
started the second creative activity. The second creative activity employed haptic 
feedback. We also conducted a questionnaire survey after the second experiment. 

The experimenter allocated the parts to be created by each user in advance. 
This was done to minimize the difference in the amount of work required to create 
parts for each user. This means that the burden of creating parts was equalized as 
much as possible. Specifically, when counting the protrusion of a LEGO block as one 
square, we assigned user A to create a total of 1206 squares and user B to create a 
total of 1118 squares. After the first study, we conducted a questionnaire survey to 
confirm the sense of unity between users, the degree of difficulty in creating parts, 
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and the enjoyment of the activity. We used a 5-point Likert scale (5: Strong agree to 
1: Strong disagree) for each item. After answering the questionnaire, the users ex-
changed instruction manuals with each other, and a second study was conducted. 
After the second study, we conducted the same questionnaire survey as in the first 
study. We used the following items in the survey. 
 
 
 
1. Do you think you were able to communicate with each other through conversa-

tion, eye contact, etc.? 
2. Did you imagine the partner's actions such as making or assembling parts? 
3. Did you understand the partner's actions such as making or assembling parts? 
4. Did you make any efforts to improve the efficiency of parts production, such as 

producing parts with a small number of parts or working quickly? 
5. Did you get any satisfaction from the partner? 
6. Did you have any complaints against the partner? 
7. How difficult was it to create the parts? 
8. How difficult was it to assemble the parts? 
9. How difficult was the creative activity throughout the entire process? 
10. Did you enjoy the creative activity? 
 
In addition, we surveyed the following items in addition to the users who rated 5 or 
4 in items 5 and 6. Responses are free text. 
 
5-1.  What did you find satisfying about the partner? 
6-1.  What did you find frustrating about the partner? 
 
Subjects are allowed to talk to each other during the study. In addition, subjects' 
declaration of completion is the end of the experiment. 
 
 

As a result, the subjects were able to produce the target as described in the in-
struction manual. In addition, there was no behavior such as disassembling the cre-
ated parts or spending a long time worrying about the creation of the parts. There-
fore, it was confirmed that the subjects were able to produce the target using the 
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instruction manual. The first study (without haptic stimulation) took 33 minutes 
and 52 seconds, while the second study (with haptic stimulation) took 21 minutes 
and 33 seconds. The difference between them was 12 minutes and 19 seconds. At the 
beginning of the second study, the subjects exchanged instruction manuals, so both 
subjects made different parts than in the first study. It is possible that the reduction 
in production time is due to getting used to the production procedure and a sense of 
competition due to an understanding of the partner’s behavior.  

On the other hand, subjects did not converse in either session until near the end 
of the study. This may have been due to the lack of opportunities for communication 
in the experimental procedure. For example, it is possible to assemble predetermined 
production parts using only the parts provided in their own booths. Therefore, there 
is no need to hand over materials. In addition, they placed the parts in the assembly 
space when the parts were completed. The users did not assemble in the PAS until 
all parts were completed, and no conversation occurred. In addition, in both sessions, 
one user completed all the parts early. This rushed the production of the partner. It 
is not the purpose of this study to improve the experimental procedure. However, the 
presence or absence of communication may change the meaning of haptic perception. 
With communication, the haptic impression received by the users may change from 
a sense of competition to a sense of co-creation. 
 
 

Table 5.4 shows the results of the user questionnaires for each session and the 
amount of change in user evaluations from Session 1 to Session 2. As a result, the 
users could not obtain the highest evaluation except for item 10 in Session 1. In par-
ticular, items 1, 2, and 3, which involve imagining the other person’s actions, did not 
receive the highest ratings. Subjects were not wearing the noise-canceling earphones 
used in the walking experiment. We conducted the experiment in an environment in 
which the subjects could hear the surrounding environmental sounds. This suggests 
that the subjects did not imagine the actions of the partner by the sound of their 
movements. In Session 2, the same items were evaluated more highly. That is, haptic 
presentation triggered the subjects to imagine the partner’s actions. In both sessions, 
there was no change in the evaluation of item 10. It is possible that haptic presenta-
tion does not affect the enjoyment of the creative activity. After administering the 
second questionnaire, we asked the subjects for their impressions of the preliminary 
study. Both subjects stated that the haptic presentation enabled them to grasp the 
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progress of their partner’s work. However, they did not consider the meaning of the 
haptic sensation. In addition, one of the subjects felt a sense of competition through 
the haptic sensation. This subject was slower than their counterparts in completing 
the parts in both sessions. In addition, as described above, there was no opportunity 
for them to communicate with each other. Therefore, it is possible that the subject 
perceived the haptic presentation as a competition due to the subject’s impatience. 
As for other feedback, subjects wanted a haptic sense of knowing which partner was 
making which parts and what their partner was doing in the assembly space. By 
understanding the parts that a user’s partner is creating, it is possible for the user 
to understand the pace of their own work. Moreover, by understanding the work in 
the PAS, it is possible to understand whether the partner is producing or assembling 
the parts. The subjects described their impressions of the device. The subjects found 
the haptic sensation of the pneumatic actuator difficult to understand, and it was 
not easy to understand the meaning of the haptic sensation. In particular, they found 
it difficult to feel the two frontal haptic sensations. As described above, the subjects 
did not consider the meaning of the haptic sensation. This may be due to the diffi-
culty in feeling the haptic sensation. Based on these opinions, it is necessary to im-
prove the experimental procedure, reexamine the meaning of the haptic sensation, 
and improve the haptic presentation device. The number of subjects evaluated was 
two. For the user study, improvements to the system and an increase in the number 
of participants are likely to change these evaluations.
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Based on the feedback from the preliminary study, we improved the experi-
mental procedure and the proposed device. In the preliminary study, there was no 
procedure for users to communicate with each other. The activation of communica-
tion may make the impression of haptic presentation more positive. We created pro-
cedures for users to communicate with each other during the experiment. For exam-
ple, one procedure allowed users to pass parts to each other during the experiment. 
To enable this, we designed a procedure in which the subject decides in advance 
which parts to create. In the preliminary study, we divided the production parts to 
make the number of squares as even as possible. We then divided the production 
parts into 16 pieces to make the number of parts to be produced equal in the user 
study. In addition, we marked half of them in red and the other half in blue. The user 
selects the parts to create eight parts each, divided into four red and four blue parts. 
By deciding which parts each user will produce, it is possible that the blocks pre-
pared in advance will be insufficient for production. In such a case, it is necessary 
for users to pass blocks on to each other. In addition, if a user finishes their own work 
early, they can help their partner accomplish their work. In this case, the partner 
receives an instruction manual from the user. We believe that such a procedure will 
encourage communication between users. 

In the preliminary study, users did not care about the meaning of the directional 
information. This may be because the meaning of the directional information was 
difficult to understand or because the size of the device and the position of the pneu-
matic actuators did not match. In addition, users wanted information on the progress 
of their partner’s part production, which parts were being produced, and whether 
they were working in the PAS. To address this, we improved the device (Figure 5.26). 
By dividing the device into left and right sections, it can fit the user’s neck. Addition-
ally, by placing a silicone tube under the device, the pneumatic actuator contacts the 
front and back of the user’s neck evenly. We also changed the meaning of the four 
directional information as follows. 
 
Front: Movement when the partner is making a part that can combine with the 
user’s creation part 
Back: Movement when the partner is making a part in the PAS 
Left: Movement when the partner is making the first half of the eight parts 
Right: Movement when the partner is making the second half of the eight parts 
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This kind of semantics allows the user to grasp the progress of their partner and 
provides an opportunity to communicate about the assembly of the parts. However, 
during creative activities, constantly being presented with haptic feedback may be-
come bothersome. Moreover, it can be difficult to discern whether a partner is con-
tinuously working on one part or has moved on to another. Therefore, we decided to 
provide haptic feedback to users three times for each part creation. After three bouts 
of the same haptic feedback, the next haptic feedback indicates that the partner has 
moved on to a different part. 
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After improving the experimental procedure and device, we conducted a user 
study with eight subjects (six males and two females) to compare the proposed sys-
tem with and without the haptic stimulate. Figure 5.27 shows the experimental pro-
cedure. The subjects were in their 20s and 30s. The experimental method was the 
same as in the preliminary study. Before the experiment, two users selected an in-
struction manual for the parts to be created. After each session, we conducted a ques-
tionnaire survey to evaluate satisfaction with the proposed system and the sense of 
unity in the creative activity. After both sessions, we conducted a questionnaire sur-
vey to compare the evaluation with and without haptic presentation throughout the 
entire session. We used a 5-point Likert scale (5: Strong agree to 1: Strong disagree) 
for each item. The survey items are as follows. 
 
1. Did you think you were able to communicate through creative activities? 
2. Did you imagine the partner's actions such as making or assembling parts? 
3. Did you grasp the partner's actions such as making or assembling parts? 
4. Did you imagine which parts the partner is creating? 
5. Did you grasp which parts the partner is creating? 
6. Did you make any efforts to improve the efficiency of parts production, such as 

producing parts with a small number of parts or working quickly? 
7. Did you imagine the progress of your partner's work during the creative activity? 
8. Did you compare your own progress with your partner's during the creative ac-

tivity? 
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9. Did you grasp the progress of the partner's creation? 
10. Did you get any satisfaction from the partner? 
11. Did you have any complaints against the partner? 
12. How difficult was it to create the parts? 
13. How difficult was it to assemble the parts? 
14. How difficult was the creative activity in session 1 (session 2)? 
15. Did you enjoy the creative activity? 
 
In addition, we surveyed the following items in addition to the users who rated 5 or 
4 in items 5 and 6. Responses are free text. 
 
 
1-1.  What did you feel you were able to communicate? 

10-1.  What did you find satisfying about the partner? 
11-1.  What did you find frustrating about the partner? 
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When conducting the two experiments with and without the system, we divided 
the subjects into two groups: with haptic (WH) first group and without haptic (WoH) 
first group (Figure 5.28). This is because if the experience from the first experiment 
affects the second experiment, it is difficult to determine whether the evaluation re-
sults are due to the system or if they are caused by work experience. By dividing 
subjects into two groups, we can better discuss the usefulness of haptic presentation 
for creative activities. For example, we can discuss whether the effect of haptic 
presentation is temporary or lasting. 
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As a result of user study, three pairs created the object as described in the man-
ual. One of the remaining pairs did not complete one part of the object. When asked 
about this after the experiment, this pair forgot to create the unfinished part. How-
ever, the other parts were produced correctly. 

We conducted a haptic presentation experiment just before the start of the user 
study. We randomly presented the user with the front-back and left-right directions 
and asked which direction the user’s haptic sense indicated. All users clearly per-
ceived the haptic sensation and understood its direction. This clear haptic presenta-
tion generated communication between the users. For example, the forward haptic 
sensation generates communication to assemble the parts. Additionally, by allowing 
users to select the parts to be created, the users were able to hand over the blocks to 
their partners. This suggests that the users worked in cooperation with each other. 
On the other hand, users in all groups did not help their partners create the parts. 
To help their partner, a user must hand the instruction manual to them, and this 
action may be too cumbersome for the partner. Therefore, it may be necessary to 
devise a way to make it easier to hand over the instruction manual. Users who fin-
ished making parts quickly assembled and modified parts in the PAS. 
 
 

Based on the results of the questionnaire survey, we analyzed the effects of the 
presence and absence of haptic presentation on creative activities. First, we analyzed 
the differences in ratings throughout the experiment. Next, we analyzed the differ-
ence between the evaluation of the haptic presentation in both sessions. Finally, we 
analyzed the differences in the evaluations between the WH first group and the WoH 
first group. In the analysis, to confirm the significant difference between the WH 
first and WoH first groups, and because the proposed system targets many users of 
all ages and genders, we employed Wilcoxon’s rank-sum test. WHave in each table is 
the average of the evaluation values of each item in the WH first group, WoHave is 
the average of the evaluation values of each item in the WoH first group, and Aave is 
the average of the evaluation values of all users. The variables z and P are the test 
statistic and the p-value, respectively. The significance level is set at α=0.05. The 
bold lines in the table show the larger values comparing WHave and WoHave, and the 
underlines show the values for which the p-value was below the significance level. 
Table 5.5 shows a tabulation of the questionnaire results. 
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OOverall differences between the WH first and WoH first groups    Table 5.6 shows 
the results of the survey. The table shows overall higher evaluations for the trials 
with haptic presentation. In addition, the evaluation value of WHave is much higher 
than that of WoHave in the items of unity, efficiency, and progress. Moreover, there is 
a significant difference between the p-values of the WH first and WoH first groups. 
On the other hand, the evaluation of item 13, which investigated the degree of diffi-
culty, was higher for the WoH first group. This may be due to the haptic presentation 
at the back influencing the timing of the user’s parts assembly. However, the differ-
ence was not significant. In the future, it is necessary to increase the number of 
samples used for evaluation and conduct more accurate analysis. 
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DDifference between Session 1 and Session 2    Table 5.7 shows the results of the 
survey. Each table compares WH and WoH. Table 5.7(a) compares the ratings in Ses-
sion 1 for each item, Table 5.7(b) compares the ratings in Session 2 for each item, 
and Table 5.7(c) compares the ratings in both sessions. Users also experimented with 
the WH and WoH. That is, the WH users in Table 5.7(a) and the WoH users in Table 
5.7(b) are the same. Table 5.7(a) shows that WH was rated higher overall. This is 
similar to the results presented in in Table 5.6, and there are significant differences 
in many of the items. In particular, there is a significant difference in all the items 
concerning the sense of unity. This suggests that haptic presentation contributes to 
the improvement of the sense of unity in creative activities. However, Table 5.7(b) 
shows no significant difference in most of the items. Only item 12, which concerns 
difficulty, showed a significant difference. Comparing Tables 5.7(a) and 5.7(b), we 
can see that the overall evaluation of WoH in Session 2 is higher than that of WoH 
in Session 1. This may be due to WoH users in Session 2 gaining work experience 
from Session 1, and thus understanding the creation process and communication 
methods. We also observed that users' ratings of items 5, 9, 10, 12, 13, 14, and 15 for 
WoH in Session 2 were higher than their ratings for WoH in Session 1. It is possible 
that the impression of the creative activity by the haptic presentation in Session 1 
influenced the creative activity in Session 2. However, there was no significant dif-
ference in the evaluation of these items between WH and WoH. Therefore, it is nec-
essary to increase the number of samples for more accurate analysis. Table 5.7(c) 
shows that WH is highly evaluated in each session. In addition, there was a signifi-
cant difference in the evaluation of WH and WoH in Session 1. This suggests that 
the users in Session 1 did not have working experience and that the haptic infor-
mation contributed to their work. On the other hand, users using haptic feedback in 
Session 1 lowered their evaluation in Session 2. Users without haptic feedback in 
Session 1 improved their evaluation in Session 2, where haptic feedback was used. 
This suggests that the haptic presentation function contributes significantly to the 
high evaluation of creative activities. 
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DDifference between WH first group and WoH first group    Table 5.8 shows the 
results of the survey. Se.1 and Se.2 in Table 5.8 indicate Session 1 and Session 2, 
respectively. Each table compares WH and WoH. Table 5.8(a) compares the ratings 
in the WH first group for each item, Table 5.8(b) compares the ratings in the WoH 
first group for each item, and Table 5.8(c) compares the ratings in both groups for 
each item. From Table 5.8(a), the evaluation of WH was generally high. Significant 
differences were found only in item 2, which relates to the sense of togetherness. 
This suggests that haptic presentation is effective as a means of imagining the part-
ner’s behavior. On the other hand, the WH first group was rated higher in Table 
5.8(b), with significant differences in several items. The items in which significant 
differences from the WoH first group occurred were those related to the sense of unity, 
efficiency, and satisfaction. As described above, this indicates that haptic presenta-
tion contributes to users’ creative activity. In addition, Table 5.8(c) shows that the 
WoH ratings for the WoH first group are lower than those of the WH first group. This 
suggests that the haptic presentation influenced the creative activity in Session 2. 
The difference between WH and WoH was larger in the WoH first group than in the 
WH first group, and there was a significant difference. In other words, users who did 
not use haptics significantly improved their evaluation of creative activities after 
using haptic feedback. This also suggests that haptic presentation contributes to the 
creative activity. 
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QQuestionnairee surveyy afterr thee userr study    After the two experiments, we surveyed 
the subjects’ impressions of WH or WoH. Items 16–19 investigate whether the sub-
jects liked WH or WoH better for each question. In item 20, we asked if they would 
like to use the haptic presentation function in the future. Figure 5.29 shows a graph 
of the survey results. The findings reveal that many users prefer the use of haptic 
presentation in terms of the sense of unity and attractiveness. On the other hand, 
users felt that they could work at their own pace without the haptic presentation. In 
addition, there was no significant bias in their particularity in creating parts or in 
their enjoyment of the creative activity.
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The comparison of WH and WoH evaluations revealed that WH was generally 
rated higher. Additionally, we found significant differences in some of the items. 
Thus, it was confirmed that haptic presentation was effective mainly for items re-
lated to the sense of unity, regardless of the sequence of WH or WoH.  
 
DDifference between Session 1 and Session 2  We found a significant difference in 
Session 1 and a smaller difference in Session 2 (Table 5.7(c)). In addition, we con-
firmed that the haptic presentation in the first task did not improve the evaluation 
in the second task. It was also confirmed that the absence of haptic presentation in 
the first task significantly improved the evaluation in the second task. This suggests 
that users are greatly influenced by haptic presentation when they have no prior 
knowledge of the task. On the other hand, we confirmed that user evaluation without 
haptic presentation was higher in Session 2 than in Session 1. This may be due to 
prior knowledge of the users’ experience with haptic presentation in Session 1 influ-
encing the work in Session 2. However, when comparing users who used haptic 
presentation in each session, the evaluation of Session 2 was lower than that of Ses-
sion 1.  
 
Difference between WH first and WoH first  In the comparison of the difference 
between WH or WoH between the WH first and WoH first groups, the WH first dif-
ference was small, whereas the WoH first difference was large enough to be signifi-
cant. In other words, haptic presentation may be more effective than work experi-
ence in improving evaluation. In addition, the WH first group evaluated higher in 
general. It is suggested that the use of haptic presentation when working for the first 
time influences creative activity more. As shown in Table 5.9, there was no signifi-
cant difference between the sessions in the evaluation using haptic presentation. 
However, the evaluation without haptic presentation was higher in Session 2, and 
there was also a significant difference. In other words, users’ evaluations without 
haptic feedback in the WH first group were significantly higher than those of users 
without haptic feedback in the WoH first group. If there is no difference between 
users’ evaluations without haptic presentation in the two groups, it is considered 
that the effect of haptic presentation in the WH first group does not affect the sub-
sequent work. However, there was a significant difference in the evaluation between 
sessions without haptic presentation, with a higher evaluation in Session 2. This 
suggests that the effect of haptic presentation in Session 1 influences the task in 
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Session 2. In other words, the effect of haptic presentation is continuous. 

Evaluationn byy questionnairee surveyy  From the results of items 19 and 20 of the 
questionnaire survey, we found that users felt a greater sense of unity with their
partner when they used the haptic presentation. This may be due to users grasping
the meaning of the directional information in the four directions and understanding
their partner’s actions. On the other hand, many users felt that they could work at 
their own pace without the haptic presentation. As shown in the evaluation of item 
19, when the user understands the actions of their partner, they may adjust the pace 
of their own creation to match that of their partner. This is an important point in 
collaborative work, and it is thought that simple tasks change into co-creation. For 
the items of particularity and enjoyment, there was no significant bias. This suggests 
that haptic presentation does not directly affect these items. Haptic presentation 
provides indirect support. It is thought that a user’s enjoyment of the creative activ-
ity and the particularity of their own creation depend on the amount of communica-
tion with their partner and how much interest the user has in the creative activity.

From these discussions, it is evident that the haptic feedback from the proposed 
device significantly contributes to the sense of unity among users. Furthermore, the 
haptic feedback is highly effective, and its impact persists in subsequent tasks that 
do not use haptic feedback. Thus, haptic feedback initiates communication and fos-
ters opportunities for collaborative creation.
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In this study, we proposed and fabricated a prototype of NaviChoker, an all-sur-
rounding pressure presentation system that utilizes pneumatic actuators. In addi-
tion, by conducting a user study focusing on the presentation of walking direction, 
we confirmed the difference in users’ perceptions of the pneumatic actuator and the 
usefulness of the actuator. In particular, users could perceive the pressure clearly, 
suggesting that the actuator was sufficiently useful as a device for presenting the 
direction of walking. At the same time, we expect that the device can be made to 
provide more diverse tactile presentations by modifying the device. For example, by 
increasing the number of actuators, it is possible to present sequential haptic sensa-
tions to the user’s neck. Additionally, by sharpening the contact area between the 
actuators and the user’s neck, we believe that a clearer tactile presentation can be 
achieved. More than half of the subjects were not satisfied with the wearing comfort 
of the device; thus, future works can investigate how to address this. 

The proposed device can be used for navigation, notification, alarm, and enter-
tainment. For example, for the notification function, it is possible to change the in-
tensity and pattern of the haptic presentation depending on the application and the 
sender of the message. In addition, by applying various combinations of actuator 
motions, haptic presentations such as Morse code can be expected to be used as com-
munication tools. 

We conducted a creative activity experiment as an application of NaviChoker. 
This experiment aimed to improve the sense of unity in creative activities through 
the sharing of somatosensory perception by haptic presentation. Through this exper-
iment, we showed that users were able to imagine the actions of their partners in 
the creative activity and that they tried to act according to their respective partner’s 
actions by the haptic presentation. We also confirmed that haptic presentation acti-
vated communication. These results indicate that haptic presentation using the pro-
posed device contributes to the sense of unity in the creative activity. In addition, the 
improved device provided a clearer haptic sensation for all users. This will be a use-
ful reference for future device design. The purpose of NaviChoker was originally to 
provide directional information. However, through experiments in creative activities, 
we confirmed that the NaviChoker can also present information in the form of sym-
bols. That is, the proposed device enables both directional presentation and infor-
mation presentation. Users can use NaviChoker in a wide range of situations be-
cause they can change the meaning of the haptic sensation depending on the context. 



 

 
 

130 

This study focused on improving the sense of unity to prevent a lack of commu-
nication and isolation of the creator. This sense of unity also serves as an important 
element for cooperative creation in production activities. By staging a sense of unity 
through haptic sensations generated by pneumatic pressure based on the collabora-
tors' production actions, the system aims to facilitate the understanding of the col-
laborators' situations. In other words, we attempted to facilitate smooth information 
sharing by understanding the production status. Thus, the proposed method is a 
staging method for sharing the production status through haptic sensation. We con-
firmed that the haptic presentation of the production activity enabled the creator to 
understand the production status of their partner. In addition, by understanding the 
partner’s production status, the user was able to adjust their own production pace 
and plan opportunities to assemble parts. In other words, grasping their partners’ 
production status enabled the participants to establish cooperative relationships in 
the production activity. In this way, the proposed method adds seasoning of unity to 
the act of production. This seasoning leads to an understanding of the production 
status of the collaborators. In other words, haptic presentation enables production 
activities that allow for the visualization of a collaborator’s situation and facilitate 
communication. Facilitating communication creates opportunities to share ideas and 
information. Understanding the status of collaborators’ work adds a creative process 
of collaboration and inspiration to a simple task. 

 
 

We describe the challenges we found through two types of experiments using 
NaviChoker. In future work, we can consider the automation of the actuator, linkage 
with external sensors, improvement of the device, and an increase in the number of 
test subjects. 
 
AAutomated operation    In future work, it is necessary to automate the operation of 
the pneumatic actuators. In this study, the actuators were operated manually using 
the Wizard of Oz method, so it was not possible to quickly change the directional 
presentation. If the actuators could be freely controlled by automation, it would be 
possible to finely control the strength, speed, and frequency of actuator inflation. In 
addition, by increasing the number of actuators, it is possible to consider complex 
and varied motion patterns and analyze the direction of the pressure felt by the user 
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and what the user perceives the presented pressure to mean. This leads to the crea-
tion of new pressure presentations with continuous motion. In addition, it is neces-
sary to design a compact pneumatic circuit to attach an automated pneumatic actu-
ator to a commercially available choker (e.g., Bubble [149]). For example, by using a 
micropump, a small solenoid valve, and a microcontroller, we can create a device 
about the size of a palm. The weight reduction and miniaturization of the device are 
expected to reduce the burden on the user. For this purpose, we aim to develop a 
device that is smaller and lighter than FlowIO [143] (e.g., dimensions of 50 × 80 × 
30)mm and weight of 150.0 g or less, including the main module) for future work. 
     
LLinkage with external sensors    To utilize the proposed device for various purposes, 
it is necessary to have equipment suited to each specific application. For example, to 
understand a user’s progress in creative activities, it is essential to use sensors that 
detect changes in weight when parts are placed on a desk or in response to the pres-
sure of fingers. This can be achieved by using pressure sensors to detect the user’s 
actions. Other situations involving interaction with people and objects also require 
external sensors. For example, GPS and orientation sensors are necessary for navi-
gation to a destination. A camera and infrared sensor, among other components, are 
needed to recognize obstacles or maintain social distance. Therefore, we would like 
to investigate and develop a link between the proposed device and external sensors 
in the future. 
 
Device Improvements    The shape of the actuator used in this study looks like two 
rectangular pieces of plastic film stacked on top of each other. Therefore, the actuator 
bulges out from the center. Variations in the haptic sensation perceived by the user 
can be tuned by designing an actuator to inflate in different ways. For example, we 
can design the actuator such that the center of the actuator is raised or only the area 
surrounding the center is raised. Therefore, it is necessary to investigate the differ-
ences in haptic perception by users due to the difference in inflation for a clearer and 
more diverse haptic presentation. In addition, we believe that the improvement of 
actuators and devices based on the investigation results may lead to an improvement 
in the wearing comfort of the devices. 
 
Increase in the number of subjects    In the creative activity experiment, it was 
confirmed that the haptic presentation contributed to the sense of unity among users. 
However, the number of subjects was small, and for some survey items, the test value 
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was zero or the p-value was 1.0. These are rare occurrences and can be attributed to 
the small sample size. As shown in Tables 5.6(c), 5.7(c), and 5.8, the p-values are 
small in the evaluation of the difference between WH and WoH and in the evaluation 
of each WoH session. Therefore, we believe that the trend of evaluation can be con-
firmed to some extent. However, for more accurate analysis and discussion, it is nec-
essary to conduct analyses using a larger number of subjects in the future. 
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This chapter concludes each of the studies conducted under this research theme 
and discusses future issues. The first section summarizes this research, and the sec-
ond section discusses the contributions of this research to the production activity and 
knowledge science. In the final section, we present suggestions for future work. 
 
 

The main objective of this thesis is to propose staging methods that encourages 
collaborative creation using visual and haptic stimuli. In particular, as seasoning for 
the act of production, we used real-time deformation of distorted images, the projec-
tion of animated figures, and the presentation of the act of production through haptic 
sensation. These seasonings provide effects such as clarification of the finished im-
age of the production object, understanding and sharing of efficient production meth-
ods, and understanding of the production status of the collaborators. These three 
methods aim to present information that enables creators to easily grasp the produc-
tion target, intuitively interact with it, and understand the actions of partners. 
 
 

The first method aims to achieve a more natural behavior interaction with vir-
tual contents. In this study, we propose a head-mounted three-dimensional image 
projection system that presents 3D images to users without using any physical dis-
plays, such as smartphones or AR glasses. By projecting anamorphosis that deforms 
according to the position of the user’s head, the system constantly presents 3D im-
ages to the user and improves the visual presence of the virtual contents. The head-
mounted device is helmet-shaped and weighs approximately 550g. In addition, a 
depth sensor attached to the device recognizes users’ hand movements. As a result, 
users were able to feel the three-dimensionality and presence of the projected con-
tents. In addition, users could grab and stack the projected contents with natural 
movements. 
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The second approach aims to realize parts creation support using interactive 
information. In this study, we propose a method that appropriately decomposes the 
virtual objects to be created and reproduces individual parts of the decomposed vir-
tual model as entities. The proposed method enables large-scale creative activities 
that are difficult to achieve with 3D printers and existing information projection 
technology. Specifically, the proposed method projects guidance information that en-
ables easy understanding of the placement of materials in the creation process. To 
realize this system, we propose a layered projection mapping technique. The pro-
posed system divides meshes using the approximate pyramid decomposition method 
and projects cross-sections of the decomposed parts as numbers. This makes it pos-
sible for ordinary creators without specialized skills to easily create large-scale mod-
els. Using the proposed system, we conducted experiments to create a virtual model 
of a hemisphere and a rabbit made of balloons. In the hemisphere production exper-
iment, we conducted production activities with and without the system. Using the 
proposed system, it was confirmed that it was possible to create a hemisphere that 
was closer to the pre-defined target size and shape. In the experiment of creating a 
virtual model of a rabbit, it was possible to create a balloon art of approximately 150 
cm in height without any interruption to creative activities. 

The above studies are information presentations for “objects.” The first method 
has intangibles, and the second approach has tangible information. Therefore, the 
former does not require a specific projection object, while the latter targets materials 
used in production. For interaction with free movement, there should be no limited 
information projection that interferes with free movement. To support the act of cre-
ating parts using materials, it is important to project information directly onto the 
materials and present interaction procedures. That is, we positioned the first method 
as a presentation of information to provide guidance on the production target to be 
created and to promote the understanding of its finished image. Additionally, we po-
sitioned the second method as the presentation of information to promote the under-
standing of how to actually create the parts. In this way, the two approaches added 
a seasoning to the visual information to facilitate production process. 
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The third approach aims to present the direction of an object’s presence to the 
user. To present the direction of presence using haptic feedback, we propose a haptic 
presentation system that uses a small pneumatic actuator to present the direction 
to users’ necks. Physical stimulation of the skin is an effective means of presenting 
a sense of presence to the user due to its clarity. Therefore, haptic presentation tech-
nology can be used in various ways, such as reproducing the sense of touch of virtual 
objects and guiding the users’ actions. To solve the problems of existing methods, 
such as the complexity and large size of devices, we developed a choker-type device 
that uses a small and easy-to-produce pneumatic actuator and can be used in daily 
life. Using the proposed device, we conducted an experiment on co-creative activities 
to determine whether creators could comprehend their partner’s actions. Creators 
depend on haptic feedback from pneumatic actuators, operated individually, to un-
derstand their partner’s movements and progress. As a result, creators were able to 
grasp their partner’s movements and the progress of their creation, allowing them 
to adjust the pace of their own creation and engage in communication. In this way, 
the proposed method added seasoning to the haptic information to enhance the sense 
of unity among creators. Another application of the proposed is navigational pur-
poses. Users can discern their walking direction via haptic feedback from pneumatic 
actuators operated individually. The proposed device enables users to sense the pres-
ence and direction of other users or objects. By providing both directional and part-
ners’ action information, it offers versatile applications depending on the situation. 
 
 

It is expected that the results obtained from this study will contribute to creative 
activity and knowledge science. This section discusses these contributions. 
 
 

Co-creation is an activity that fosters the creativity and intelligence of creators 
and provides a platform to communicate with others. As described in Chapter 2, an 
increasing number of events are providing opportunities to experience creative ac-
tivities using digital technology. In addition, creative experiences are being delivered 
through familiar devices, such as smartphones. Moreover, collaborative creation 
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allows ideas and information to be shared and combined. Therefore, collaborative 
creation, in which creators work together to achieve a common goal, gives them a 
sense of accomplishment and unity in their creative activities and brings about a 
fulfilling creative experience. Thus, when creators cooperate with each other in pro-
duction activities, they can promote communication, reduce stress, and share a sense 
of accomplishment. However, the level of knowledge, experience, and skill in creation 
varies from person to person, which can lead to discrepancies in the information 
shared and variations in the progress of the creation process. This makes it impossi-
ble to have a fulfilling production experience through collaborative creation. 

In this thesis, we propose three methods of presenting information to support 
production. These methods support important elements of collaborative activities 
among creators by providing a direction that encourages collaboration. For example, 
the study of anamorphosis image projection provides a way of interacting with vir-
tual objects in natural motion by projecting realistic images. It revealed that real-
time deformation of the anamorphosis image improves the realism of the projected 
contents. This makes it possible to see and interact with the projected contents in 
the same way as a real object. This effect makes it possible to observe the real object 
as if holding it in one’s hand and contributes to clarifying the image of the finished 
production target, which is necessary for collaborative creation. This induces 
knowledge sharing among creators. The study of layered information projection sim-
plifies the production process by projecting information directly onto the material. It 
revealed that the interactive presentation of the production process by information 
projection enables accurate placement of materials. The proposed method can be re-
produced in the real world using common materials, such as balloons, plastic bottles, 
and cans, by processing the object in the computer. This generates creative value in 
the form of artistic expression and new designs and induces collaboration among 
creators. The study of haptic presentation allows creators to understand the actions 
of collaborators from four directions. This provides an opportunity for creators to 
work while being aware of each other. Through production experiments, it became 
clear that understanding the actions of others through haptic presentation improves 
the sense of unity by allowing creators to imagine the situation of collaborators. This 
results in the prevention of creators' isolation and encourages conversation by 
matching the pace of production. It also enables the sharing of ideas and information 
necessary for collaborative creation and contributes to the establishment of cooper-
ative relationships. This encourages communication among creators. 

These methods focus on some of the key elements for collaborative creation in 
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production activities. They do not restrict the creators’ actions, nor do they use ex-
tensive systems. They also provide a way of understanding and sharing the image of 
the finished product, the production process, and the efficient production method, 
and guide goal achievement through collaboration. Experiments to confirm these re-
sults showed that the system performed well. Therefore, it is expected that the cre-
ation of opportunities for cooperative creation using visual and haptic stimuli ena-
bles the sharing of a sense of accomplishment and enjoyment of production and the 
realization of fulfilling production activities. 
 
 

The method used in this thesis presents information for creative activity sup-
port. The user recognizes the presented information. Then, they understand their 
impressions and actions toward the object to be created and others through interpre-
tation and imagination. Therefore, the production support information used in this 
thesis can create new interactions and communications. 

In the study of anamorphosis projection, the real-time deformation of the pro-
jected image adds the value of a three-dimensional effect to the flat projection image. 
Users were able to interact with the projected contents with natural movements and 
obtained a sense of its reality. In production activities, the complexity of an object’s 
shape and its large size can make it difficult to grasp the finished image of the object 
in advance. If it is difficult to grasp the image of the finished product in advance, it 
is also difficult to grasp the structure of the object and to devise a production process. 
This may lead to a decrease in motivation for those who are unfamiliar with produc-
tion activities. The proposed method for creating a three-dimensional effect allows 
the user to see the projected contents as if it were a real object. Thus, the creator can 
observe the contents of the projection as if holding a real object and can understand 
and interpret the contents while acquiring information about the production object. 
In this way, creators gain insights into the production subject, and the understand-
ing and interpretations become knowledge. This knowledge leads to a preliminary 
understanding of the finished image of the object to be created. Through observation, 
the creator understands the characteristics and structure of the object and is able to 
devise the design and process of production. This contributes to knowledge creation. 

The study of layered projection mapping gives value to objects as a medium for 
presenting information at each layer. This allows the user to obtain visual infor-
mation directly from the object. The system presented the production process to 
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users by dividing the model to be created into sections and visualizing the sections 
of the divided model as numbers. The projected numbers change according to the 
height of the balloon, and an animation is played. The user places the balloon in the 
correct position based on the numbers projected on the balloon. In this way, the real-
time recognition of the balloon’s position and height and the presentation of the pro-
duction process motivate the user to place the balloons correctly. In other words, the 
user searches for the correct position to place the balloon. By searching, the user’s 
ambiguous production process and balloon placement positions become accurate. In 
this way, the user understands how to create a three-dimensional object by under-
standing the production process. This leads to creative values, such as artistic ex-
pression and new designs. 

In the haptic presentation study, we developed a device that presents a sense 
of touch to the user. Sharing users’ production actions as tactile sensations improved 
the sense of unity between users. By inducing a pressure sensation by inflating four 
pneumatic actuators on the user’s neck, the user was able to recognize eight direc-
tions: forward, backward, left, right, and diagonal directions. We confirmed the use-
fulness of the proposed device in a walking experiment. In the creative activity ex-
periment, we presented haptic sensations from four directions to the user to share 
the collaborator’s creative act. This enabled the user to understand the status of the 
collaborator’s creation. We also found that understanding the situation led to adjust-
ments in the pace of the creator’s production and to conversation. In other words, by 
communicating the act of creation through the haptic senses, the creator can conduct 
production activities while imagining the situation of partners. This enables the 
sharing of ideas and information, contributes to the building of cooperative relation-
ships, and facilitates the creative process of collaboration and inspiration. The use 
of information and ideas obtained through sharing for common goals leads to the co-
creation of knowledge. 

In this way, the knowledge gained through the experience of projection and 
haptic presentation induces active user behavior and communication. This leads us-
ers to utilize their knowledge in creative activities and share it with others. The 
repetition of such actions creates new knowledge and enables the substantiation of 
new ideas. Facilitating collaborative creation is an important research approach for 
human communication. It is expected that the outcomes of these studies will contrib-
ute to knowledge science. 
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In this thesis, we propose a support method for elements that are important for 
multiple cooperative creations. In particular, we focused on clarifying the finished 
image of the production object to understand the common production goal, realizing 
large-scale production to recognize and share efficient production methods and im-
proving the sense of unity to prevent lack of communication and isolation of creators. 
To achieve this, we aimed to present users with production support information us-
ing projection mapping and pneumatic actuators for visual and haptic stimulation. 

The approach and outcomes introduced in this paper represent the early stages 
of a long-term research project. The next step is to enable more people to engage in 
collaborative production activities smoothly. To this end, we need to delve deeper into 
the elements of collaborative creation and consider appropriate support methods 
that align with the skills and experience involved in production activities. 
 
CCreation support through intuitive interactions    We propose a system that pro-
jects distorted images that deform according to the user’s head movements and ena-
bles virtual contents to be overlayed more naturally in the real world. By constantly 
presenting stereoscopic images according to the creator’s viewpoint, the creator is 
able to grasp the shape and scale of the object to be created in advance. In addition, 
we propose a method to support the creation of parts using interactive information 
and presented the process of creating parts to users. The results of this research 
make it possible for even those unfamiliar with production activities to easily engage 
in them. The approach and results reported here are the first phases of a long-term 
research project. At this stage, there are very few examples of applications and some 
limitations in interaction. The goal of the next phase is to produce a system with 
several applications and interactions and study further possibilities of the proposed 
system. For example, in a study concerning the projection of distorted images, it is 
possible for multiple people to view 3D images simultaneously by creating a device 
using Polymer Dispersed Liquid Crystal (PDLC) film [150]. This film becomes trans-
parent or opaque with the switching on or off of an electric current. This is achieved 
by operating the PDLC film at the same interval as the refresh rate of the distorted 
image presented to the user (Figure 6.1). Device improvement makes it possible to 
present images according to their skills, experience, and role in the production activ-
ity. 
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IImprovedd sensee off togethernesss throughh sharedd somaticc sensationn    We propose a 
haptic presentation system using air pressure, which can present a total of eight 
directions to the user: forward, backward, left, right, and in diagonal directions. Fu-
ture works include the possibility of automating the device. We expect that the pro-
posed device can be used for navigation in noisy environments and can serve as a
notification function for information terminals. In addition, we found that the crea-
tive activity experiment improved the sense of collaboration. This is expected to be-
come a new way of communication. This study is still in the preliminary stage, and 
experiments on the strength of the haptic sensation and the method of presentation 
from the perspective of the user’s skin sensation are still needed.

In the future, we will improve the three proposed systems to discuss more deeply 
the production of opportunities for collaborative creation. For the SAR method, we 
will reconsider the information projection equipment used and the method of projec-
tion. In addition, we will develop a method to present the presence of virtual content 
and effective production procedures to users. For the haptic presentation method, we 
will reconsider the haptic presentation points and presentation methods. Reconsid-
eration of points and presentation methods is for further utilization of haptic presen-
tation and more effective patterns of haptic presentation. In the study of anamor-
phosis image projection, a depth sensor and small projector are connected to the com-
puter by a long cable. In the haptic presentation research, a long silicone tube is 
connected to the air pressure source. Although the long cables did not restrict users’
actions, they may hinder users’ actions in actual production activities. Therefore, it 
is necessary to make the devices wireless. In this way, future challenges will include 
improving systems and devices, further exploring the elements necessary for collab-
orative creation, and considering appropriate support methods tailored to the skills 
and experience in production activities.
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Examples of digital attractions are shown in Table A.1.

1 Flyingg Paint https://flyingpaint.canvas-works.jp
Coloring and drawing activity using coloring pages. The pictures are dis-
played on the screen and move around.

2 NURIEE STADIUM https://nurista.canvas-works.jp
A coloring book-style battle of insects. The user shakes a handheld device 
to control the bugs on the screen.

3 PhotoPhotoo 
https://photophoto.canvas-works.jp

Sharing a favorite photo displayed on a monitor that shows a Christmas 
tree, a shrine, or similar scenes.

4 ARR Zoo https://pro-radix.co.jp/tron/ar-zoo/
Synthesizes real-time camera footage with animated animals (CG anima-
tion) and displays it on digital signage

5 Ecoo Link https://www.siminplaza.co.jp/?tid=104282
Projection mapping at an ice-skating rink. Capable of projecting images 
suitable for different seasons

6 Historicall Experiencee ARR 
https://www.nissha-comms.co.jp/products/ar_vr/articles/arscene1.html

Pointing a smart phone at an exhibit triggers the display of information, 
animations, and sound.

7 Crosss Shinjukuu Visionn 
https://shinjuku.xspace.tokyo

Displaying three-dimensional images on a giant signage installed on a 
building. It includes effects such as talking to passersby.

8 Sekisuii House'ss Projectionn Mappingg 
https://www.canvas-works.jp/ - -

/
As a sales tool, an interactive 'Touch and Learn Projection Mapping' has 
been introduced. Panels installed inside a model house feature illustrations 
of a living room, and various points are equipped with touch points 
(switches that start a video when touched).

9 Snoww Whitee Magicc Mirrorr Digitall Signage http://oh-ooh.com/?p=993
A mirror-shaped digital display is installed, inspired by the Magic Mirror 
from the movie 'Snow White'. When someone is reflected in the mirror, a 
message appears saying, 'My Queen, you are the fairest of them all.'

10 FXMIRROR http://www.fxmirror.net/en/main
A digital fitting system equipped with a large display and a camera that 
shows the full body. It reflects the user's facial expressions and body move-
ments in real-time, allowing them to objectively see themselves wearing 
the outfits.
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11 KKomaki Starlight Dome 
https://waivan.jp/wp/komakiekimae-illumination2017/  

Using a smartphone, constellations appear in the dome's sky. It's a unique 
illumination that showcases the distinctiveness of Komaki, a city known 
for its aerospace industry. 

 

12 FFloor Planetarium (https://toyamadays.com/archives/21004746.html) 
Digital art where constellations shine on the floor." 

 
13 SSunari Festival VR Experience 

https://www.canvas-works.jp/vr /  
Expressing the UNESCO Intangible Cultural Heritage 'Sunaari Festival' 
through VR and projection mapping.  

14 HHADO (https://hado-official.com/) 
A futuristic sports activity 'HADO' that incorporates AR technology. Play-
ers wear a head-mounted display and arm sensors, enabling them to un-
leash special moves in sync with their body movements. It brings the world 
of magic to life with an overwhelming sense of presence. 

 

15 MMaybe? Ghost Shooting Gallery  
(https://partners.eventbank.jp/case/3278/1228/) 
A large-screen shooting game that combines the fun of shooting down 
prizes in a shooting gallery with the excitement of a gun-shooting game 
where you defeat ghosts one after another. It's a digital shooting game that 
merges these two enjoyable experiences. 

 

16 RRobot Ride Car Shooting 
https://cerca-inc.com/ / / /  

Scans the space and sets a course. A ride car that does not require rails or 
lines. It can also be combined with VR or MR technologies.  

17 WWater Screen (https://partners.eventbank.jp/case/3259/1228/) 
An installation using a water screen, where fine control of water jets cre-
ates a screen. It projects 3D images representing the four seasons of Japan 
from projectors.  

18 AAR Mirror World (https://partners.eventbank.jp/case/2913/1228/) 
In this setup, another version of oneself appears on the monitor or screen, 
as if reflected in a mirror. It allows for a unique experience where you can 
mimic yourself or play together.  

19 MMagic Touch Wall (https://partners.eventbank.jp/case/2912/1228/) 
A content where touching illustrations drawn on the wall brings them to 
life. For instance, touching a clown starts it juggling, and touching a bird 
makes it fly away, thus animating the drawings.  

20 HHuis Ten Bosch Projection Mapping  
(https://partners.eventbank.jp/case/2889/1228/) 
Large-scale projection mapping displayed on 'Stadhuis,' a reproduction of 
the city hall in Gouda, Netherlands, located in Huis Ten Bosch. It projects 
beautiful scenes of blossoming flowers and other impressive visuals.  

21 TThe Great Magic Wall  
(https://www.tanaka-denki.co.jp/biz-emo/product/asobeats/) 
"In front of the Great Magic Wall, when you move your hands or body, char-
acters move in response and effects like stars appear. It's also possible to 
take photos on the spot and display facial photos. 

 

22 DDigital Coloring Circuit (https://partners.eventbank.jp/case/2526/623/) 
Users can create own original car and make it appear on the circuit. After 
freely coloring a car and completing it, scanning it with a scanner makes it 
appear in 3D on the circuit.  

23 IInteractive Digital Art (https://partners.eventbank.jp/case/2455/623/) 
Digital art where touching butterflies, petals on a huge wall, or fish in the 
water on the floor makes them move or approach humans, offering various 
interactive elements. Not just for viewing, but also for experiencing and 
playing. 
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24 AAnimal Chase (https://www.tanaka-denki.co.jp/biz-emo/product/asobeats/) 
A piece where you can play tag with animals and various patterns projected 
on the floor. The animals and patterns run away or disappear. 

 
25 TTsumiki DE Rhythm  

(https://www.tanaka-denki.co.jp/biz-emo/product/asobeats/) 
By freely arranging blocks on a table, various rhythms can be created. Al-
lows for the creation of unique rhythms  

26 CCajon DE Game 
 (https://www.tanaka-denki.co.jp/biz-emo/product/asobeats/) 
A rhythm game using a cajon. Two players cooperate to hit arrows that 
appear one after another.  

27 KKeyboard Hockey  
(https://www.tanaka-denki.co.jp/biz-emo/product/asobeats/) 
A new sensation competitive hockey game using a keyboard. Players hit 
the keys in time to get more balls into the opponent's goal for a win.  

28 AAiming Music Box  
(https://www.tanaka-denki.co.jp/biz-emo/product/asobeats/) 
A game where you use your shadow projected on the screen to catch falling 
notes into a music box. Catching many notes produces beautiful melodies 
and mysterious sounds. 

 

29 PPanet Hunt (https://www.tanaka-denki.co.jp/biz-emo/product/asobeats/) 
A game where you hit balls at planets appearing on the wall to save many 
planets. After the game, overall power and level are displayed.  

30 RRhythmic Drum  
(https://www.tanaka-denki.co.jp/biz-emo/product/asobeats/) 
A cooperative rhythm game where players play instruments with sticks to 
the music. Aim for a high score by hitting arrows that fall from above in 
time with the music. 

 

31 TTrampolism (https://www.tanaka-denki.co.jp/biz-emo/product/asobeats/) 
Jumping produces mysterious sounds and LED lights that synchronize and 
light up.  

32 PPlanet Chase (https://www.tanaka-denki.co.jp/biz-emo/product/asobeats/) 
Playing tag with planets and aliens projected on the floor makes mysteri-
ous sounds, and the aliens run away or disappear.  

33 DDrawing Paradise  
(https://eventsolution.techceed-inc.com/oekakiparadise/) 
Scanning a colored drawing makes it appear and move within the projected 
image on the wall.  

34 PPaint Sandpit (https://eventsolution.techceed-inc.com/paint-sunaba/) 
Art that creates various visual expressions by recognizing the shape of 
piled or carved sand with a depth sensor. The content of the projection 
changes with the height and depth of the sand, creating mountains and 
seas. 

 

35 BBubble Touch (https://eventsolution.techceed-inc.com/bubble-touch/) 
An installation where touching the displayed image creates or bursts bub-
bles, changing the image according to the touched bubbles. 

 
36 VVirtual Aquarium Experience  

(https://eventsolution.techceed-inc.com/archglass/) 
An experience using AR glasses to explore an aquarium. Allows for sum-
moning creatures and feeding them through gesture input.  

37 DDINO Race & Craft (https://www.asobiski.com/dino-race) 
A game where you scan a dinosaur coloring and participate in a race. You 
can make the dinosaur run by stepping on a foot panel shaped like dinosaur 
footprints  
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38 SSky Work Costume - Transformation Signage  
(https://partners.eventbank.jp/case/2071/561/) 
When a person appears on screen, the camera detects them and displays 
an airplane pilot's uniform matching their height. It also recognizes side 
profiles, showing the side view of the uniform. The transformation adapts 
to both adults and children. 

 

39 BBall Game (https://www.sasuke-interactive.com/contents/ballgame.html) 
A game where you protect a baby jellyfish engrossed in food by hitting en-
emies with a ball. There's no limit on the number of players, and the play-
time is 1 minute.  

40 DDigital Aquarium  
(https://www.sasuke-interactive.com/contents/aquarium.html) 
Paint your favorite fish, scan the drawing, and it appears swimming in a 
large projected ocean. You can also drive away predators by touching the 
screen. There's no limit on the number of players or playtime. 

 

41 PPaint Wall (https://www.sasuke-interactive.com/contents/paintwall.html) 
Use a controller to graffiti on a wall. Choose colors from a tablet and paint 
on the screen. When 80% or more of a model like a car or airplane is 
painted, it changes its movement and flies away. Suitable for 1-3 players, 
with no set playtime. 

 

42 MMessage Tree  
(https://www.sasuke-interactive.com/contents/messagetree.html) 
Messages written by visitors are scanned and displayed on a screen, be-
coming part of a large tree. This participatory digital content turns many 
messages into a large tree, providing a memorable experience. There's no 
limit on the number of players or playtime. 

 

43 RRUN!RUN!RUN!  
(https://www.sasuke-interactive.com/contents/run.html) 
"Choose a course, and a character appears to race with you. A foot sensor 
detects your running, moving the characters from left to right on the screen 
as you run. Suitable for 1-3 players, with a playtime of 1 minute. 

 

44 SSamurai SWORD  
(https://www.sasuke-interactive.com/contents/samuraisword.html) 
An action game where you swiftly cut objects like fruits, monsters, and 
trees. Objects range from tiny rice grains to huge planets and treasure 
chests. Suitable for 1 player, with a playtime of 1 minute. 

 

45 GGET at UFO! (https://www.sasuke-interactive.com/contents/ufo.html) 
Control a UFO on the screen by moving your hands. The faster you move, 
the faster and higher the UFO goes. Collect icons for points. Suitable for 1 
player, with a playtime of 1 minute. 

 

46 BBalloon Fantasy  
(https://www.sasuke-interactive.com/contents/balloon.html) 
An interactive content where moving hands and feet makes projected bal-
loons bounce or burst. Suitable for 1-3 players, with no set playtime. 

 

47 MMoving Art  
(https://www.sasuke-interactive.com/contents/movingart.html) 
Perform actions in front of framed famous paintings to make them come to 
life, revealing the artist's intent and hidden mysteries. It's an experiential 
way of appreciating art. Suitable for 1 player, with no set playtime. 

 

48 DDigital Tangram  
(https://www.sasuke-interactive.com/contents/tangram.html) 
"An educational game where you fit 7 blocks into projected silhouettes on 
a table. Once complete, the blocks are colorfully illuminated, and the ar-
ranged objects like rockets or dinosaurs come to life. Engaging for both kids 
and adults. Suitable for 1-4 players, with no set playtime. 

 

49 MMy Motion (https://www.sasuke-interactive.com/contents/mymotion.html) 
A system that senses the movement of hands and feet, causing various 
changes like drawing trails or displaying effects. The changes automati-
cally vary every few seconds. Suitable for 1-3 players, with no set playtime. 
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50 PPhotoShuShu https://shushuevent.studio.site  
An interactive feature called 'Photo Shushu' where photos taken with a 
smartphone are 'whooshed' onto a screen. 

 
51 TThe Sound of Mingling (https://www.c-and.info/mingling) 

A digital art piece that changes visuals in response to sound. It identifies 
pitch and volume, altering the hues of ink. 

 
52 LLaser Gun and Sensor Survival Game  

(https://partners.eventbank.jp/case/1783/730/) 
Laser guns with built-in speakers produce powerful gunshot sounds. With 
added vibrations and lights, it feels like experiencing a real-life video game.  

53 VVR Hang Glider (https://valeur3.com/vr-hangglider/) 
"Offers a realistic flying experience using actual footage of flying through 
the sky. Participants hold onto a real hang glider fixed to the ground. Play-
time is 2 minutes for 1 player. 

 
54 VVR Wheelchair Marathon (https://valeur3.com/vr-wca/) 

Uses real footage of a wheelchair marathon for an authentic experience. 
Participants sit in an actual wheelchair fixed to the ground. Playtime is 20 
minutes for 1 player. 

 
55 VVR Hot Air Balloon (https://valeur3.com/vr-hotairballoon/) 

Provides a realistic experience of flying in a hot air balloon using actual 
footage. Participants board a real hot air balloon fixed to the ground. Play-
time is 60 minutes for 1-4 players. 

 
56 GGITAL GOLDFISH SCOOPING (https://www.aid-dcc.com/works/dgs/) 

Participants submerge a 'Galaxy S7 edge' into a 60-inch water tank at the 
booth. Goldfish appear on the device screen, and tilting the device controls 
their movement. The game uses sound and vibration for a realistic sensa-
tion. 

 

57 VVirtual Golden Ratio Pouring  
(https://www.aid-dcc.com/works/ogonhisosogi/) 
A web content where users tilt their smartphones to pour virtual beer, aim-
ing to match a pre-set ideal pouring guide. The difference between the 
guide and the actual tilt and timing determines the result, scored in 10 
stages. It uses liquid physics simulation and gyro sensors. 

 

58 AAsobi Glico (https://www.aid-dcc.com/works/asobiglico/) 
Recognizing animal toys with a smartphone or tablet camera, the recog-
nized toys move around the screen. It's a simple, touch-based experience 
designed to be intuitive and engaging for children. 

 
59 DDRAW and RELEASE (https://www.aid-dcc.com/works/drawandrelease/) 

Draw on a smartphone screen using a dedicated app, then submerge it in 
a water tank at the booth. The drawing comes to life and moves from the 
smartphone screen to a monitor installed below the tank. 

 
60 CCOROLLA! presents MIXED REALITY LIVE!  

(https://www.aid-dcc.com/works/toyota_corolla/) 
A world-first MIXED REALITY LIVE experience, blending reality and vir-
tual through goggles. The audience participates in the live event using spe-
cial goggles (Hacosco), experiencing a unique mix of real space and 360-
degree virtual reality. 

 

61 SShadowing (https://chomkorosier.com/about.php) 
Records shadows under a streetlamp and presents them to other passersby. 
It allows people to encounter someone who was there at a different time 
and leave their own shadow for the next person. 
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62 QQuantum Space (https://www.breezecreative.com/quantum-space) 
An interactive projection mapping on all walls of a room, creating real-time 
abstract visual expressions based on participants' movements and auto-
mated parameters. 

63 MMultiple Shadow House  
(https://olafureliasson.net/artwork/multiple-shadow-house-2010/) 
An installation with a wooden frame and semi-transparent projection 
screens as walls. The screens are lit by differently colored lamps, creating 
vivid monochrome hues. Visitors entering this structure cast overlapping 
colored shadows on the walls. 

64 IImmersive Shadow: Bubbles  
(https://www.artagenda.jp/exhibition/detail/8312) 
An interactive experience where you can touch and bounce colorful balls 
projected on the wall using your shadow.  

65 YYubisaki ni Saku (https://ponboks.com/playworks/yubisaki/) 
Moving your hand in front of the wall creates kaleidoscope-like, multifac-
eted floral patterns. Anyone can create unique flower shapes, regardless of 
their drawing skills.  

66 SShadow+ (https://www.artagenda.jp/exhibition/detail/8312) 
Enjoy a mystical space where geometric patterns and vivid colors appear 
within your shadow, blending shadows and visuals. 

 
67 CCollision and Dispersion  

(https://www.artagenda.jp/exhibition/detail/8312) 
Chase after many fragments spread on the floor, and they will gather or 
scatter based on their shape and color.  

68 TThrow, Hit, Spread (https://www.nzu.ac.jp/blog/digital/nageru_consept) 
A playful installation where throwing balls at a 40-panel wall with sensors 
triggers the spread of images and sounds from each panel. 

 
69 FFantasy Theater (http://teruaki-tsubokura.com/works.php?ar_id=19) 

A theater featuring phantom creatures. Standing on stage, participants 
transform into legendary creatures and freely enact their stories.  

70 vvoid Sailing(); (http://teruaki-tsubokura.com/works.php?ar_id=18) 
A work depicting a small sailboat floating on water. However, the water is 
not real, and the boat sails on the imaginary waters created by human im-
agination. 

71 FFantasy Diorama (http://teruaki-tsubokura.com/works.php?ar_id=17) 
Running toy cars on a table creates roads and landscapes behind them. 
Flying them in the air transforms them into airplanes or helicopters, and 
linked cars become trains. This work visualizes the world of imagination 
created by children playing with cars. 

73 IInvisible Sculpture (http://teruaki-tsubokura.com/works.php?ar_id=15) 
An empty display stand with a palpable presence. This art invites viewers 
to search and imagine the shape of an invisible sculpture. It explores the 
boundary between reality and virtual reality (VR), focusing on how the 
brain interprets the presence of something that doesn't exist. 

 

74 AAchromatic World  
(http://teruaki-tsubokura.com/works.php?ar_id=14) 
A narrative-participatory live painting show. Participants enter a giant sto-
rybook world, chasing a shadow girl named 'Silue' who stole colors from 
forest animals. The immersive space features 20m long projection map-
ping, lighting, 3D sound, wind, bubbles, scents, and floor vibrations. 

 

75 DDuring the Night (http://teruaki-tsubokura.com/works.php?ar_id=16) 
Expands the concept of live painting into a story with a beginning, middle, 
and end, similar to a play or movie. The audience physically experiences 
accidents and incidents in the story and helps complete the painting, 
thereby eliminating the distance between the artist and the viewer. 
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76 TTsukumogami (http://teruaki-tsubokura.com/works.php?ar_id=10) 
Standing in front of the screen and moving allows you to see 'Tsukumogami' 
forms. The work represents human figures using discarded objects, encour-
aging viewers to reconsider the importance of treasuring possessions.  

77 VVertexceed (http://teruaki-tsubokura.com/works.php?ar_id=9) 
In the 3D CG world, everything is made of triangles formed by three 'ver-
tices.' This work explores these vertices as the origin of the digital space, 
connecting the real and digital realms. By touching multiple 'vertices' on 
the wall, users can 'exceed' (go beyond) the real space into the digital. 

 

78 NNanairo Komichi (http://teruaki-tsubokura.com/works.php?ar_id=7) 
What appears to be a simple path becomes interactive when people walk 
on it, with colors and lights emanating and blending with those from oth-
ers. The resulting art changes over time and can never be seen in the same 
way again. 

 

79 SShadow Touch (http://teruaki-tsubokura.com/works.php?ar_id=1) 
An installation that challenges the notion that shadows are created when 
light is cast on objects, creating an interactive space that blurs the line 
between reality and digital, achieved through digital technology and illu-
sion. 

 

80 eensemble silhouette (http://msnr-mymt.net/works/ems/index.html) 
An interactive music device that lets strangers connect through sound, cre-
ating unexpected melodies. By placing star silhouettes on flowing staff 
lines, various melodies play, forming a mysterious ensemble.  

81 ttoatope (https://ponboks.com/playworks/toatope/) 
Inspired by shadow play, this interactive artwork animates shadows of 
hands cast on a table, giving life to shadow creatures of varying sizes and 
shapes.  

82 MMate (https://ponboks.com/playworks/mate/) 
Putting on a pointed hat of your favorite color activates 'mates' (compan-
ions) of the same color that mimic your movements. Tilt your body or jump, 
and the mates respond similarly, enhancing the sense of companionship.  

83 BBlack Cat Cross (https://ponboks.com/playworks/kuroneko/) 
Six black cats that look at you when you approach. Even when a person 
moves, squats, or jumps, they continue to stare at the person's face. Their 
side profiles differ, revealing unique traits and hidden aspects from differ-
ent angles. This interactive work focuses on the crossing of gazes between 
participants and the cats 

 

84 kkotonoha (https://ponboks.com/playworks/kotonoha/) 
Speaking into a hole transforms spoken words into walking shapes that 
roam freely. Expressions like 'thank you' or 'idiot' change the shape, sug-
gesting that words carry the speaker's emotions and personality.  

85 YYukue On (https://ponboks.com/playworks/yukue/) 
Voices blown into an entrance become lines of light running on the table's 
paths, eventually reaching an exit and transforming into various sounds. 
This interactive piece lets users enjoy the journey of sound. 

86 DDenden Musubi (https://ponboks.com/playworks/denden/) 
An interactive work inspired by the concepts of communication and con-
nection. Panels create various lines of light when connected, resembling 
inter-panel communication or invisible ropes. 

87 MMr. Facebox (https://ponboks.com/playworks/mrfacebox/) 
A face box that interacts with the expressions of the person wearing it. 
Opens its mouth, blinks, and moves its pupils in sync with the wearer. Ima-
gines a future where people choose faces like clothes or avatars. 

88 MMiru Ensemble (https://ponboks.com/playworks/ensemble/) 
An interactive visual representation of ensemble and harmony in music. 
Placing hands on the wall generates music and animations. Moving hands 
while holding creates a shared musical experience. 
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89 KKatachi no Sumika (https://ponboks.com/playworks/katachi/) 
Shapes find their home in various forms placed on a table. The shapes 
change to fit the objects, exploring different forms and stories of 'shape'. 

 
90 HHaguruma to Susumu (https://ponboks.com/playworks/haguruma/) 

A space-themed interactive work with planetary and flying objects on gears 
that move when stepped on. Combines motorized mechanisms with pose 
detection programming.  

91 KKanaderu Sagashi (https://ponboks.com/playworks/kanaderu/) 
Placing musical note panels on a table makes tadpoles swim to them, cre-
ating ripples and sounds. Arranging multiple panels creates various musi-
cal connections, inviting playful exploration.  

92 mmimi Action (https://ponboks.com/playworks/action/) 
Pressing the cushion's center releases light particles of various shapes, 
which return to the cushion when released. The cushion's small world 
bursts into the exhibition space, creating a wondrous atmosphere.  

93 TTsukurite (https://ponboks.com/playworks/tsukurite/) 
An interactive work where moving user’s hands inside creates puppet char-
acters that mimic the movements. Making shapes like rock or paper moves 
and assembles blocks, building houses and forests, expanding a town. 

94 PPLRAY (https://ponboks.com/playworks/plray/) 
Pushing a tabletop light sends beams into the monitor, animating as if they 
have a will of their own. It creates a mysterious sensation of communi-
cating with light, blurring the line between physical and digital spaces. 

95 KKaogocco (https://ponboks.com/playworks/kaogocco-park/) 
An experience where faces are the focus. Sitting in a chair and moving your 
face brings it to life as various animals. The movements and expressions 
are memorized, creating animated behaviors. 

96 AActors (https://ponboks.com/playworks/actors/) 
An interactive piece where everyday objects like clocks, backpacks, and 
dishes 'act.' Speaking lines into a mic animates these objects with mouths, 
eyes, and mustaches, syncing their speech. 

97 HHitokoto Motion Kotom (https://ponboks.com/playworks/kotom/) 
Draw words or pictures on a tablet, stand in front of a camera with a speech 
bubble panel, and your creation comes to life as brushstroke motions within 
the panel. It's a machine that creates unique mini-videos based on your 
drawings and words. 

 

98 nnew angles  
(https://www.designboom.com/design/super-nature-new-angles-interac-
tive-light-installation/) 
A collection of hexagonal objects that emit various colors. The installation 
responds to movements and gestures of participants, creating a softened, 
mimicking light. 

 

99 TThe Wonderwall  
(https://www.trendhunter.com/trends/wonderwall-by-likearchitects) 
An interactive experience where walking on a circular, sensor-equipped ob-
ject triggers colorful light emissions.  

100 IInteractive Typographic Installation  
(http://www.notabenevisual.com/#/works/in-order-to-control/) 
Participants' shadows transform into letters. They step into a letter-pro-
jected area and project the letters onto their bodies, creating a fascinating 
blend of shadow and typography.  

101 CColored Shadow  
(https://www.exploratorium.edu/exhibits/colored-shadows) 
Colorful shadows of participants and objects are displayed, moving in sync 
with their real-life movements.  
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102 EEGO (http://www.exile.at/ego/) 
Recognizes participants' movements and displays them as abstract stick 
figures, emphasizing and distorting the movements to explore the relation-
ship between subjective and objective perspectives.  

103 AAudience Into Bubble  
(https://www.facebook.com/nightmuseumkana-
zawa/posts/2458553447761780/) 
Participants' faces turn into bubbles and are projected on the wall. An in-
teractive art piece where every visitor becomes part of the exhibit. 

 
104 TThe Magic Arts  

(https://www.facebook.com/nightmuseumkana-
zawa/posts/2458553447761780/) 
An interactive work where various effects are projected in response to hand 
movements. Participants can feel like a magician controlling fire or a 
skilled swordsman, capturing these moments in photos or videos. 

105 IInteractive Omikuji  
(https://www.facebook.com/nightmuseumkana-
zawa/posts/2458553447761780/) 
Users ring a projected bell rope, summoning a dragon from behind a torii 
gate that reveals their fortune. Depth sensors detect hand movements for 
ringing the bell. 

106 Rain  
(https://www.facebook.com/nightmuseumkana-
zawa/posts/2458553447761780/) 
Participants step under projected moving umbrellas to shelter from the 
rain. Staying under an umbrella long enough stops the rain and reveals a 
rainbow. Participants are displayed as primitive humans who can catch the 
rain. 

107 KKAGE (https://plaplax.com/works/217/) 
An interactive installation where touching cones on the floor makes their 
shadows move and transform into various shapes. 

108 TTemari to Kage  
(https://www.jstage.jst.go.jp/article/inctki-
youpre/49/0/49_KJ00005074903/_pdf/-char/ja) 
An experience where participants grab projected temari (handballs) using 
a device in front of them. An intuitive and simple shadow play. 

109 CChainy × Fireworks Design  
(https://furo.org/ja/works/chainy/exhibition.html) 
Choose and combine fireworks to enjoy them visually and tactually on a 
15m large screen. Chairs with multiple rotating tactile elements (motors) 
provide tactile feedback. 

110 MMusic Concert for the Deaf (https://japanphil.or.jp/concert/20180422) 
ORCHESTRA JACKET: A jacket with small speakers that convert sound 
into vibrations, offering a full-body sound experience. 
 
SOUND HUG: A simplified balloon device of the ORCHESTRA JACKET 
concept. It has a small vibrating speaker inside, allowing users to feel the 
speed and rhythm of music through vibrations. Also includes LEDs that 
visually represent the music. 

111 KKukkuru  
(https://www.canvas-works.jp/works/ /) 
An educational content where letters are combined to form words. It's in-
tuitively operable and enjoyable for everyone from small children to adults.   
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112 DDigital Hanabi  
(https://www.canvas-works.jp/works/experiencedigitalart-hanabi/) 
Throw icons from a smartphone towards a screen to launch fireworks. No 
app installation is needed; participation is easy with just a QR code scan.  

113 CCamera-ju (https://www.asobiski.com/camera-ju) 
A digital content using digital cameras. Pictures of children taken with the 
camera are printed on the face of a Santa origami, and folding the printed 
Santa completes the origami, combining digital and analog experiences. 

114 AAR Signage  
(https://www.canvas-works.jp/works/experiencedigitalart-3dhalloween/) 
When people stand in front of the monitor screen, they transform into Hal-
loween monsters. The three contents include a giant pumpkin, a horned 
devil, and a witch with a broom, offering a wide range of mystical experi-
ences for both children and adults. 

115 WWall and Floor Projection Content  
(https://www.canvas-works.jp/works/spaceproductiondigitalart-oto-
ginomori/) 
A permanent wall and floor projection content. It responds to people with 
sensors, changing visuals or transforming landscapes over time, offering a 
variety of worldviews to enjoy. 

116 VVR Home Run (https://www.frontier-i.co.jp/fdb/detail01.html) 
An immersive baseball experience that can be enjoyed indoors. Partici-
pants compete by hitting balls for points. 

117 SSpapa! Fruit VR (https://www.frontier-i.co.jp/fdb/detail02.html) 
A controller in hand becomes a sword or an electric saw, cutting fruits and 
zombies in front of you. Scores accumulate as you slice the targets. 

118 VVR Urban Escape (https://www.frontier-i.co.jp/fdb/detail03.html) 
An exhilarating shooting game where participants experience the thrill of 
crossing a narrow bridge, feeling a sense of vertigo when looking down. 

119 II am fish! (https://www.frontier-i.co.jp/fdb/detail04.html) 
An interactive digital attraction where participants turn into fish and ap-
pear on the display 

120 CCrab-san Dash (https://www.frontier-i.co.jp/fdb/detail06.html) 
"An exhilarating race attraction where the avatar 'Crab-san' runs in sync 
with the participant's stepping movements. 
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All instruction manuals in the creation activity study are shown in Figure B.1, 
Figure B.2. and Figure B.3 
 

 



 

 
 

165 

 



 

 
 

166 

 


