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Abstract

High-performance electronic and optoelectronic devices rely heavily on efficient charge trans-
port at material interfaces. This study investigates critical factors influencing contact resis-
tance in 2D-semiconductor/metal contacts through computational modeling. We focus on two
promising 2D semiconductors: phosphorene and transition metal dichalcogenide (WS2). A
comprehensive analysis of 18 different metal electrodes (Ag, Al, Au, Co, Cr, Cu, Mo, Nb, Ni,
Pd, Pt, Ru, Sc, Ta, Ti, W, V, and Zn) for phosphorene reveals the interplay between mechanical
and electrical properties at the interface. This broad exploration allows for identifying optimal
electrode materials that minimize contact resistance. For WS2, we strategically downselected
six metals (Ag, Au, Cu, Pd, Pt, and Sc) with varying electronegativity and work function. This
targeted approach ensures a thorough understanding of the mechanical and electrical behavior
of WS2/metal interfaces while maintaining applicability to diverse contact scenarios. Building
upon established knowledge, we further explored the potential of substitutional dopants (C, Cl,
P, N, O, and F) in WS2 to enhance contact properties. Our investigation evaluates several in-
terface properties for their effectiveness in reducing contact resistance and ultimately achieving
superior performance in 2D semiconductor devices. Notably, our study reveals that metal se-
lection can be a feasible approach for phosphorene-based contacts, while for WS2, C, P, and
N-doping can lead to reduction in Fermi level pinning (FLP), a highly desirable outcome, with-
out compromising the mechanical stability of the interface. At the same time, Cl and F-dopants
can provide a path to lower the n-type Schottky barrier height (SBH). Our method provides
an alternative approach to reduce the FLP that doesn’t increase the tunneling barriers, which
is not observed with other interface engineering methods. This work can guide further experi-
mental work in designing and accelerating the discovery of optimal and low-energy consuming
2D-semiconductor/metal interfaces.

Keywords: Schottky barrier, ab initio, Phosphorene, WS2, semiconductor-metal interface, Tun-
nel barrier, metal-induced gap states, Fermi level pinning, Contact resistance, Interface dipole
formation
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Chapter 1

Introduction

1.1 Background
The emergence of advanced computational capabilities, accompanied by the development of
computational methodologies, has led to remarkable progress in the field of computational
materials modeling. This progress has greatly facilitated the exploration of diverse material
compositions and configurations, encompassing solids, liquids, and molecules, across various
domains of physics and chemistry. As a result, we have witnessed a transformative shift in the
pursuit of groundbreaking materials discovery and the modeling of interfaces within heteroge-
neous structures. These advancements have far-reaching implications, particularly in the field
of electronics, optoelectronics, and biomedical applications. In the context of materials science,
these advancements have enabled researchers to peer into the complex electronic and atomic
structures of materials with unprecedented precision. By accurately simulating the behavior
of atoms and electrons, scientists can predict materials properties, discover new materials, and
optimize the existing ones utilizing computational codes developed for this purpose. This has
profound implications for industries ranging from electronic to aerospace, as it expedites the
development of high-performance materials for different applications. More importantly, com-
putational modeling has the potential to reduce the cost of experiments by helping researchers
focus their efforts on the most promising and relevant materials combinations. By simulating
the properties and behavior of materials, for example in the electronics industry, we can quickly
identify which combinations of semiconductor and metal interfaces as electrode materials are
likely to exhibit desirable characteristics or meet specific criteria, allowing researchers to fine-
tune interface materials for specific applications without the need for extensive trial-and-error
experimentation.

Ab initio density functional theory (DFT) calculations have significantly advanced the field
of electronics by providing detailed insights into the properties of various materials, including
semiconductors and metals. DFT calculations enable researchers to predict and understand the
electronic structure of materials from first principles. There has been a surge of DFT-based stud-
ies [1, 2, 3, 4] devoted to electronic structures and properties of material surfaces and interfaces.
This knowledge is vital for understanding charge transport at interfaces giving insights into a
specific device application, underscoring the capabilities of the first principles-based computa-
tional framework.

Due to their exceptional mechanical, optical, and electronic properties, two-dimensional
materials (2DMs) have attracted significant attention in the scientific community over the last
fifteen years [5, 6]. Among these materials, graphene and transition metal dichalcogenides
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(TMDs) are being investigated as possible candidates for sub-2nm CMOS technology nodes [7,
8, 9]. Nevertheless, the zero band gap of graphene limits its usefulness in low-power logic cir-
cuit applications; on the other hand, phosphorene and TMDs are promising 2D semiconductors
that could replace 3D semiconductors in the next generation of electronic industry. However,
high contact resistance at the 2D-semiconductor-based metal-semiconductor (MS) interface is a
major barrier to the realization of 2DM-based FETs, even though metal contacts are important
for allowing carrier movement between the circuit back-end and FETs. This challenge must be
addressed because low contact resistance can seriously impair the overall performance of FETs.
Moreover, in the atomic thin limit of 2DMs, contact resistance is primarily controlled by the
characteristics of the metal-semiconductor interface. For this reason, a thorough investigation
of MS interface is necessary to determine the factors influencing contact resistance and gain
insights to further the technological understanding of 2DM-based FETs.

To better understand appropriate contact properties, we have computationally modeled sev-
eral metal-semiconductor contacts with phosphorene and transitional Metal dichalcogenide
WS2 semiconductors for next-generation electronic and optoelectronic devices. In the last few
years, various metal-phosphorene interfaces have been studied: both theoretically and experi-
mentally. It is quite difficult to work with such sensitive materials as 2D semiconductors when
fabricating devices experimentally; the potential for imperfect interfaces casts a shadow over
the interface properties, as impurities like resist residues or other fabrication anomalies can
significantly affect the contact resistance. As a result, it is increasingly challenging to derive
a clear relationship between the contact resistance and interface properties from experiments.
On the other hand, addressing the challenge of contact resistance at the metal/semiconductor
interface, in TMDs, continues to be difficult due to the inevitable Fermi level pinning (FLP)
effect near the conduction band minima. Although various interface engineering techniques
have been explored to mitigate FLP by reducing the chemical interaction between the metal
and semiconductor, they often result in lower adhesion and higher tunneling resistance, leading
to poor interface quality. Moreover, a promising solution to overcome these limitations lies
in the use of substitutionally doped semiconductor/metal interfaces. Through first-principles
calculations, we have conducted a comprehensive study on S-substituted WS2-metal interfaces
involving commonly used metals such as Ag, Au, Cu, Pd, Pt, Sc, and Ti. Additionally, we
have explored the incorporation of non-metallic dopants, namely C, Cl, N, F, O, and P into the
WS2 surface. Our analysis focused on several critical parameters including adhesion strength,
Schottky-barrier height (SBH), tunnel barrier, and charge transfer across the interface enable us
to discern their relative trends. Notably, our results reveal an enhancement trend in FLP with
the dopants ranked as F < O < Cl, elucidating their varying effects, while the strength of FLDP
displays a distinct pattern determined solely by the n/p-dopant characteristics, varies as N < P <
C. This observation rules out the possibility of FLDP being influenced by MIGS (metal-induced
gap states), which is a departure from other FLDP techniques. Furthermore, contrary to exist-
ing methods, our study demonstrates that substitutionally doped interfaces undergo FLDP while
maintaining enhanced adhesion strength and lower tunneling barrier at the interface.

1.2 Motivation
The ”International Roadmap for Devices and Systems” (IRDS) [10] is a comprehensive series of
reports and forecasts by the IEEE that predict upcoming technology trends in various domains,
including semiconductor manufacturing, design, packaging, and other aspects related to semi-
conductor development. It is a collaborative effort involving key players in the semiconductor
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industry, such as manufacturers, equipment suppliers, and research organizations. In its 2022
report, titled ”Scope of Beyond-CMOS Focus Team,” IRDS focuses on two vital points: 1)
Integration of heterogeneous structures in new technology, 2) Encouraging the development
of innovative information processing systems beyond CMOS (complementary metal-oxide-
semiconductor). The report anticipates that integrating 2D materials into field-effect transis-
tors (FETs) holds significant promise for future very large-scale integration (VLSI) technology,
which aligns with the goal of advancing semiconductor technology. The drive for miniaturiz-
ing FETs in next-generation devices is a key area of research, primarily because of its role in
extending Moore’s law [11]. Moore’s law posits that the number of transistors on an integrated
chip (IC) will double approximately every two years, while the cost of computers will be halved.
2D semiconductors are particularly promising in this regard. Their unique structure, which does
not require a three-dimensional crystal, allows for ultra-thin body thicknesses of under 1nm in
their monolayer form, with no dangling bonds. Moreover, 2D semiconductors exhibit excep-
tional electronic properties, surpassing what is achievable in three-dimensional (3D) crystals
when scaled down to such thicknesses. These characteristics position 2D channel materials as
strong contenders to continue the trajectory of Moore’s Law. Nonetheless, the IRDS report
also recognizes the pressing need for improved contact engineering schemes. This is essential
to effectively address the challenges associated with source/drain contacts in FETs, with a key
focus on reducing contact resistance and unlocking the intrinsic performance potential of these
transistors.

There are hundreds of 2D semiconductors that have been explored. Among them, two
of the most extensively studied materials are phosphorene (which is a single layer of black
phosphorus) and transition metal dichalcogenides (TMDs) like MoS2, WS2, and WSe2, etc. This
is because they all possess great electronic properties. While it is rather important to note, that
most 2D semiconductors share common features such as a tunable band gap, anisotropy, high
carrier mobility, strong light-matter interaction, good thermal conductivity, thin structure, and
the ability to form heterostructures, they also have unique properties. Due to these differences,
more research has been directed toward exploring certain 2D materials over others for their
specific potential applications. In line with this, graphene is one such 2D material. However, its
lack of a band gap makes it challenging to use in modern logic circuits without some engineered
solutions to create a band gap. On the other hand, phosphorene is gaining attention as a 2D
material because its band gap can be adjusted (0.3 eV for the bulk form and 2.0 eV for a single
layer), making it suitable for high-speed transistors [12]. Additionally, TMDs exhibit moderate
to high band gaps (1.8 eV in bulk and 2.5 eV in monolayer), which makes them excellent
candidates for ultra-small and low-power transistors [13]. However, the successful integration
of 2D materials in large-scale industry applications is contingent on realizing the Ohmic or low
energy barrier metal interconnects, as they are crucial factors determining the final performance
of devices [14, 15, 16].

Research on various metal-phosphorene contacts has gained significant attention, both in ex-
perimental and theoretical domains, over the past few years. However, in experimental studies,
the elucidation of interface properties is often complicated by potential imperfections. Factors,
like resist residues or fabrication anomalies on the interface, can substantially influence contact
resistance. Consequently, establishing a clear relationship between contact resistance and inter-
face properties from experimental studies can be challenging. On the theoretical front, several
first-principles-based studies have explored metal-phosphorene contacts. Nevertheless, these
studies frequently focus on a limited set of metals, making it challenging to cross-reference
and understand the connection between interface properties and different metals. For instance,
previous studies by Pan et al. [17] and Maity et al. [18] indicate that Ti-phosphorene forms a
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pure Schottky contact, while Chanana et al. [19] suggest an intermediate contact. Additionally,
Gong et al. have demonstrated that Cu forms an excellent Ohmic contact, while Pan et al. have
observed both finite Schottky and tunnel barriers at the metal-phosphorene interface. These
divergent results could also stem from variations in simulation conditions, including the choice
of functionals, pseudo-potential, and interfaced metal surfaces.

To achieve a comprehensive and unbiased comparison among different contact metals, it
is imperative to simulate them using consistent methods and input parameters. Furthermore,
it’s crucial for these metals to form mechanically stable contacts while maintaining favorable
electrical properties. The interplay between mechanical strength and electrical performance is
a key factor in identifying the optimal metal for contact with a specific 2D material, a facet
that has been somewhat lacking in prior research. This study addresses these challenges by
conducting an extensive ab initio investigation of metal and monolayer phosphorene interfaces.
It offers a systematic analysis of both mechanical and electrical properties, exploring the in-
terfaces between 18 potentially suitable metals Ag, Al, Au, Co, Cr, Cu, Mo, Nb, Ni, Pd, Pt,
Ru, Sc, Ta, Ti, W, V, and Zn and monolayer phosphorene. The study systematically analyzes
various metal-phosphorene interfaces to characterize the factors influencing their mechanical
and electrical properties. To achieve this, the work of separation (Wsep) is calculated to gauge
the adhesion strength of the metal contacts. Concurrently, the density of states, Schottky barrier
height, tunnel barrier height, and mid-interface charge density calculations are performed to as-
sess electrical performance. This comprehensive approach establishes a strong link between the
mechanical and electrical performance of the metal contacts and their interface chemistry. This
not only enables a fair comparison between different metals but also sheds light on the intricate
relationship between mechanical and electrical properties.

For WS2-metal interfaces, several experiments on metal/TMD contacts, similar to phos-
phorene, have reported discrepancies between idealized contact and observed behavior, ow-
ing to the presence of unintentional chalcogen vacancies [20, 21, 22, 23]; additionally, exter-
nal dopants found in the experimental samples have been observed to significantly influence
the post-characterization of device properties. Chalcogen vacancies, specifically, can result
in the creation of deep acceptor trap states. This occurrence leads to both short and long-
range Coulomb charge scattering, which subsequently contributes to the degradation of hole-
mobility. The constrained movement of holes, due to the defects states, within the valence
band is the primary factor behind this degradation, as referenced in [24, 25, 26]. To circum-
vent this issue, various approaches have been investigated including, vacancy healing [27],
surface coating [28], doping [29], Thiol chemistry [30], and charge transfer [31]. However,
it remains a challenge to deal with and understand the interplay of various defects. On the
other hand, it is fascinating to note that the defects are also crucial to modulating the prop-
erties of TMDs for various applications [32, 33, 34]. In particular, the fabrication of func-
tional devices through substitutional doping in 2D materials has been the subject of extensive
research [35, 36, 37, 38, 39, 40, 41, 42, 43, 44, 45], with promising results for tuning and se-
lectively modulating their optical and electronic properties. This poses a tradeoff between the
defect-assisted modulation and target properties, making it highly important to characterize the
properties of different dopants across a diverse set of metallic electrodes for transistor applica-
tion. For instance, interface-engineered contacts with reduced FLP exhibit lower p-type SBH at
the cost of low-quality interface and higher tunnel barriers.

In general, TMDs exhibit higher stability when combined with metal-rich compositions
rather than chalcogen-rich ones, as discussed by Li et al. [46]. This insight clarifies why chalco-
gen substitution is more energetically favorable than substituting the transition metal (TM) in
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these materials. Moreover, it is worth noting that S-vacancies introduce shallow trap states,
while TM vacancies lead to deep-trap states. In line with this, Kim et al. [47] conducted ex-
periment highlighting that S-vacancies in WS2 result in a higher concentration of impurities
and disorders compared to W-vacancies. This occurrence leads to a tenfold increase in doping
concentration and a fourfold higher Coulomb scattering coefficient, owing to the formation of
shallow doping levels [48] within the band gap, which makes S-vacancy chemically more ac-
tive than W-vacancy. Furthermore, Wang et al. [49] suggest that various defects, including B,
C, N, O, F, and P doping, as well as S-vacancies, can activate the inert basal planes of 2H-phase
MoS2, introducing impurity states at lower energy levels. These insights partly explain why so
many recent studies have focused on improving device performance by employing non-metallic
dopants like P [37, 44, 45], C [37, 44, 45], N [26, 39, 45], F [38, 43, 50], O [42, 45, 51],
and Cl [41, 45, 52, 53, 54]. Nevertheless, quantifying the relative performance of different
chalcogen-substituted WS2/metal Interface across various metals with differing chemical prop-
erties has remained a longstanding challenge. In this context, our study encompasses an array
of ubiquitous dopants, including P, C, N, O, and F, alongside metals such as Ag, Au, Cu, Pd,
Pt, Sc, and Ti. Our aim is to offer a more comprehensive understanding of the tunability in their
contact properties within both substituted and unsubstituted systems.

Considering the need for consistent simulation criteria when characterizing relative contact
properties of various complex characteristics pertaining to 2D-semiconductor/metal interfaces,
our investigation carries added significance. We believe that our exploration of the factors af-
fecting phosphorene-metal interfaces and S-substituted WS2/metal contacts can significantly
contribute to fundamental research and offer valuable insights for experimental device fabrica-
tion in next-generation applications.

1.3 Problem Statements
The following research objectives have been addressed in this work:

• Computational modeling of metal/2D-semiconductor interface and understanding the fac-
tors leading to contact resistance?

• How do 2D-semiconductors namely, phosphorene, and WS2 lead to varying interface
properties upon contact with different metal electrodes?

• Tunability of the WS2/metal interface properties under doping with different dopants

• Demonstration of reduced hole Schottky barrier height with substitutional doping in tran-
sition metal dichalcogenide (TMD), WS2/metal contacts

1.4 Outline
This work is divided into 5 chapters.

• Chapter 1: The first chapter offers an introduction to this research, encompassing its foun-
dational context. Within, it delves into the driving factors, significance, and the research’s
boundaries. Additionally, it outlines the principal goals and explores the current body of
literature.
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• Chapter 2: Within the methodology section, we have incorporated several key elements
that guide our work. This chapter describes the fundamental principles underpinning
our modeling of the 2D semiconductor/metal interface. These involve modeling criteria,
computational tools, simulation parameters, as well as validation and verification against
existing literature pertaining to our chosen methodology.

• Chapter 3: This chapter provides an in-depth examination of the interface between metal
and phosphorene.

• Chapter 4: Chapter 4 explores the intricate aspects of WS2/metal contact interfaces in the
context of substitutional doping.

• Chapter 5: In the last chapter, we conclude our work by discussing the following cru-
cial aspects: brief summary of the research objective, key findings, hypothesis involved,
address limitation, implication, and future direction, followed by concluding remarks.
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Chapter 2

Methodology

2.1 Theoretical uderpinning of ab initio methods
Ab initio calculations, also known as first-principles calculations are a computation framework
firmly grounded in the fundamental principles of quantum mechanics to predict the electronic
structure of atoms, molecules, and solids. Modern computational materials science and quan-
tum chemistry heavily rely on the ab initio calculations that have become an indispensable
tool for materials research. However, the ab initio calculations are computationally intensive,
especially for large and complex systems. High-performance computing or supercomputing
facilities are often required to perform accurate calculations in a reasonable timeframe. The in-
herent complexity in the calculation arises because many-body Schrödinger’s equation requires
to be solved. A modestly average atomic structure is generally composed of hundreds of corre-
lated particles, making the calculations computationally quite demanding. Several, models and
approximations have been devised to deal with the complexity of ab initio calculations. In the
following sections, we will be laying out the foundation of first-principles calculations.

2.2 Many-Body Schrödinger Equation
The many-body Schrödinger equation is a fundamental equation describing the behavior of a
system of interacting particles, such as electrons in an atom or molecules in a chemical reaction.
It is an extension of the standard Schrödinger equation to systems with multiple particles and
takes into account their mutual interactions. The many-body Schrödinger equation for a system
of N particles is typically expressed as,

ĤΨ (r1, r2, . . . , rN) = EΨ (r1, r2, . . . , rN), (2.2.1)

where H is the Hamiltonian operator, which represents the total energy of the system.

Ĥ = − ℏ2

2me

∑
i

∇2
i −

1
4πϵ0

∑
i,I

ZIe2

|ri − RI |
+

1
2

1
4πϵ0

∑
i, j

e2

|ri − r j|
(2.2.2)

where electrons are represented by lowercase subscripts and coordinates ri and nuclei are de-
noted by uppercase subscripts, coordinates RI , atomic number ZI , electronic charge e , and
mass of the nuclei MI . It includes kinetic energy, potential energy, and any additional terms
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associated with the interactions between particles. Ψ (r1, r2, . . . , rN) is the wave function of the
system, which depends on the positions of all N particles. The wave function encodes the quan-
tum state of the system and contains information about the probability distribution of finding
the particles at specific positions. E is the total energy of the system, which is an eigenvalue of
the Hamiltonian operator. It represents the energy associated with the quantum state described
by the wave function (Ψ (vecR)). Solving the many-body Schrödinger equation is a challenging
task, especially for systems with a large number of particles, such as complex molecules or
solids. Approximation methods, such as Hartree-Fock theory, density functional theory (DFT),
and various forms of quantum Monte Carlo methods, are often employed to find approximate
solutions to this equation for real-world systems. Solving Eq. (2.2) involves the evaluation of
different parts contributing to the Hamiltonian. However, the nuclear kinetic energy, which is
inversely proportional to the mass of the nuclei (1/MI) can be neglected. For the most part, often
we focus our attention on the electronic aspect of the problem while assuming the nuclei remain
fixed. This approximation is known as the Born-Oppenheimer (adiabatic) approximation [55].
Consequently, the final term, which represents the interaction between nuclei themselves, be-
comes a constant and, as a result, can be incorporated into the reference energy level. Eventu-
ally, the Hamiltonian that forms the foundation of the theory for electronic structure calculation
is reduced in a form composed of the first three terms: 1) the kinetic energy of the electrons, 2)
the electron-nucleus interaction, and 3) the electron-electron interaction. This can be given as
follows:

Ĥ = T̂e + V̂en + V̂ee, (2.2.3)

This equation represents the fundamental challenge in understanding the electronic structure of
various systems. The first and last terms in the equation are common to all problems, while the
unique characteristics of each system are found in the middle term― a potential that affects all
electrons equally. Dealing with this Hamiltonian is a complex task due to the challenging nature
of the two-body electron–electron interaction term (V̂ee), therefore, a theoretical framework to
approach such a task is required.

2.3 Mean-field Theory
Mean-field theory in the context of electronic structure calculations is a fundamental approach
used to simplify the many-body quantum mechanical problem of interacting electrons in a solid-
state system. It forms the basis for several widely used methods in condensed matter physics and
quantum chemistry. Mean-field theory simplifies electronic structure calculations by approxi-
mating electron-electron interactions into a system of non-interacting electrons, making them
computationally tractable for a wide range of materials and systems. Mean-field solutions, when
wisely selected, can offer valuable and understandable results. They serve as a foundation for
studying the impact of correlation effects. In many-body theories, the ’particles’ involved can
either be the actual particles with their original properties or, more commonly, they can be solu-
tions obtained from a set of mean-field equations designed to simplify the many-body problem.
Some important mean-field methods for handling electronic interactions are the Hartree–Fock
approximation (HFA), the Weiss mean-field, and density functional theory (DFT). In the next
section, we will describe the theoretical formulation of the mean-field theories.
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2.3.1 Challenges and Solution of Mean-field Theories
Despite the ubiquitous application of the Mean-field approaches for electronic structure calcu-
lation, their application for some of the most important materials such as strongly correlated
materials, quantum magnetic materials, materials involving defects, electronic excitation, etc.,
remains challenging. The Mean-field framework fails to adequately capture electron-electron
correlation effects, particularly in strongly correlated materials. Post-HF methods such as
Moller-Plesset perturbation theory (MP2) and coupled cluster theory (CCSD) can be used to
account for electron correlation beyond the mean field level. In DFT, one can adopt the hybrid
functionals or advanced exchange-correlation functions to improve the treatment of correlation
effects. Also, a significant amount of correlation energies can be recovered by including van
der Waals dispersion correction, which accounts for longe range interaction. Another challenge
comes from the choice of basis-set. An incomplete basis set can give rise to erroneous results.
Using an appropriate basis for the specific material under investigation with a sufficiently larger
cutoff for basis set expansion can effectively improve the overall accuracy. Furthermore, for
solid crystals with periodic lattice symmetry, there is an issue, generally known as a finite-size
effect. It originates from the use of small simulation cells that can introduce inaccuracies result-
ing from an interaction between atoms/electrons near the edges of the cell, which are different
from those in the bulk region. This introduces artificial boundary effects responsible for this
type of error, which can be dealt with by using a sufficiently large supercell size. A larger
supercell ensures the representation of periodicity and reduces the interactions across periodic
images significantly. Additionally, an adequate sampling of k-points inside the reciprocal lattice
(Brillouin zone) can provide one with more accurate ground state properties.

2.4 Density Functional Theory
Density Functional Theory (DFT) is a quantum mechanical modeling approach widely used in
computational materials science. It calculates the electronic structure properties of materials,
predicting their behavior without solving the many-body Schrödinger equation directly. DFT
approximates the electronic density rather than wavefunctions, making it computationally ef-
ficient. It’s employed to study diverse material properties, such as electronic band structures,
energetics, and structural optimizations, providing valuable insights for designing and under-
standing materials at the atomic and molecular levels [56, 57, 58].

The Hohenberg-Kohn theorem is a fundamental concept in density functional theory that
establishes the relationship between the electron density and the external potential V̂ext of a
quantum system. The theorem is usually summarized in two parts:

Theorem 1: There exists a one-to-one correspondence between the external potential of a
quantum system, denoted as V(r), and its ground-state electron density, denoted as n(r). In
other words, for a given electron density, there is only one corresponding external potential, and
vice versa.

Theorem 2: The ground-state energy (E0) of the system is a unique functional of the elec-
tron density (n(r)). This functional is denoted as E0[n(r)], and it can be expressed as,

E0 = E0[n(r)] = min
Ψ→n(r)

⟨Ψ |Ĥ|Ψ⟩, (2.4.1)

where E0 represents the ground-state energy, corresponding to the electron density (n(r)), Ψ (R⃗)
is the many-electron wave function that yields n(r). The notation minΨ→n(r) indicates that the
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minimum ground state energy is obtained by finding the wave function (Ψ ) that corresponds to
the given electron density n(r). The key insight of the HK theorem 2 is that, for a given electron
density, the ground-state energy is determined solely by that density, and the specific form of
the wave function is not needed to compute the energy.

The Hohenberg-Kohn theorem paved the way for the development of density functional
theory (DFT), which seeks to approximate the energy functional (E0[n(r)]) and make practi-
cal calculations of electronic structure properties based on the electron density. In DFT, the
exchange-correlation functional is introduced to approximate the correlation effects, enabling
the computation of ground-state energies and other electronic properties for a wide range of
systems.

2.4.1 Kohn-Sham Equation and Exchange-correlation Functionals
The central idea in the Kohn-Sham equation is to replace the complex many-body wavefunc-
tion (Ψ ) with a set of non-interacting single-particle wavefunctions (ψi) that are subject to an
effective potential such that the electron density of the non-interacting system matches the real
electron density of the interacting system as,

ĤKSψi(r) = ϵiψi(r), (2.4.2)

where,

ĤKS =

(
−1

2
∇2 + veff(r)

)
, (2.4.3)

and ψi and ϵi represent the single-particle wavefunction and single-particle energy, respectively.
The many-body wavefunction (Ψ ) as a product of single-particle wavefunctions (ψi) for non-
interacting electrons and an antisymmetrization term (Slater determinant) to account for the
Pauli exclusion principle is given as,

Ψ (r1, r2, . . . , rN) =
1
√

N!

∣∣∣∣∣∣∣∣∣∣∣∣
ψ1(r1) ψ2(r1) . . . ψN(r1)
ψ1(r2) ψ2(r2) . . . ψN(r2)
...

...
. . .

...
ψ1(rN) ψ2(rN) . . . ψN(rN)

∣∣∣∣∣∣∣∣∣∣∣∣ (2.4.4)

The Kohn-Sham Hamiltonian (ĤKS) in Eq. (2.4.2) includes an effective potential veff(r), which
is represented as,

veff(r) = vext(r) + vH(r) + vXC(r), (2.4.5)

where vH(r) is the Hartree potential resulting from the electron-electron interactions, vext(r) is
the external potential due to nuclei in the system, and vXC(r) denotes the exchange-correlation
potential. The exchange-correlation potential encapsulates both exchange effects between elec-
tions with the same spins and correlation effects between electrons. It is defined in terms of
the exchange-correlation energy function EXC[n]. The analytical expression of the exchange-
correlation potential is not known, therefore, one has to rely on the approximation as,
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Figure 2.1: Jacob’s ladder representing the hierarchy of approximations used in electronic struc-
ture calculation. The computational cost and accuracy largely depend on the specific condition
and requirement.

vXC =
δEXC[n]
δn

(2.4.6)

The specific form of EXC[n] depends on the approximation for exchange-correlation effects,
such as the local density approximation (LDA), generalized gradient approximation (GGA), or
more sophisticated functionals like hybrid functionals. There is a hierarchy of approximations
used in electronic structure calculations for different level of exchange-correlation functionals
depending upon a trade-off between computational cost and accuracy, which is called as Jacob’s
ladder [59]. The following Fig. 2.1 depicts how Jacob’s ladder typically looks for different types
of exchange-correlation functionals.

At the bottom rung of the ladder is Hartree’s theory, which is based on the mean-field ap-
proximation. This method is computationally efficient, but its accuracy is highly limited as
it does not include the electron correlation effects. LDA partially considers both exchange-
correlation effects, though it borrows from the theory of electron gas. One step up from the
LDA, GGA incorporates gradients of electron density for the exchange-correlation formula-
tion, providing better accuracy for molecular and solid-state properties. Subsequent rungs are
further improvements to recover correlation energy by employing different schemes for more
and more accurate calculations involving a lesser number of approximations. It is important to
mention that meta-GGA, and beyond the level of theory, though yields higher accuracy. How-
ever, they are highly computationally inefficient. Moreover, the GGA funtional that is used in
the present study is computationally efficient and accurate enough for a wide range of materi-
als science and its applications, including ground-state properties, structural optimization, and
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many other electron structure properties.

2.5 Self-Consistent Calculations
In DFT, a self-consistent calculation is an iterative process used to find the electronic density
that minimizes the total energy of the system by solving the single-particle Kohn-Sham (KS)
equation. One starts with an initial guess for the electron density (n0), and the correspond-
ing KS equation for the given electron density to find the single-particle wavefunction ψi and
eigenvalues ϵi. This newly obtained wavefunction is used to calculate a new electron density:

n(r) =
Nelectrons∑

i

|ψi(r)|2. (2.5.1)

In the next step, the new electron density is checked if it meets the convergence criteria. This
iterative process is repeated until the electron density no longer changes significantly between
iterations, indicating that a self-consistent solution has been reached as illustrated in Fig. 2.2.
Self-consistency ensures that the electronic structure of the system is accurately described
within DFT. As is explained in the next subsection, the KS equation is numerically solved
by introducing the basis set to expand the KS wavefunctions and involves finding the set of
expansion coefficients (ci j) that minimizes the total energy.

2.5.1 Basis-set expansion
By expanding the KS wavefunctions in terms of basis set functions, the differential KS equation
can be reduced into a matrix form, which is numerically solved in a computationally efficient
way. There are various types of basis sets available, such as plane waves, Gaussian basis sets,
and Slater-type (atomic) orbitals, wavelets, linearized augmented plane waves, numerical basis
sets on a real-space grid, etc. The choice of the basis set depends on the nature of the problem
and the level of accuracy required for a particular crystal. Localized basis sets, which are com-
posed of atomic orbitals, are advantageous for large-scale applications: in fact, linear scaling
methods have been devised with localized basis sets [60]. Note that standard DFT calcula-
tions are based on cubic scaling because of the orthonormality constraint of the KS equation
in Eq. (2.4.2). While localized basis sets can be efficiently applied to molecular systems, their
application to solid crystals does not yield as accurate results as plane-wave approaches due to
the lattice periodicity of such crystals.

The basis set consists of a set of basis functions (typically denoted as ϕi(r)). These basis
functions are used to expand the wavefunctions of the electrons in the system as follows:

ψi(r) =
∑

j

ci jϕ j(r), (2.5.2)

where {ci j} are expansion coefficients. Our study involves the solution of periodic potential for
a heterostructure constructed with a semiconductor/metal interface. For such periodic systems,
plane-wave basis sets are the most appropriate basis, which is often expressed as,

ψ(r) =
∑

k⃗

ck⃗e
ik·r, (2.5.3)
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Figure 2.2: SCF cycle used to iteratively solve the Kohn-Sham equation in a DFT calculation.
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The electronic Hamiltonian (Ĥ) is expressed in terms of the basis functions, and the density ma-
trix (ρ̂) is constructed based on the electron occupations in the second quantization formulation,

Ĥ =
∑

i j

Hi jc
†
i c j, (2.5.4)

ρ̂ =
∑

i j

Pi jc
†
i c j (2.5.5)

with Hi j representing the matrix elements of the Hamiltonian, and Pi j denotes the matrix ele-
ments of the density matrix. These equations are formulated in terms of the basis functions and
involve finding the set of expansion coefficients ({ci j}) that minimize the total energy.

2.5.2 Brillouin-Zone Integration
Our work involves crystals with periodic boundary conditions. To get essential physical in-
sights into the electronic properties of such systems, the electronic wave functions are subject
to periodic boundary conditions. Brillouin zone integration is a natural way to handle these
periodic conditions mathematically. The integration is performed over the first Brillouin zone
only, which holds all the information needed to describe the electronic properties of the entire
crystal. By integrating over a single unit cell in reciprocal space (k-space) rather than the entire
crystal, calculations become more manageable when dealing with a large and complex crystal
structure.

2.5.3 Smearing
In a crystal system, electrons follow the Aufbau principle, filling the lowest Kohn–Sham eigen-
states up to a certain energy level, resembling to the step-like Fermi–Dirac distribution at ab-
solute zero temperature. However, metallic systems do not have steplike occupancy (0 or 1).
For such systems achieving convergence can be challenging because tiny perturbations can alter
electron occupancy. Smearing helps stabilize DFT calculations, particularly when dealing with
degenerate or nearly degenerate electronic states near the Fermi level, ensuring convergence
and providing a continuous representation of electron occupation. To mitigate these fluctua-
tions, one approach involves electron smearing, allowing for fractional occupancies fnk.

Two of the most commonly used smearing methods in DFT are Fermi-Dirac and Gaussian
smearing methods.

Fermi-Dirac Smearing: In the Fermi-Dirac smearing method, the electron density smear-
ing uses the Fermi-Dirac distribution function as given by,

f (E) =
1

1 + e(E−E f )/kbT , (2.5.6)

where f (E) denotes the occupation probability of an electron in a state with energy E, E f de-
notes the Fermi energy that represents the highest occupied energy level. kb and T are the
Boltzmann constant and temperature, respectively. If we use a step-like electron distribution at
absolute zero, we usually encounter an issue of convergence for the systems with degenerate
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electron states near E f . To resolve this, the Fermi-Dirac method smears out the electrons al-
lowing fractional occupations by assigning the finite temperature T in the above equation. This
takes care of degenerate eigenstates (e.g, metals) in the vicinity of E f , resulting in a smooth
electron density distribution. It is worth mentioning that the finite temperature used here does
not correspond to the physical temperature applied to the system rather it is an ingenious ap-
proach to deal with the partial occupancies in electronic structure modeling in DFT.

Gaussian Smearing: In this method, smearing exploits the Gaussian distribution function,

f (E) = e
−(E−E f )2

2σ2 , (2.5.7)

Here, σ represents the smearing parameter, which controls the width of the Gaussian distribu-
tion. A careful selection of this parameter is required, as while larger σ values provide more
numerical efficiency they suffer from inaccuracies. On the other hand, smaller σ values offer
higher accuracy but may require longer computational costs. In the present work, we have made
use of Gaussian smearing in combination of a small sigma value of 0.01.

2.5.4 Pseudopotential
In electronic structure calculation using the DFT framework, a pseudopotential is an approxi-
mation used to simplify the description of the electron-ion interaction in a solid-state system.
Accurately representing the electron-ion interaction caused by the Coulomb potential due to the
atomic nuclei requires a large number of plane-waves for the basis-set expansion. This makes
the calculation highly challenging. Pseudopotentials are introduced to replace the core electron
behavior and its screening effect accurately in a much simpler and computationally efficient
representation by introducing a pseudo-effective potential designed to mimic the electron-ion
interaction for valence electrons. Furthermore, different types of pseudopotentials are designed
to capture various aspects of the electron-electron interaction and exchange-correlation effects.
Here are some common types includes: LDA (Local Density Approximation), GGA (General-
ized Gradient Approximation), Hybrid, Meta-GGA, etc. We employed GGA pseudopotentials
with projector projector-augmented wave (PAW) framework. The PAW pseudopotentials are
constructed to capture the interaction between valence electrons and atomic cores by matching
the valence electron states of the pseudopotential system with the all-electron system.

2.5.5 van der Waals correction
Today, the most widely used theoretical approach to understanding the electronic structure of a
crystal system is DFT. However, it’s important to note that the employed exchange-correlation
functionals especially the gradient correct ones such as GGA functionals, struggle to accurately
describe dispersive interactions. Despite extensive research into this problem, the incorporation
of dispersion effects into the standard KS-DFT remains a challenge. These long-range electron
correlations become significant when there is minimum overlap between the electron densities
of different parts of a system. To mitigate the overall issue of dispersion, usually, adding an em-
pirical potential of the form C6R−6 to the KS-total energy, where R represents the interatomic
distances and {C6} are the dispersive coefficients, suffices for some of the dispersive systems.
Our study involves the systems with heterostructures formed by interfacing the metal and 2D
semiconductors. The fact that 2D semiconductors have inert basal planes indicate that the re-
sulting interfaces are most often formed due to non-covalent interactions. Such interfaces need
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to be calculated accounting for the long-range dispersion forces, which is often neglected in
standard DFT calculations. To get more reliable results for van der Waals (vdW) systems, a
dispersion correction term Edisp is added to the standard KS Energy (EKS ),

EKS−corr = EKS + Edisp, (2.5.8)

where term EKS−corr denotes the vdW corrected energy of the system. In principle, electrostatic
and exchange-repulsion interaction can be accurately accounted for, at mean-field theory level
with HF and DFT level. The vdW correction (dispersion correction) improves the accuracy of
the simulations by including the dispersion forces. Several methods have been devised for the
vdW corrections including non-local density functionals (Grimme D2, D3, and D4 etc.) [61,
62, 63, 64], semi-empirical dispersion corrections, screened hybrid functionals among others.

The empirical dispersion correction is given by

Edisp =

Nat∑
i=1

Nnat∑
j=i+1

C6,i j

R6
i j

fdamp(Ri j) (2.5.9)

where Nat is the number of atoms in the system, Ci j
6 is the dispersion coefficient for atomic pair

given by indices (i and j), s6 represents a global scaling factor, and Ri j denotes the interatomic
distance. The term fdamp is known as the damping function, which is incorporated to avoid
singularities for Ri j approaching to zero. This is expressed in mathematical form as,

fdamp(R) =
1

1 + exp (−α(R/R0 − 1))
, (2.5.10)

where R0 denotes the sum of atomic vdW radii. This form of damping function has been pro-
posed by Grimme in their DFT-D approach [61], as it decays at small R fast enough to zero
so that dispersion correction vanishes below a typical van der Waals distance. However, later
it was realized that for heavier atoms, the combination rule that was employed to get the Ci j

6
coefficients as,

Ci j
6 = 2

Ci
6C

j
6

Ci
6 +C j

6

, (2.5.11)

gives too much weight to the smaller coefficients for lighter atoms. To remedy this DFT-D2
approach, Grimme [62] uses a geometric mean of the form

Ci j
6 =

√
Ci

6C
j
6, (2.5.12)

which provides a much better accuracy. This improvement owes itself to replace the nonlocal,
long-, and medium-range electron correlation part in a correlation effects in the gradient cor-
rected functionals by C6 damping for R−6-dependent terms. Although this new method yields
better results when compared with standard GGA functionals, it comes at a cost of re-evaluation
of the scale factor s6 for common functionals as well as the self-interaction error has not been
considered in the above framework.

To further improve upon the DFT-D2 model for non-covalent interaction, Grimme et al.
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introduced DFT-D3 method [63], which yields higher accuracy, a broader range of applica-
bility, and lesser empiricism. Moreover, the DFT-D3 method with ”zero-damping” requires
pair-specific cut-off radii and the presence of an artificial repulsive interatomic force at short
distances leads to further inaccuracies. To mitigate these issues, they slightly updated the DFT-
D3 approach accompanying Becke and Johnson (BJ) [65] proposed damping for n ≥ 6 as given
below in general form,

Edisp = −
1
2

∑
A,B

CAB
n

Rn
AB + const.

, (2.5.13)

where R0
AB denotes the cut-off radius for atomic pair AB, and n denotes the nth-order dispersion

coefficient. Using n = 6, 8, Grimme [64] has modified the DFT-D3 method to achieve the
following expression,

ED3(BJ)
disp = −1

2

∑
A,B

s6
CAB

6

R6
AB + [ f (R0

AB)]6
+ s8

CAB
8

R8
AB + [ f (R0

AB)]8
, (2.5.14)

where f (R0
AB) = a1R0

AB + a2; the sum over all atomic pairs in the system ; a1, a2 are free fit
parameters introduced by BJ. The pair-wise cut-off radius R0

AB is expressed as,

R0
AB =

√
CAB

8

CAB
6

, (2.5.15)

In the present work, the choice of vdW correction schemes was based on the earlier reports
which includes the DFT-D3 method of Becke-Johnson damping function along with a bench-
mark study carried out invloving other functionals.

2.6 Crystal Interface Construction
Modeling the interfaces between a semiconductor and a metal in DFT calculations comprises
several essential stages. Modeling the heterostructure interface is pivotal for gaining insights
into the electronic and chemical characteristics of these connections. When constructing the
interface, there are various crucial factors to consider, including the number of metal layers,
crystal facet orientation, minimum lattice mismatch, initial distance at the interface, and more.

2.6.1 The Number of Metal Layers
To accurately represent realistic semiconductor/metal contacts, it is essential to interface the 2D
semiconductor with bulk metal. However, we must confine ourselves to a practical number of
metal layers, typically ranging from three to six layers, to effectively replicate the bulk metal
properties. We conducted a benchmark study using five layers of metal and observed that it
closely matches the experimental work function.

2.6.2 Metallic Surface Orientation
Choosing the appropriate metallic surfaces can be a complex task, with several critical con-
siderations. In general, the selection aims to ensure that the surfaces are free from defects in
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experiments and possess a stable interface with the metal contact. Typically, crystal planes with
higher coordination numbers and greater atomic density are more stable than other low-index
planes.

In this study, the metallic electrodes encompass FCC crystal structures (Ag, Au, Cu, Pd, and
Pt), where the (111) plane is the most densely packed; BCC crystal structures (Mo, Cr, V, and
W), where the (110) plane is the most stable; and HCP crystals (Co, Sc, Ti, and Zn), featuring
the (0001) plane with the highest coordination numbers and stability. Consequently, we have
given priority to selecting these planes for our investigation. However, it is worth noting that
constructing an interface structure with these atomic planes may necessitate an exceedingly
large supercell, which can be impractical even for DFT calculations. In such cases, we may opt
to use less densely packed atomic planes.

2.6.3 Lattice Strain
While modeling the commensurate semiconductor/metal interface, considering lattice mismatch
is crucial as it can significantly influence the interface’s properties and behavior of the system.
Lattice mismatch refers to the disparity in atomic spacing or arrangement between the crystal
lattices of the metal and semiconductor. Moreover, the presence of lattice mismatch between
the metal and semiconductor can induce strain within the interface region. This strain can give
rise to the formation of dislocations, defects, or misfit dislocations, where the crystal structure
distorts to accommodate the mismatch. Therefore, to replicate realistic semiconductor/metal
conditions, we took great care to realize the realistic condition as much as possible by ensuring
the lattice strain below 5% average error along either periodic direction. This is accomplished
by expanding the metal and semiconductor crystals along the periodic direction (x, y) into a
commensurate supercell. To quantify the lattice strain, usually mean absolute strain (MAS) has
been calculated as,

MAS =
1
N

∑
i=x,y

|ϵi| (2.6.1)

where N = 2 represents the number of lattice directions, where the combined supercell has
been matched. ϵx, and ϵy denote the lattice strain along x, and y-lattice directions, respectively,
expressed as ϵx =

∆Lx
Ly0

, and ϵy =
∆Ly
Lx0

, where Lx0 and Ly0 are the original lattice parameters in the
x and y-directions, respectively. A representative example is presented in Fig. 2.3.

2.6.4 Interface Distance and Vacuum Buffer
The interface distance between the metal and semiconductor within the combined crystal lat-
tice was initially determined based on the atomic radii of the atoms facing each other at the
interface in our initial modeling. This adjustment was made to enhance the efficiency of the
self-consistent field (SCF) cycle and achieve the ground state configuration more rapidly. It
is important to note that, during subsequent crystalline relaxation, the interface separation was
ultimately modified to reach an equilibrium separation. Additionally, our modeling approach
incorporates a vacuum buffer along the interface direction. This buffer serves to mitigate the
spurious interactions resulting from periodic boundary conditions in DFT calculations. Fur-
thermore, to maintain the crystal’s structural integrity and prevent surface reconstruction, the
bottom two layers of metals are fixed..
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Figure 2.3: The illustration of the construction of semiconductor/metal interface. The percent-
age mean absolute lattice strain is given for different sets of interface matching. In the present
case, the red circle indicates the interface constructed consisting of 123 atoms in total, with
mean absolute strain = 0.09%. Interface construction is done using the QuantumATK [66]
GUI.
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2.7 Mechanical Property
The mechanical properties of a semiconductor/metal interface are important for understanding
the stability and reliability of electronic devices that utilize this interface. These properties can
impact the mechanical integrity and performance of such devices. These mechanical properties
are influenced by various factors, including the choice of materials, the crystallographic orienta-
tion of the materials, surface treatments, and device operating conditions. Fig. 2.4 demonstrates
contact resistance arising in the device schematic. In our work, two highly crucial factors have
been discussed including 1) adhesion strength and 2) Interface stress. The former has been
described in the following section, whereas the latter has already been discussed in the earlier
section 2.6.3.

2.7.1 Interface Stability
Interface stability is a fundamental consideration in the design, fabrication, and operation of
electronic and opto-electronic devices based on 2D semiconductor-metal interfaces. Ensuring
stability enhances device performance, reliability, and longevity while enabling the develop-
ment of advanced technologies. Stable interfaces are less prone to degradation over time en-
suring properties essential for device reliability. An unstable interface may promote undesired
defect formation and trap charge carriers leading to high contact resistance, hindering efficient
charge carrier injection. Stable interfaces, however, ensure efficient charge transport and mini-
mize energy consumption, which leads to better device efficiency. In 2D semiconductors, due
to passive basal planes, the contact interfaces do not have as high affinity as 3D semiconduc-
tors to adhere to the metal surface due to the unavailability of unsaturated dangling bonds in
2D semiconductors. To quantify the relative interface stability of different contact systems, we
carried out the binding strength of the interface using the following expression,

Eb =
1
A

(
Em + Es − Esys

)
, (2.7.1)

where Em, Es, and Esys represent the metal energy, semiconductor energy, and the total the
energy of the combined system, respectively. The parameter A denotes the area of the interface,
which is employed to normalize the Eb values to enable the relative binding strength comparison
among different contact interfaces.

2.7.2 Interface Separation and Tunnel Barrier
The binding strength of the contact interface manifests itself in the form of interface separation
as presented in Fig. 2.5 by a vertical dashed line separating metal and semiconductor portions.
To characterize the overall contact resistance of the contact systems, there are interfaces to be
considered: 1) Vertical interface that denotes the direct semiconductor/metal contact, 2) Lateral
contact denoting the metal-contacted-channel interface as shown in the schematic diagram in
Fig. 2.4. An improved device performance generally takes shape with appropriate engineering
of these two interfaces. The vertical interface plays a major role in the device’s performance.
The separation between the semiconductor and metal at this interface determines the properties
of the interface including stability and the emerging tunneling barrier. The tunneling barrier
refers to an energy barrier that charge carriers (e.g., electrons, holes) must overcome to move
from one side of the interface to the other through quantum tunneling. The tunneling bar-
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Figure 2.4: (a) A schematic diagram of a typical FET. Contact resistance depends on two inter-
faces: 1) Vertical interface (direct semiconductor/metal contact), 2) Lateral interface (coupling
between contact part and semiconductor in the channel). In figure (b) both the interfaces have
been depicted as the atomic contacts.
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Figure 2.5: Illustration of tunneling barrier emerging as a consequence of finite interface sepa-
ration at the interface.

rier height can be tailored by adjusting the interface separation. A larger separation increases
the tunneling barrier height, while a smaller separation reduces it. In general, the separation be-
tween pristine 2D-semiconductor/metal interfaces lies between 1.5 to 3.5 Å, where the quantum
mechanical tunneling effect becomes significant. We have modeled the quantum mechanical
tunneling by studying the electrostatic potential of the system and approximating the barrier
into a rectangular barrier as shown in Fig. 2.5. The full-width half maxima (FWHM) has been
taken as the width of the barrier (d) while the height of the barrier is used as the tunneling en-
ergy barrier (Tb). Tb represents the barrier height with respect to the Fermi level. We employed
the following expression to calculate the tunneling probability of all the barriers.

T ∼ exp

−2

√
2mTb

ℏ2 d

, (2.7.2)

It is worth noting that some of the metals show very intimate contact with the semiconductors
with zero tunneling barriers. In such cases, we have T = 1, employing a transparent interface
for the carriers to flow.
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2.8 Electrical Properties
The electrical properties of a semiconductor/metal interface play a crucial role in various elec-
tronic devices and circuits. These properties are determined by the behavior of charge carriers
(usually electrons and holes) as they interact with the interface between the metal and semicon-
ductor materials. Parasitic contact resistance is the primary issue with the 2D-semiconductor/metal
interface. The contact resistance appears to result from both the tunnel barrier and the Schottky
barriers which charge carriers must overcome to move between the metal and semiconductor.
Lower contact resistance is desirable for efficient charge carrier injection or extraction in elec-
tronic devices. A large number of researchers modified and engineered the material interface to
achieve specific device characteristics and performance goals. Most of these prospects depend
on being able to successfully achieve lower contact resistance, which is essential for the efficient
operation of electronic and optoelectronic devices. Several challenges can impede the realiza-
tion of low-contact resistance, albeit depending on the specific materials, device structure, and
operating conditions. Some of the common challenges associated with achieving Ohmic contact
or contact with lower resistance in metal-semiconductor (MS) interface:

Fermi Level Pinning: Fermi level pinning occurs when the energy levels at the MS in-
terface becomes pinned, generally assumed but not limited due to surface states or defects.
This pinning can lead to a misalignment of energy bands, creating energy barriers that increase
contact resistance. Metallic work function-based models such as Schottky-Mott [67, 68] (SM)
model drastically fails to account for the barrier heights.

Metal Work function Matching: According to the SM model a good choice of metal can
help achieve low contact resistance by selecting a good match between the work function of the
metal and electron affinity (χS ) of the semiconductor.

Schottky Barrier Height: The Schottky barrier height (SBH) represents the energy barrier
that charge carriers must surmount when moving across the MS junction. Achieving a low SBH
is crucial for reducing contact resistance. However, the choice of metal and semiconductor can
limit the ability to lower this barrier.

Surface and Interface Defects: Surface states, and states arising from the defects at the
MS interface can act as charge trap states. These trap states often lead to scattering of con-
ducting charge carriers thereby contributing hugely to increased contact resistance. Generally,
passivating or reducing these defects is essential for achieving low contact resistance.

Contact Annealing and Post-Processing: In the experimental fabrication of the MS inter-
face, thermal annealing, and subsequent post-processing steps can influence the quality of the
interface. Optimizing the annealing conditions based on the specific requirements of selected
metals and semiconductors can reduce contact resistance.

Interface Engineering: Advanced interface engineering techniques are often employed to
reduce the overall contact resistance. Moreover, these engineered interfaces often come at a
cost of a very expensive and highly optimized experimental setup, which is not understood yet
enough to be used for large-scale synthesis for any type of MS interface.

The MS interface is often accompanied by electric contact having non-Ohmic behavior. As
shown in Fig. 2.6, at the metal side we have a sea of electrons responsible for electrical conduc-
tion; on the other hand, at the semiconductor side, there is a misalignment of Fermi level until
they are kept in contact with each other. Upon interface formation electrons in the semicon-
ductor’s conduction band minima (CBM), flow towards the metallic side until the Fermi level
on both sides aligns leading to band bending. This band bending creates the Schottky contact
by introducing the Schottky barrier height (SBH) across the interface, which is the most crucial
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Figure 2.6: Energy levels and band bending upon metal-semiconductor contact. Vacuum-level
has been assumed to be at zero reference point.

aspect of an interface formed by MS contact that regulates its electrical properties. Depending
on the energy alignments of the semiconductor and metal at the interface, it could be either
n-type or p-type contacts. For n-type semiconductors, the primary contributors to electrical
conduction are the electrons located near the CBM. Conversely, in p-type semiconductors, the
predominant carriers of current are the holes found near the valence band maximum (VBM). In
other words, the lowest available energy state (representing CBM) in the n-type semiconductors
interacting with electrons in the metal, are located above the Fermi level of the combined MS
interface. And the energy difference between the CBM and the Fermi level representing n-type
SBH, results in an energy barrier for the electron transport across the MS interface. On the other
hand, the highest occupied energy level accessible to holes (representing VBM) lying below the
Fermi level yields p-type SBH from the energy difference between VBM and the Fermi level.
Consequently, these SBHs create a barrier that, depending on where the Fermi level is located
inside the semiconductor’s fundamental band gap, causes n-/p-type rectifying behavior at the
interface between the metal and the semiconductor. The contact polarity of an MS interface
plays a crucial role in determining the contact resistance for electron or hole conduction; for ex-
ample, the polarity of an n-type and p-type contact makes electron injection and hole injection
easier, respectively.
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2.8.1 Schottky Barrier Height
As discussed above, contact resistance can be quantified with the help of SBH evaluation of the
MS interface. The Schottky-Mott model is generally employed technique to calculate the SBH
(see a recent review [69] for more detail). The Schottky-Mott model is a fundamental concept
that attempts to calculate the SBH by addressing the alignment of energy bands in both isolated
crystals and their intimate MS interface. It emphasizes the role of electrostatics in understanding
energy-level alignment. In an isolated system, energy bands are first referenced to the vacuum
level outsite, whereby the work function (ϕM) of an isolated metal is determined from the energy
difference between its vacuum level and Fermi level. Similarly the position of CBM and VMB
with respect to the vacuum level of an isolated semiconductor gives it’s electron affinity (χSC)
and ionization potential (ISC), respectively (see Fig. 2.6). The Schottky-Mott model states that
the energy band alignment observed in isolated systems should also apply to the MS interface
providing expressions for calculating the SBH for electrons (n-type) and the SBH for holes
(p-type). Usually, the n-type and the p-type SBHs are denoted by ΦB,n and ΦB,p, respectively,
which are expressed as,

ΦB,n = ϕM − χSC (2.8.1)

and,
ΦB,p = ISC − ϕM, (2.8.2)

where χSC and ISC represent the electron affinity and ionization energy of the semiconductor.

From the above discussion, if the CBM of the semiconductor remains positioned with re-
spect to the Fermi level as it was before contact, then the rule is properly followed. The fun-
damental concept behind the SM model, similar to the associated Anderson model [70] for
determining heterojunction band offsets, is rooted in the principle of electrostatic potential su-
perposition. In practical terms, these theories can be thought of as the straightforward process
of aligning the vacuum energy levels at the exteriors of two surfaces. However, it is important
to note that the strict application of the SM model to real MS interfaces is limited, as it does
not account for the charge rearrangement during the interface formation resulting from the in-
teraction at the interface. Rather, it serves as an indicator of the system’s electrostatics before
interface chemistry becomes dominant.

In the present work, the electrostatic potential has been utilized to determine the position of
the vacuum level. It is important to note that the term ”vacuum level” referred here corresponds
to an electron’s energy positioned immediately outside the surface of a crystal. This equivalence
with the vacuum level at infinity is only valid in situations where the long-range electric field
completely disappears in the vacuum [71]. Although 2D semiconductors have passive surfaces
free of dangling bonds, a realistic 2D-MS interface is accompanied by finite charge transfer at
their interfaces, which is beyond the SM model and is an idealistic, non-interacting picture of
the MS interface. Therefore, we cannot simply apply the SM model to the realistic 2D-MS
interface. The electronic states associated with the surfaces of both crystals may not persist in
the same form after the MS interface is formed; they are likely to undergo significant modifica-
tions. Newly formed ”interface states” localized within the interface region and influenced by
the atomic structure of the interface can emerge due to interactions between metal and semicon-
ductor atoms. The actual distribution of charge at an MS contact will deviate substantially from
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a straightforward sum of the charges on the surfaces of metal and semiconductor when kept in
isolation. This leads to an overall change in potential energy caused by charge redistribution
at the interface. This change can be attributed to the creation of an additional, recasting the
original SM models as follows,

ΦB,n = ϕM − χSC + ∆V, (2.8.3)

ΦB,p = ISC − ϕM − ∆V, (2.8.4)

where the term ∆V denotes the energy associated with the interface dipole energy which can be
captured by calculating the electrostatic potential of the MS interface. The interface dipole is
essentially the outcome of charge transfer between the metal and the semiconductor.

2.8.2 Fermi Level Pinning
The selection of metal to create a good quality (with zero or vanishing SBH) contact interface
with a semiconductor often depends on the work function of the metal as the work function gives
the position of its Fermi level with respect to the vacuum level. For instance, to achieve zero
n-type SBH for a semiconductor having an ionization potential of 5.0 eV, a metal with the same
work function is supposed to provide zero n-type SBH within the idealistic SM framework.
However, in practice, due to a finite charge re-arrangement taking place at the MS interface,
the semiconductor’s Fermi level is pinned or fixed at a specific position within the band gap,
regardless of the metal used for the contact. Instead of the idealized alignment predicted by the
SM model, the Fermi level of the semiconductor remains pinned to its original position, leading
to deviations in the SBH and the actual SBH observed in experiments.

In experimental setups, to quantify the pinning effect, Fermi-level pinning parameter de-
noted as S is used,

S =
∂Φ0

B,n

∂ϕM
, (2.8.5)

which is nothing but the slope of the linearly fitted value of SBH with respect to the work
function of the metals. This parameter is associated with every semiconductor, giving the in-
formation about the severity of its pinning effect. A value of S = 1 corresponds to the ide-
alistic Schottky-Mott model, which is rarely observed in experiments due to several reasons
unavoidable factors including unintentional modification at the interface during the fabrication
processes. Furthermore, a value of S=0 indicates a strongly-pinned case with no dependence on
metal’s work function. This situation is also referred to Bardeen limit. John Bardeen [72] real-
ized that the existence of states at the interface, with energies within the semiconductor’s band
gap could facilitate the absorption of a significant amount of charge transferred from the metal.
The absorption effectively shields the semiconductor from the specific characteristic of metal,
resulting in the alignment of the semiconductor’s energy bands naturally aligning themselves in
relation to the surface states, which are, in turn, pinned to the Fermi level due to their compara-
tively higher density of states. To provide a perspective on the fact that how severe is the FLP,
in practice, based on the experimental data, the observed S-parameter for Si is ∼ 0.2 [69]. For
2D-semiconductor-metal contact, an example for WS2-metal is presented in Fig. 2.7, showing
the FLP towards CBM.
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Figure 2.7: Illustration of FLP for WS2-metal contact. It represents the FLP occurring towards
CBM. High work function metals expected to yield p-type SBH such as Pd and Pt, contrarily
lead to pinning towards CBM. This clearly shows that p-type conductivity is difficult to achieve
with WS2.
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2.8.3 Metal-induced Gap States (MIGS)
One of the major reasons why the idealistic Schottky-Mott model fails to accurately describe
the SBH arising at the realistic MS interfaces is the emergence of metal-induced gap states
(MIGS) in the band gap of the semiconductor. These states play a crucial role in characterizing
the Fermi-level pinning effects. Upon interface formation, due to electronic interaction between
the metal and semiconductor, the metal’s electronic states (Bloch states due to breaking of lat-
tice symmetry at the interface along a non-periodic direction) can penetrate into the band gap
of the semiconductor, creating new electronic states within the band gap also known as MIGS.
The MIGS are typically located within the semiconductor’s band gap near the CBM or VBM,
depending on the specific interface or material. In this scenario, conduction electrons, instead of
living into the semiconductor’s CBM find it energetically favorable to reside in the MIGS. As a
result, the alignment of the metal’s Fermi level takes place with these MIGS instead of the true
Fermi level of the semiconductor, rendering the use of the SM model without appropriate modi-
fication for SBH prediction disputable. Moreover, in electronic structure calculation using DFT
we can gain insights into the MIGS by calculating the band structure projection resulting from
the modification in the semiconductor’s band edges in the total band structure. This process,
which is often referred to as fat band technique, also yields the accurate SBH, for the vertical
interface as shown int Fig. 2.4 without employing the SM model. It is worth mentioning that
several semiconductors including phosphorene have been found to be metalized on the metal-
lic surfaces, providing Ohmic contact, which can not be assessed for its SBH based on either
model (SM model, fat band technique). However, the SBH emerging at the lateral interface can
be computed with the help of the modified equations presented in Eqs. (2.8.3) and (2.8.4).
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Chapter 3

Phosphorene-Metal Contact

3.1 Background
Phosphorene, a noteworthy two-dimensional material (2DM), first gained prominence in the
early part of 2014 [73, 74, 75]. This unique material exhibits a layer-dependent band gap
ranging from 0.3 eV to 2.0 eV [76, 77, 78, 79]. This feature places phosphorene in an ideal
position for a wide array of field-effect transistor (FET) applications. Moreover, phospho-
rene’s anisotropic transport properties and its impressive carrier mobility, approximately 1000
cm2/Vs, make it as a highly promising contender for the next-generation field-effect transistors
(FETs) [73, 80, 81, 82, 83].

Numerous first-principles-based theoretical investigations have explored metal-phosphorene
interfaces, albeit with a limited selection of metals. Additionally, understanding the intricate
relationship between interface properties and various metals can be challenging due to the com-
plexities of different metal-semiconductor interfaces. For instance, recent studies by Pan et
al. [17] and Maity et al. [18] observed that Ti-phosphorene forms a pure Schottky contact,
while Chanana et al. [19] suggested an intermediate contact. Meanwhile, Gong et al. [84]
reported that Cu forms an excellent ohmic contact, demonstrating as the preferred choice for
metal electrodes with phosphorene. On the other hand, Cu creates both a tunnel barrier and
a finite Schottky barrier at the metal-phosphorene contact, according to researchby Pan et al.
These discrepancies could result from variations in simulation conditions, such as the choice
of exchange-correlation functionals, pseudo-potentials, and metallic surfaces being utilized. To
establish a comprehensive and reasonable basis for comparing different metal-phosphorene con-
tacts, it is imperative to employ a uniform methodology and a consistent set of input parameters.
This approach ensures a reasonable selection of metals forming mechanically stable contacts
along with favorable electrical properties. Notably, previous studies lacked a holistic under-
standing of the interplay between the mechanical strength of contacts and their influence on the
electrical characteristics.

This work presents a detailed ab initio investigation of metal and mono-layer phosphorene
interfaces, offering a systematic analysis of their mechanical and electrical properties. Eighteen
metals were investigated for their properties upon their contacts to mono-layer phosphorene:
aluminum (Al), silver (Ag), gold (Au), cobalt (Co), copper (Cu), chromium (Cu), molybdenum
(Mo), nickel (Ni), niobium (Nb), platinum (Pt), palladium (Pd), ruthenium (Ru), scandium (Sc),
tantalum (Ta), titanium (Ti), tungsten (W), zinc (Zn), and vanadium (V). The investigation goes
into various metal-phosphorene interfaces, scrutinizing the factors that influence their mechani-
cal and electrical properties. Adhesion strength, represented by the work of separation (Wsep), is
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calculated to assess the mechanical stability of the metal contacts when interfaced with mono-
layer phosphorene. In order to assess electrical performance, the study also takes into account
a number of other important properties, such as the density of states, the height of the tunnel
and Schottky barriers, and the charge density estimates at the mid-interface. By examining the
interface chemistry, this study establishes a crucial link between the mechanical and electrical
properties of metal-phosphorene contacts, enabling a fair comparison among different metal
contacts.

3.2 Computational Methodology
The Vienna Ab Initio Simulation Package (VASP) [85, 86] served as the primary tool for con-
ducting our DFT calculations. We employed the Perdew-Burke-Ernzerhof (PBE) method of
the generalized gradient approximation (GGA) exchange-correlation functional [87] in these
calculations. To ensure a smooth core-valence electron density connectivity, we utilized the
projector-augmented wave (PAW) corrected pseudopotential [88] using a plane wave basis set
with a cutoff energy of 400 eV for both crystal structure optimization and subsequent electronic
structure computations. For metals exhibiting magnetic properties, such as Co and Ni, we per-
formed spin-polarized calculations in ferromagnetic configurations. We set per atom force and
energy thresholds at less than 0.01 eV/Å and 1 × 10−5 eV, respectively, during structural opti-
mization. To obtain a more accurate total energy, we used the Methfessel-Paxton [89] smearing
scheme with a sigma value of 0.01 to account for the partial occupancy in metallic systems,
for energy calculations; however, we used tetrahedron smearing with Blochl-correction [90] for
electronic structure calculations, which included the Fermi energy, density of states (DOS), and
vacuum level. This approach provides an accurate representation of the electronic density of
states. Furthermore, we incorporated the optB86b-vdW [91] dispersion correction, which is
instrumental in computing both geometric and electrical properties, especially for non-covalent
interactions. To further validate our observed trend, we, in addition, employed DFT-D3 [63]
dispersion correction. To prevent interactions of repeated cell slabs, in a periodic boundary
condition (PBC)-based DFT framework, we included a vacuum space region of no less than 12
Å along the z-axis, perpendicular to the metal-phsphorene interface. It’s essential to note that
for specific metals, a vacuum level exceeding 12 Å was necessary to ensure the convergence
of the vacuum potential. The lattice, along the periodic direction (along the x and y-axes) has
been kept unchanged, as depicted in Fig. 3.1. Given the diverse and rather large set of metal
species with varying lattice parameters employed in this study, we took great care to ensure that
the phosphorene supercell aligned with a commensurate supercell of the metal, by minimizing
the lattice strain in the metals.

3.3 Results and Discussion
Standard DFT simulations are not directly suitable for the calculation of contact resistance in
metal-phosphorene interfaces. Nevertheless, critical factors contributing to contact resistance
can, in principle, be deduced from electronic structure calculations utilizing the standard DFT
method. Some of the pivotal factors leading to contact resistance include, but are not confined
to, chemical interactions, band bending leading to the formation of Schottky barriers, variations
in the work function between the metal and semiconductor, the presence of surface states, in-
terface strain, and charge rearrangement. A comprehensive exploration of metal-semiconductor
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Figure 3.1: (a) Crystal structure of monolayer phosphorene as viewed from three different di-
rections: top view showing the unit cell with lattice parameters a = 3.30 Å and b = 4.63 Å,
side view depicts the armchair and zigzag dirctions. (b) Side view of the metal-phosphorene
system with the specified coordinates. A vacuum buffer is introduced along the ±z direction.
The combined metal-semiconductor systems contain 5 layers of metal interfaced to monolayer
phosphorene. (Reproduced from Ghaffar et al. [92] under CC BY-NC-ND license.)
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(MS) interfaces, involving the quantitative assessment of these properties, facilitates a mean-
ingful comparison of contact resistance across various MS interfaces. A few of these qualities
are covered in the sections that follow.

3.3.1 Mechanical Properties of the Interface
The mechanical strength or binding strength of the metal-phosphorene interface is evaluated
through the determination of the work of separation (Wsep), which is also expressed in terms of
binding energy (Eb). This parameter characterizes the anti-peeling energy or adhesion strength
of the interface and is calculated using the formula presented in Eq. (2.7.1). The resulting
Wsep values for all the metals are provided in Table 3.1, with higher values signifying stronger
adhesive strength. Notably, among the metals, V exhibits the highest adhesive strength, while
Zn displays the lowest, aligning with the findings from [84]. Furthermore, to categorize the
metals into two different categories, a threshold value of 1.5 J/m2 for Wsep is selected. Metals
with Wsep < 1.5 J/m2 are classified as type 1, indicating low adhesion, while those with Wsep >
1.5 J/m2 are categorized as type 2, indicating high adhesion. An intriguing observation is made
with this threshold; it doesn’t merely divide the range of calculated Wsep values arbitrarily. It
reveals that all type 1 metals possess filled d-orbitals, whereas type 2 metals, except for Pd,
have vacant d-orbitals. This suggests that vacant d-orbitals in metals facilitate the hybridization
of s- and p-orbitals of phosphorene atoms, contributing to stronger adhesion. The presence
of vacant d-orbitals in metals enables stronger bonding with phosphorene, establishing it as
a pivotal criterion in the selection of metals for enhanced mechanical strength. Pd, although
lacking vacant d-orbital states, demonstrates high adhesive strength due to the almost equal
energies of its 4d- and 5s-orbitals, enabling electrons to transition from the 4d to the 5s-orbitals,
thus creating vacant orbitals for hybridization and bonding at the interface.

For a more in-depth analysis, we’ve calculated the average interfacial equilibrium distance
(dz) between the layers of metal and the phosphorene exposed at the interface, as detailed in
Table 3.1. It’s noteworthy that type 2 metals exhibit notably lower dz values when compared
to type 1 metal. This observation points to stronger chemical interactions and potential for
hybridization with the phosphorene surface layers in the case of type 2 metals. Conversely,
type 1 metals display significantly higher dz values, indicative of weaker or even non-covalent
interaction. The relationship between Wsep and dz is visually represented in Fig. 3.3a. This
illustration underscores the connection between adhesion and bond strength, highlighting that a
decrease in dz corresponds to an increase in Wsep. This correlation emphasizes the pivotal role
of bond strength in determining adhesion. Furthermore, we conducted Wsep calculations using
the DFT+D3 [63] functional. Fig. 3.3b provides a comparison of the results obtained with the
optB86b-vdW and PBE+D3 functionals. Clearly, both methods independently suggest that Ta
forms a superior adhesive contact when compared to Nb (Wsep of Ta > Wsep of Nb). However,
an interesting discrepancy arises when we perform Wsep calculations with DFT+D3 for Nb and
optB86b-vdW for Ta, leading to the opposite conclusion. This disparity again highlights the
critical importance of conducting analyses employing a standardized set of simulation criteria,
which includes energy thresholds, smearing methods, lattice matching, and barrier calculation
techniques, as already laid out in this study.
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Table 3.1: A list of lattice characteristics utilized to construct phosphorene supercell (SC)
and the metal SC to realize the commensurate metal-semiconductor contact interfaces, are pre-
sented. In addition to relevant parameters regarding interface modeling, a comprehensive sum-
mary of calculated properties are also compiled in this table. (Reproduced from Ghaffar et
al. [92] under CC BY-NC-ND license.)
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Figure 3.2: Optimized structures for all the eighteen metal-semiconductor contacts. These
structures represent the distinct effect of metals on the phosphorene surface. The apparent
distortion in some of the cases is linked with the higher interface reactivity. (Reproduced from
Ghaffar et al. [92] under CC BY-NC-ND license.)

3.4 Electrical Properties
The most crucial aspect of an effective metal contact is the facilitation of charge flow between
2DM and the metal contact. Nevertheless, this capability is contingent on various factors. Here,
we explore the various electrical characteristics of the metal-phosphorene interface in order to
determine the critical factors controlling charge transport through the interface and, in turn,
contact resistance.

3.4.1 Partial Density of States (PDOS)
We conduct Partial Density of States (PDOS) calculations to assess variations in the phospho-
rene DOS caused by the presence of metal contact. We observe that when in contact with
metal, states emerge within the band gap of phosphorene due to considerable changes in its
atomic structure, a phenomenon influenced by various factors. All metal-phosphorene contacts
show an increased amount of DOS inside the band gap, in the vicinity of the Fermi level, which
is indicative of metallization of the contacted phosphorene. In Fig [? ], significant changes in
the DOS within the band gap are caused by the chemical interaction of highly adhesive type
2 metals, which can substantially distort the atomic arrangement of phosphorene (see Fig. [?
]). Notably, some type 2 metals (Nb, W, M, and Ta) have lattice parameters similar to those of
phosphorene lattice. This leads to a specific atomic arrangement at the interface as depicted in
Fig. 3.7, that maximizes orbital overlap, resulting in a stronger chemical bond resulting in the
creation of DOS within the band gap of phosphorene (see Fig. 3.4d). A considerably increased
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(a)

(b)

Figure 3.3: (a) The interface adhesion strength calculated in terms of Wsep are plotted against
average interfacial equilibrium distance (dz). A consistent decreasing nature of Wsep with dz sug-
gests a strong correlation between the two. (b) dz vs Wsep plot for a subset of meta-phosphorene
cases presented using two different functionals. Absolute values are different, however, the de-
creasing trend of Wsep with dz remains intact. (Reproduced from Ghaffar et al. [92] under CC
BY-NC-ND license.)
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orbital overlap also facilitates efficient carrier injection across the direct contact interface, re-
ducing contact resistivity by exhibiting an Ohmic nature. Conversely, for type 1 metals, the
contacted portion of phosphorene demonstrates metalization (states within the band gap), but
the change in DOS is not as prominent as in type 2 metals. This is expected because the inter-
action between type 1 metals and phosphorene involves weaker bonds. For instance, Fig. 3.4c
illustrates that the DOS within the band gap of Au-contacted phosphorene (a type 1 metal) re-
mains relatively similar to pristine phosphorene. Additionally, van der Waals forces and strain
on the phosphorene layer may contribute to changes in DOS.

Despite the fact that all metals lead to phosphorene metalization, distinguishing metals
solely based on their contact resistance via DOS analysis is challenging. However, we can
establish a qualitative analysis based on the degree of DOS in the phosphorene band gap. There-
fore, a quantitative differentiation among metals regarding their ability to form low-resistance
contacts requires further analysis. Fig. 3.5a illustrates a schematic representation of a standard
2D-FET, showcasing the metal-phosphorene interface formed ath the source and drain contact
regions. Two separate interfaces are present: (a) the interaction between the metal and phospho-
rene (along AB), and (b) the interaction between metallized and unaltered phosphorene in the
FET channel region (along CD). Understanding the tunnel barrier across AB and the Schottky
barrier across CD is crucial for getting a comprehensive insight into the electrical properties
of metal-phosphorene contacts because, even though interface AB is metalized, the existence
of a tunnel barrier is dependent upon the strength of the bond between the metal and phospho-
rene. Additionally, the work function difference between pristine and metalized phosphorene
across interface CD can create a lateral Schottky barrier, affecting carrier flow across CD and
consequently influencing the overall contact resistance.

3.4.2 Schottky Barrier Analysis
Fig. 3.6 displays the calculated work function ϕM for all metal-phosphorene systems considered
in this study, alongside EC, EV, and the Fermi-level (EF) of pristine phosphorene. The calcu-
lated Schottky barriers for electrons and holes (ΦB,n and ΦB,p) are presented in Table 3.1. The
metals with higher ϕM (Cr, Co, Nb, Cu, and V) form p-type Schottky contacts at the CD inter-
face, while the metals with lower ϕM (Sc, Sc, Ti, and Zn) form n-type Schottky contacts at the
CD interface. It is important to note that all negative SBH values can be adjusted to zero, rep-
resenting Ohmic contact for either electron or hole conductivity. Additionally, Ni, Pt, Pd, Ru,
Ta, W, and Au exhibit Ohmic contact, and no ambipolar characteristics are observed. The SBH
values obtained in this study are compared with previous theoretical investigations in Table 3.2.
It’s noteworthy that the results of this study align with some prior research but diverge from
others. This variance can be attributed to the sensitivity of first-principles calculations to the
computational methods employed for barrier calculation. For instance, Pan et al. [17] used the
Schottky-Mott method to calculate the Schottky barrier for lateral conduction (interface CD, as
depicted in Fig. 3.5a), whereas Chanana et al. [19] only took into account barrier formation for
vertical conduction (interface AB, illustrated in Fig. 3.5a) during carrier injection. The results
also depend on simulation parameters such as the exchange-correlation functionals, k-points
mesh size, and threshold energy for structural optimization. Hence, conducting a comprehen-
sive study encompassing a diverse range of metals with consistent simulation parameters, as ex-
ecuted in this work, has pivotal importance. Furthermore, establishing a universally applicable
numerical value for specific parameters remains challenging. Rather than directly comparing
absolute SBH values from different studies, it’s more informative to analyze the trends in SBH
values across different contacts, employing a uniform set of parameters. This approach aligns
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(a) (b)

(c) (d)

Figure 3.4: Four different representative partial density of states (PDOS) plots are given; (a)
pristine phosphorene without metal contact, (b) Ti-phosphorene, (c) Au-phosphorene, and (d)
Nb-phosphorene systems. In all the metal-phosphorene contact systems, a finite density of
states (DOS) appear within the band gap, indicating the metallization of phosphorene at the
vertical contact interface. Notably, type 1 metals exhibit lower DOS within the band gap of
phosphorene than that of type 2 metals, which demonstrate a higher DOS within the band gap.
The vertical axis is represented in arbitrary units because our analysis is rather qualitative in
terms of DOS around the Fermi level of phosphorene. (Reproduced from Ghaffar et al. [92]
under CC BY-NC-ND license.)
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(a) (b)

Figure 3.5: (a) A schematic illustration of the structure of a typical Field-Effect Transistor (FET)
based on 2D materials (2DMs). The source and drain regions are contacted with metals forming
metal-phosphorene contacts. An atomic structure depicting the simulated part represented by
a 3D-box in addition to extended channel region is shown. Path A − B − C − D, denotes
the interfaces charge carriers must pass encountering two interfaces: AB (vertical interface),
located between the metal and the contacted phosphorene, and CD interface occurring between
the contacted phosphorene and the pristine phosphorene extending into the channel part. (b)
Application of modified Schottky-Mott method to calculate the Schottky barrier heights (SBHs)
for the CD interface. In this diagram, EF represents the Fermi energy of the combined metal-
contacted phosphorene system. The difference between EF and CBM/VBM yields the n-type/p-
type SBH. (Reproduced from Ghaffar et al. [92] under CC BY-NC-ND license.)

with the findings of experimental studies by Das et al. [93] and Du et al.[94], where the hole
Schottky barrier exhibited the same trend for metals Pd, Ni, and Ti (Pd < Ni < Ti).

3.4.3 Tunneling Barrier Analysis
As was previously mentioned, charge transfer and, by extension, contact resistance can be
greatly affected by the existence of a tunnel barrier at interface AB (vertical interface) between
the metal and phosphorene. The likelihood of carrier tunneling across interface AB depends
on the tunnel barrier’s height (Tb) and width (d). In Fig. 3.8, the height and the width of the
mid-gap region, which represents the region between the metal and phosphorene along vertical
interface, in the planar-averaged electrostatic potential plot, is used to determine Tb. Based on
the calculations carried out in this study, type 1 metals have a higher Tb, whereas type 2 metals
show a Tb of negative or zero. The negative Tb appears as a consequence of the Fermi level ly-
ing above the tunneling barrier indicating electrons residing in the highest occupied states have
higher energy than the barrier they encounter at the interface. This observation is explained by
the bonding strength of the metal-phosphorene contact; however, it is important to remember
that an overly strong bond at the interface is not always desirable. Metals with extensive orbital
overlap with phosphorene, such as Mo, W, Nb, and Ta, form very strong bonds that may even be
stronger than the intralayer phosphorene P-P/armchair bond. This can lead to the disruption of

38



Figure 3.6: Illustration of the work function (WF) of the metal-phosphorene interfaces aligned
into the band gap of the pristine phosphorene. The vertical bars alignment with the conduction
band minima (EC) and valence band maxima (EV) allows us to calulcate the contact polarity in
addition to the calculation of their lateral SBHs. The WF of the bulk metal is represented in blue
font, enabling the direct, side-to-side comparison with WF of interfaced metals. (Reproduced
from Ghaffar et al. [92] under CC BY-NC-ND license.)

Table 3.2: The following table represents the comparison of SBHs (ΦB,n and ΦB,p) with earlier
reported values available in published literature.

Metal SBH [17] SBH [19] SBH [18] SBH (this work)

Al(110) 0.23/0.68 NA NA 0.29/0.63
Au(110) 0.71/0.20 NA 0.89/0.01 1.02/0.00
Cr(110) 0.58/0.33 NA NA 0.70/0.22
Cu(111) 0.76/0.15 NA NA 0.73/0.19
Ni(111) 0.89/0.02 NA 0.18/0.72 0.91/0.00
Pd(111) 0.00/0.00 Ohmic 0.93/0.00 1.16/0.00
Ti(0001) 0.40/0.51 Intermediate 0.41/0.49 0.39/0.53
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the intra-phosphorene armchair bond or a significantly distorted atomic structure (see Fig. 3.2).
The broken bond induces an intra-phosphorene layer tunnel barrier. For instance, refer to Fig.
3.8 (c), where an electrostatic potential peak is observed within the phosphorene region, not in
the mid-gap area. This peak suggests the presence of an intra-phosphorene tunnel barrier (TB),
requiring electrons to tunnel through the barrier located within the phosphorene layer. This can
exacerbate the carier injection efficiency due to extra tunneling barrier. As a result, even while
these metals might not directly create a tunnel barrier at the metal-phosphorene interface, they
might nevertheless have a high charge flow resistance, which would increase contact resistance
overall.

To provide a quantitative perspective, we calculate the carrier tunneling probability (T )
across interface AB. To accomplish that, the full-width half-maxima (FWHM) of the mid-gap,
the peak above the Fermi level in the planar-averaged electrostatic potential plots, is used to
estimate the form of the tunnel barrier, giving it an approximated square shape with a barrier
height Tb and width d. The T is determined by the formula,

T = exp

−2

√
2mTb

ℏ2 d

 , (3.4.1)

where, m and ℏ represent the carrier’s effective mass and the reduced Planck’s constant, respec-
tively. Type 1 metals Ag, Al, Au, Cu, and Zn have calculated T values of 50%, 66%, 51%,
74%, and 44%, respectively. On the other hand, T is 100% for all type 2 metals, at least for the
vertical interface. Some of the type 2 metals, however, have intra-phosphorene tunnel barriers,
as previously mentioned, estimated T values for Mo, Nb, Ta, and W are 79%, 35%, 20%, and
29%, respectively. Although Mo, Nb, Ta, and W exhibit higher adhesive strength and lower
Schottky barrier height (SBH) at interface CD, the presence of an intra-phosphorene tunnel bar-
rier could contribute to higher contact resistance. Consequently, a comprehensive analysis that
considers both SBH and TB with consistent simulation criteria offers valuable insights into the
electrical properties of MS contacts.

3.4.4 Mid-Interface Charge Density (MICD)
At the metal-semiconductor interface, there can be localized electronic states known as inter-
face states. These states can trap charge carriers, leading to a variation in the charge density.
The presence and distribution of these states can significantly impact the charge density. The
interface states and in turn the charge density at the MS interface depends on various factors,
including the properties of the metal and the semiconductor; Some of these properties include
electronegativity, work function, and lattice mismatch. The mid-interface charge density (ρ)
is calculated at the mid-point of the interface AB, which theoretically represents the electron
localization due to molecular bond formation taking place between metal-phosphorene atoms at
the interface. Although chemical bonding at the interface is the basis for adhesion, the bonding
electrons are expected to be localized in the middle of the interface or slightly shifted towards
the more electronegative atoms. Moreover, MICD provides an additional method to evaluate
metal contacts with superior mechanical strength and electrical conductivity. It’s important to
note that bonding strength is closely connected to the degree of charge involvement in bonding.
Consequently, ρ is anticipated to increase with Wsep. Fig. 3.9a illustrates ρ with respect to Wsep,
and as anticipated, ρ rises in tandem with higher Wsep. Visualizations of ρ for two metals, (a) Cr
(with the highest ρ value), and (b) Zn (with the lowest ρ value), are provided in Fig. 3.9b. This
observation indicates that the lower-adhesive metals (Zn, Au, etc.) are physisorbed on the phos-
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Figure 3.7: This figures represents strong atomic overlap. Metals with lattice parameters match-
ing those of phosphorene form interfaces with maximum atomic overlap or orbital overlap. In
this study, Nb, Ta, Mo, and W reprsent such metals. (Reproduced from Ghaffar et al. [92] under
CC BY-NC-ND license.)

phorene surface facilitated through van der Waals interaction, whereas higher-adhesive metals
(V, Ti, Sc, Cr, etc.) are chemisorbed on the phosphorene surface mediated from the covalent
bond formation, along the interface bonding strength.

Planar-averaged charge density calculation along the z-direction (normal to the interface)
was carried out in order to determine ρ, as Fig. 3.10 illustrates. Table 3.1 provides a summary of
the ρ values for all eighteen metal MP-interfaces that were taken into consideration in this study.
Notably, In Fig. 3.9, Sc and Ti exhibit deviations from the general ρ vs. Wsep trend. While the
specific reasons for this deviation are not entirely clear, an interesting observation is presented in
Figure 3.11. This figure depicts the intrinsic resistivity values of the metals [95], revealing that
Sc and Ti, the metals deviating from the ρ-Wsep trend, also have the highest metallic resistivity.
Though this is an exception, generally speaking, ρ can be used to indicate higher mechanical
strength or chemical bonding. Metals with higher ρ values are also anticipated to show improved
conductivity for interface AB. That being said, it is important to keep in mind that overall
conductivity and, consequently, electrical behavior, rely on both interfaces. For this reason,
both Schottky and tunneling barrier heights continue to be excellent indicators for evaluating
”good” quality metal contacts for phosphorene-based FET devices.
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(a) (b) (c)

Figure 3.8: Figures showing the planar averaged electrostatic potential prependicular to the
interface: (a) Ti-phosphorene, (b) Au-phosphorene, and (c) Nb-phosphorene contact interfaces.
The dotted horizontal line at 0 on the vertical axis, and the dashed red vertical line represent
the Fermi level and the mid-interface point, respectively. The tunnel barrier heights can be
determined from the potential difference between the peak of the potential at the mid-interface
and the Fermi level. (Reproduced from Ghaffar et al. [92] under CC BY-NC-ND license.)
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(a)

(b)

Figure 3.9: This figure depicts the interface charge density; (a) displays the mid-interface charge
density (ρ) varying with work of separation (Wsep) for different interfaces, demonstrating a clear
positive correlation of ρ with Wsep. (b) A visualization of ρ for Zn (type 1 metal) and Cr (type
2 metal) interfaced with phosphorene. It can be noted that the Zn-based phosphorene interface
exhibits the lowest ρ, while the Cr interface presents an example for the high ρ. (Reproduced
from Ghaffar et al. [92] under CC BY-NC-ND license.)
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(a) (b) (c)

Figure 3.10: The planar averaged charge density, perpendicular to the interface is presented for
3 distinct representative phosphorene-metal cases. (a) Ti-phosphorene is given as an example of
highly adhesive type 2 metals, (b) Au-phosphorene represents the lower adhesive metals (type
1), and (c) Nb-phosphorene is an example for the cases with broken intra layer armchair P-P
bond upon metal contact. (Reproduced from Ghaffar et al. [92] under CC BY-NC-ND license.)

Figure 3.11: The resistivity of all the metals employed for the interface construction with phos-
phorene. Sc, Ti, and V are the metals with highest resistivity among all the metals used in this
study. (Reproduced from Ghaffar et al. [92] under CC BY-NC-ND license.)
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Chapter 4

WS2-Metal Contact

4.1 Background
Two-dimensional (2D) semiconductors, widely known for their flexible mechanical and elec-
tronic properties, have significantly expedited research endeavors focused on their integration
into cutting-edge flexible electronic and optoelectronic devices. Their remarkable versatility
has unlocked a wide spectrum of applications, spanning across electronics [96, 97], opto-
electronics [98, 99], sensors [100, 101], and biomedical devices [102, 103]. Among the di-
verse array of 2D semiconductors explored thus far, transition metal dichalcogenides (TMDs)
have accumulated substantial attention. In this category, WS2 has emerged as a formidable
2D semiconductor, primarily attributed to its recent accomplishments in prototype device ap-
plications [104, 105, 106]. However, the presence of parasitic contact resistance presents a
formidable obstacle in the quest for high-performance devices. Efforts have been dedicated
to tackling and mitigating this problem [107, 108, 109, 110]. Several techniques have been
employed to curtail resistance, encompassing modifications at the interface and surface levels,
including: 1) Surface Functionalization [111, 112], 2) Doping [113, 114], 3) Interface Engi-
neering (leveraging suitable metals) [25, 115], and 4) Surface Passivation [51, 116, 117].

Multiple experiments [118, 119, 120, 121], have successfully demonstrated controllable
doping techniques for TMDs , which offers a promising approach to enhance the contact prop-
erties of WS2/metal interfaces. The dopants used in these experiments, such as P, C, and N,
have a significant chemical influence on WS2 [122, 123]. Consequently, diverse contact tun-
able properties can be envisaged. For example, these dopants shift the Fermi level toward the
valence band minima by creating acceptor states, thereby promoting p-type conductivity, which
is highly desirable in pristine TMD/metal contact systems as these interfaces typically lead to
n-type contact behavior due to Fermi level pinning (FLP) close to the conduction band edge
(Ec). At the same time, Cl and F can be classified as a n-type dopants due to their ability to
derive donor states within the band gap close to the conduction band, whereas O-dopants being
isoelectronic to Sulfur generally expected to show very insignificant effect on WS2’s electronic
properties. Nevertheless, due to the metal-induced gap states (MIGS) formation, the above men-
tioned characteristics of different dopants are expected to undergo very complex interactions
thereby making it essential to carry out an analysis to classify the ability of different dopant
systems to alter and provide an efficient route for improved engineered contact interfaces. The
emergence of acceptor states caused by p-type dopants suggest a potential for Fermi level de-
pinning (FLDP). However, the comparative ability to produce p-type contact properties with
different dopants, and their correlation with other contact properties, is still not addressed. This
highlights the need for a comprehensive investigation of chalcogen-substituted WS2 to quantify
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the reduction in metal-induced gap states (MIGS) and its correlation with FLDP. By studying
these aspects, we can gain valuable insights into substitutionally doped systems as a contact
resistance mitigation technique.

In general, TMDs show higher stability with metal-rich systems than chalcogen rich [46],
which explains the fact that chalcogen substitution is energetically more favorable than tran-
sition metal (TM) substitution. In addition, S-vacancy exhibit shallows trap states while TM
vacancies are associated with deep-trap states. In this vain, Kim et al. [47] demonstrated exper-
imentally that S-vacancy causes more impurities and disorders in WS2 compared to W-vacancy
resulting in 10 times higher doping concentration in tandem with 4 times higher Coulomb scat-
tering coefficient, due to the formation of shallow doping level [48], which makes it chemically
more active. Moreover, Wang et al. [49] suggest that various defects such as B, C, N, O, F,
and P doping and S-vacancy can be used to activate the inert basal planes of 2H-phase MoS2

causing impurity states to be introduced in the lower energy levels. Furthermore, in the light of
above discussion, recent developments in chalcogen substitution-based studies has been carried
out to achieve improved device performances employing non-metallic dopants: P [37, 44, 45],
C [37, 44, 45], N [26, 39, 45], F [38, 43, 50], O [42, 45, 51], Cl [41, 45, 52, 53, 54]. However, it
remains a long-standing challenge to quantify the relative performance of different chalcogen-
substituted WS2/metal interfaces over a set of metals having varying chemical properties. In
this light, our study involves a selection of several highly ubiquitous dopants such as P, C, N,
O, and F, and metals including Ag, Au, Cu, Pd, Pt, Sc, and Ti , in the search for a more compre-
hensive understanding of the tunability in their contact properties with/without substitutionally
doped systems. The above considerations along with the fact that the characterization of relative
contact properties of different systems require a consistent set of simulation criteria, increases
the importance of this study on S-substituted WS2/Metal contact. We believe that this study
can help fundamental research and provide insight towards defect-assisted metal/TMDs contact
properties in the experimental fabrication for the next-generation device application.

4.2 Results and Discussions
Analyzing 2D semiconductors through experimental methods poses a significant challenge due
to the increased strength of the effective Coulomb interaction in low dimensions along with
the requirement of highly sophisticated handling techniques to prevent sample contamination.
This enhanced interaction is a result of dimension-related effects that are typically overlooked
in experimental studies. However, theoretical modeling based on first-principles theory has
successfully characterized the properties of 2D materials, offering a relatively accurate analy-
sis of their relative properties. Although the DFT calculations may not accurately predict the
precise location of semiconductor band edges, they provide a useful framework to guide the
experimental synthesis.

To successfully model the contact interface, we constructed several metal surfaces interfaced
with a monolayer of WS2. Previous research indicates that only the contact layer of TMDs can
accurately capture the overall contact behavior [54, 115]. This justifies our modeling approach
using a monolayer of WS2, and we can justify that the insights gained in this study may have
broader applicability to other TMDs. This is because the 2H-hexagonal phase of TMDs, which
represents the semiconducting polytype of TMDs, generally exhibits similar chemical interac-
tions.
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4.2.1 Binding Strength and Mechanical Stability
Before conducting the interface analysis, we first assessed the relative stability of monolayer-
WS2 doped systems (system shown in Fig. 4.1), in terms of binding energy (Eb). Positive Eb

values indicate the system’s stability. Notably, we found that dopants C, N, and O exhibited
higher Eb values compared to pristine-WS2 when considering S as a dopant. Conversely, P,
F, and Cl demonstrated lower Eb values. The variability in binding strength among different
dopants likely arises from factors such as the dopant’s electronegativity, atomic size, and their
similarity to sulfur in accommodating broken bonds from S-vacancies.

Our study revealed a valuable insight into doped-WS2 systems; they have the potential to en-
hance chemical interactions upon contact with metals. For instance, doped-WS2 with higher Eb

values may lead to reduced chemical reactivity, when metal/WS2 interface is formed. This has
the potential to enhance non-covalent interaction in the form of van der Waals contacts. This,
in turn, could help suppress the formation of metal-induced gap states (MIGS) and increase
the Fermi level depinning (FLDP) phenomenon. Furthermore, our band structure analysis con-
firms the roles of the dopants as acceptor dopants (C, P, and N), donor dopants (Cl, F), and
neutral dopants (O). As depicted in Fig. 4.2, we observed a strong and consistent correlation
between the average interface separation and Binding Energy (BE), which was also discussed
in our study [92] with phosphorene-metal interfaces. Specifically, we calculated a notably high
negative correlation coefficient, typically exceeding -0.95. The average interface separation (dz)
does not only highly correlate to the binding strength, but it also plays an important role when
calculating the tunneling barrier at the interface. It’s essential to note that the movement of
interfacial atoms, influenced by chemical interactions at the interface, whether with or without
dopant substitution, can introduce complexities in determining the precise interfacial distance.
To address this challenge, we employed K-means clustering, an unsupervised machine learn-
ing algorithm, along the z-coordinates (the interface direction). In this approach, the number
of clusters (K) was set equal to the total number of atomic planes, yielding K-centroids, each
representing the average z-coordinate value for a specific atomic plane within the system. This
method ensures robust results as the number of clusters (atomic planes) was already known.
Surprisingly, contrary to our initial expectations, we observed that all p-type doped interfaces,
on average, exhibit enhanced BE values compared to the pristine interface. This suggests that
p-type dopants not only reduce the Schottky barrier height (SBH) but also contribute to the
further stabilization of the contact interfaces. Furthermore, as discussed in Section 4.2.2, this
behavior indicates the potential for lower Fermi level pinning (FLP), resulting in reduced p-type
SBH values.

To delve further into our study, we also examined charge rearrangement for various doped
and pristine cases. Surface passivation techniques aiming to reduce the hole SBH through the
insertion of 2D layers and other functionalization techniques involve a tradeoff. This tradeoff
stems from the need to balance the reduction in SBH due to FLP due to MIGS suppression
against the increase in tunnel barrier height (TBH) resulting from an extended semiconductor-
metal interfacial distance. Significantly, our observation that Eb increases with C, P, and N
dopants as dz reduces provides valuable insights into TBH. The strong negative correlation
between Eb and dz, as evident in Fig. 4.2, implies that an increase in Eb accompanies a reduction
in the tunneling distance, facilitating the electron flow across the interface more effectively by
overcoming the tunneling barrier height. In addition, contacts with higher/lower BE/dz ratios
can not only, indirectly impact TBH but also SBH, as they direct relation to the formation
of MIGS, which arises from enhanced orbital overlap due to intimate contact at the metal-
semiconductor (MS) interface. In the subsequent sections, we explore the interplay between Eb
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and various parameters across different systems.

Figure 4.1: Schematic diagram of a typical Field Effect Transistor (FET). The dotted circular
part has been simulated as illustrated on the RIGHT. Both the pristine-WS2/Metal and doped-
WS2/Metal interface is modeled as depicted in the figure.

4.2.2 Schottky Barrier Analysis
Two of the crucial interfaces directly responsible for overall contact resistance are vertical inter-
face (direct metal-semiconductor contact) and the lateral interface (contact between interfaced-
semiconductor and the semiconductor in the channel) as depicted in Fig. 4.1. In Figure 4.4, we
present the vertical SBH data using bar graphs; numerical values for all the doped and undoped
(pristine) systems are listed in Tab. 4.1. These graphs not only illustrate SBH trends among
various metals but also provide insights into their respective impacts on the SBH modification
in the substituted systems. The top-left figure represents the Schottky-Mott SBH calculated us-
ing energy levels of isolated metals and WS2 with the aligned vacuum level. Notably, P, C, and
N-substituted cases result in a clear reduction in p-type SBH, as anticipated from the doped-
WS2 study in Section 4.2.1. Similarly, n-type dopants Cl and F generally reduce n-type SBH.
In contrast, the O dopant, considered iso-electronic to the replaced S-atom and termed a neutral
dopant, shows minimal deviation from the pristine case. From the numerical values of SBH
presented in Tab. 4.1, it can be witnessed that despite significant Fermi level shifts towards the
valence band in the case of C, N, and P-substituted WS2, the corresponding contact systems
do not produce SBH variation in the same proportion. The relative SBH trend follows N < P
< C, while Cl, F, and O follow a general trend, though not strictly - O < F < Cl. The varia-
tion in SBH strength with different metal electrodes aligns with a recent theoretical study [53],
which examined the effect of Cl-doping on Ag and Pd-metal electrodes. These variations can
be reasonably explained by the dopants’ potential to introduce acceptor/donor impurities into
the WS2 layer, as elaborated in Section 4.2.5. Ongoing experimental studies dedicated to doped
TMDs-Metal contacts are in excellent agreement with our analysis [118, 119, 122, 124, 125].
Furthermore, we expect to explain the transition of SBH behavior towards p-type/n-type con-
tacts in light of the strength of p-type/n-type dopants in suppressing/enhancing metal-induced
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1.0

1.5

2.0

B
in

di
ng

E
ne

rg
y

[J
/m

2
]

Ti

Sc

Pd

Cu
Pt

Ag Au

Sc Ti

Pd

Cu

Pt

Ag Au

ScTi

Pd

Cu

Pt

Ag
Au

Pristine, r = -0.98
Cl, r = -0.95
F, r = -0.98

2.0 2.2 2.4 2.6
Interfacial Separation (dz ) [Å]
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Figure 4.2: Binding energy for all the systems, both with and without S-substitution. To facil-
itate a direct comparison of relative variations among different cases in relation to the pristine
case, these systems are categorized into three distinct groups: 1. p-type dopants(C, P, N), 2.
n-type dopants (F, Cl), and 3. neutral dopants (O).

49



gap states (MIGS), as will be discussed in the following section. As predicted, the nature of
dopants can be categorized into three distinct groups based on their ability to tune energy levels
into n-,p-type polarity: 1. n-type inducing (F, Cl), 2. p-type inducing (P, C, N), 3. neutral (O).
While these dopants do not transform the contact polarity into what is based on this distinction,
significant changes are exhibiting clear induction of acceptor/donor characteristics in line with
the above classification for the vertical interface. Additionally, calculated SBH for the lateral
interface can be observed in Fig. 4.3. The polarity and absolute values of SBH largely align
with the SBH based on the idealistic Schottky-Mott model [67, 68] , as illustrated in Fig. 4.3.
This suggests that the carrier polarity of the lateral interface is largely independent of doping
characteristics at the vertical interface. The can be reasoned by examining the main parameters
that influence the lateral SBH, which are the work function and interface dipole correction of
the combined WS2-metal interface in the light of Eq. (2.8.3), and Eq. (2.8.4). Note that this
calculation of the lateral SBH is based on the modified Schottky-Moot method, which also con-
siders the variations in the work function of the metal resulting from interface formation. We
notice that the work function of metals does not vary considerably across all the doped systems
- at least not according to the doping characteristics. This provides sufficient explanation for
why doping has small effect on the polarity or value of the lateral SBH in general.

Table 4.1: Vertical SBH for all the interfaces has been calculated employing fat band technique,
as given here along with other relevant parameters. The Eg, ΦV

n , and ΦV
p denote the band gap,

n-type SBH, and p-type SBH, respectively in the unit of eV. Metal-induced gap states (MIGS)
are given in the units of states/eV/Å3.

Dopant Metal Calculated Properties
ΦV

n ΦV
p Eg MIGS

Pristine Ag -1.589 0.145 1.734 2.940
Au -1.360 0.350 1.710 3.857
Cu -1.563 0.212 1.775 5.471
Pt -1.100 0.580 1.680 8.423
Pd -1.128 0.754 1.882 8.037

P Ag -1.351 0.370 1.721 3.065
Au -1.010 0.673 1.683 3.289
Cu -1.433 0.314 1.747 5.236
Pt -0.969 0.705 1.674 7.947
Pd -0.998 0.918 1.916 9.868

C Ag -1.095 0.513 1.608 3.793
Au -0.805 0.815 1.620 3.594
Cu -1.244 0.400 1.644 5.839
Pt -0.937 0.698 1.635 8.572
Pd -0.971 0.904 1.875 7.583

N Ag -1.370 0.280 1.650 3.908
Au -1.022 0.618 1.640 3.728
Cu -1.475 0.290 1.765 6.905
Pt -1.010 0.618 1.628 7.260
Pd -1.030 0.830 1.860 6.878

Cl Ag -1.657 0.004 1.661 3.145
Continued on next page
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Table 4.1 – continued from previous page
Dopant Metal Calculated Properties

ΦV
n ΦV

p Eg MIGS
Au -1.562 0.162 1.724 5.543
Cu -1.631 0.066 1.697 6.097
Pt -1.152 0.498 1.650 8.855
Pd -1.217 0.633 1.850 8.904

F Ag -1.563 0.196 1.759 5.606
Au -1.240 0.460 1.700 5.023
Cu -1.586 0.220 1.806 8.399
Pt -1.200 0.390 1.590 9.105
Pd -1.220 0.556 1.776 9.240

O Ag -1.710 0.005 1.715 2.827
Au -1.400 0.300 1.700 3.422
Cu -1.595 0.202 1.797 6.060
Pt -1.132 0.510 1.642 8.016
Pd -1.161 0.681 1.842 7.114

4.2.3 Tunnel Barrier and Tunneling Probability
In principle, the interface tunneling width (denoted as dz) and tunneling barrier (referred to as
”Tb”) both impact the overall tunneling resistance, making the calculation of tunneling proba-
bility (T ) an essential means of quantifying both the interface properties into a single quantity
as expressed through Equation 2.7.2. As shown in Figure 4.6, metals Sc and Ti exhibit a T
equal to 1, implying zero barriers for carrier flow. This is due to the formation of an extremely
close contact between the metal and WS2. In contrast, other metals display a tunneling proba-
bility of less than 1, largely dependent on their degree of affinity for binding to the WS2 surface.
This affinity, in turn, is linked to the degree of overlap of atomic wave functions, leading to a
greater possibility of chemical bonding at the interface region, a key factor responsible for the
formation of metal-induced gap states (MIGS). Consequently, less reactive metals like Ag, Au,
and Cu yield the lowest T values across all the substituted cases. Typically, the phenomenon of
Fermi level depinning (FLDP) can be associated with lower tunneling probability. Interestingly,
we observe that interfaces substituted with C, P, and N, which can induce FLDP, generally show
a significant increase or remain more or less the same in terms of T -values across all metals ex-
cept Au. Note that the governing parameter associated with T can be linked to the various
interface properties: the number of valence electrons, electronegativity difference, ionic charge,
steric effects, interface environment, oxidation states, reactivity, and more. In line with this,
Au, being highly non-reactive and having the lowest electronegativity difference (2.58 (S) -
2.54 (Au) = 0.04), mainly forms van der Waals interfaces. This leads to a substantial reduction
in adhesion upon doping because the dopants move away from the metal surface (Zd) further
reducing chemical interaction. Additionally, the decrease in van der Waals interaction energy
as 1

r6 with interface distance (dz) may explain the discrepancy observed with Au electrodes.
Nevertheless, additional computations are necessary to validate this.

There appears to be a significant correlation between tunneling barriers and MIGS forma-
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Figure 4.3: Bar graph showing the lateral Schottky barrier height (SBH) calculated using a
modified Schottky-Mott model, with the vacuum level aligned between contacted WS2 at the
electrode region and WS2 in the channel.
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Figure 4.4: The top two plots describe the Schottky barrier height (SBH) utilizing the idealized
Schottky-Mott model and the subsequent alteration due to Fermi level pinning (FLP) calculated
using Fat band technique. Please note that the Fat band method could not be employed for Sc
and Ti due to their highly reactive nature, which destroys the WS2’s band-edges. The bottom
two plots, with the help of bar plots, compare the SBH modification across different substituted
interfaces concerning the pristine WS2/metal interface.
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Figure 4.5: Electronic bandstructure and atom-projected DOS as applied for the fat band tech-
nique to predict the vertical SBH of Au. Black and blue-colored arrows denote the n-type and
p-type SBH, which originates at the Fermi level and points to the CBM and VBM, respec-
tively. (a) Pristine-WS2-Au(111), (b) O-doped-WS2-Au(111), (c) C-doped-WS2-Au(111), (d)
Cl-doped-WS2-Au(111)
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Figure 4.6: Tunneling Probability (T ) analysis for all the interfaces with/without doping. T
values larger than 1 imply no tunneling barrier at the interface.
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tion resulting from doped-WS2. A comprehensive explanation of the results in this section is
provided in the following Section 4.2.4. Furthermore, tunneling barriers are a common issue
in various engineered interface techniques, especially when a semi-metallic layer is introduced
at the interface to minimize the interaction between the metal and the semiconductor, thereby
reducing MIGS resulting in FLDP. However, these approaches often result in low-quality in-
terfaces with a large tunneling width that thermally excited electrons must overcome to inject
across the interface, ultimately leading to higher contact resistance. Our calculations reveal that
p-type metals (C, P, N) not only reduce the hole SBH but also exhibit reduced tunnel barriers,
as evident from the binding energy analysis in Fig. 4.2.1. This elucidates a crucial connection
among the most significant quantities analyzed here, including binding energy, tunnel barrier,
and Schottky barrier. Interestingly, we find that substitutionally doped metal-semiconductor
contacts can provide FLDP (lower hole-SBH in the case of metal/TMDs contacts) without com-
promising the mechanical stability of the interface.

4.2.4 Metal Induced Gap States (MIGS)
Metal-induced gap states (MIGS) are the electronic states appearing in the semiconductor’s
band gap as a result of metal interaction. These states can either be in the vicinity of the valence
band (forming acceptor-like states) or just below the conduction (originating into donor-like
states). In general, the location of MIGS in the band gap is largely controlled by the specific
metal and semiconductor involved. Nonetheless, in the case of TMDs, emerging MIGS tend
to cause the FLP towards conduction band exhibiting donor-like states, irrespective of metal
used to form the contact [126, 127]. In our calculations, we observed that in the case of Sc and
Ti, the hybridization of atomic orbitals at the interface is so strong that it entirely disrupts the
band edges. This makes it increasingly challenging to determine edge-dependent properties,
including SBH and metal-induced gap states. For the other metal cases, we’ve represented
MIGS in Fig. 4.7. As expected, metals with fully-occupied d-orbitals produce fewer MIGS
compared to those with vacant d-orbitals. However, an important observation is the variation in
MIGS with different substitutions concerning the pristine-WS2/metal contact. Fig. 4.7 clearly
shows that for p-type dopants, there is no variation in MIGS formation among all the substituted
systems compared to pristine WS2/metal contacts. This contradicts the anticipated result that
the reduction of p-type SBH by Fermi level depinning (FLDP) can generally be attributed to
MIGS suppression [128, 129, 130]. On the other hand, for n-type dopants, especially for F, it
seems to significantly increase MIGS. However, it doesn’t undergo a more severe Fermi level
pinning (FLP) toward Ec to yield very low n-type SBH in similar extent with all the n-type
dopants. As shown in Figure 4.4, Cl-doping leads to the highest reduction in n-type SBH,
allowing Cl to be an excellent n-type polarity inducing dopant. The substantial increase in
MIGS for the F-case could be attributed to the increment in the Density of States (DOS) due
to unsaturated bonds, resulting from F-substitution, which enhances the electron delocalization
rendering higher DOS within the band gap. This variation in MIGS behavior across different
systems primarily depends on the chemical interaction linked to the metal and dopant’s intrinsic
characteristics at the interface, which appears to have a weak effect on FLDP in the case of
dopant-substituted WS2/metal systems, ruling out the possibility of MIGS-dependent FLDP.

Furthermore, MIGS at the metal-semiconductor (MS) interface arises from the metal wave-
function decaying into the band gap of the semiconductor due to the abrupt discontinuity of
metal Block states, resulting from the translational symmetry-breaking of the metal crystals
at the interface. This prevents electron transfer from the semiconductor to metal into the states
around the Fermi level because the semiconductor lacks electronic states in the band gap. There-
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Figure 4.7: Metal-induced gap states (MIGS) calculated over all the electronic states within
the band gap. We can observe variations in MIGS depending on metal and dopant chemical
reactivity.
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fore, it can be argued that MIGS cannot be influenced by the semiconductor side without modi-
fying states on the metal side. We believe, this could substantiate why the Fermi level depinning
(FLDP) model based on MIGS is not applicable here, leading to a weak dependence of SBH on
MIGS for a given metal interfaced with different substituted WS2. However, a change in dipole
moment resulting from dopant substitution may offer a clearer explanation for the underlying
mechanisms driving the FLDP phenomenon [131], as discussed in the following section. In ad-
dition, the origin of MIGS can be associated to both localization and delocalization of electrons
in the vicinity of dopants at the interfaces. This can leading to the creation of charge scatter-
ing centers, which leads to increased contact resistance. However, as Fig. 4.5 illustrates, the
curvature of band edges after metal contact remains largely unaffected showing that the carrier
mobility of vertical interfaces will be unchanged. We attempt further to explain the above find-
ings by conducting a charge analysis at the interface, correlating it with SBH, as shown in the
upcoming section.

4.2.5 Interface Charge Analysis
Given that we are dealing with non-ideal interfaces where charge transfer is inevitable due to
various crucial factors pertaing to chemical environment such as the electronegativity difference
between the metal and semiconductor at the interface, the difference in work function between
the metal and semiconductor, and the degree of atomic overlap at the interface, it is crucial
to understand the behavior of charge transfer across the interface, particularly the charge re-
arrangement resulting from introducing S-substitution in WS2. This charge rearrangement is
expected to create dipoles at the interface, which in turn screens the work function difference
between the metal and semiconductor, providing a rough explanation of Fermi level depinning
(FLDP). To quantify the charge transfer at the interface, we calculated the charge rearrange-
ment occurring in the WS2 part due to S-substitution in conjunction with metal contact. This
calculation is performed using the expression,

dQ =
∫ ∞

Lz

(ρd(z) − ρ0(z))dz, (4.2.1)

where ρd(z) and ρ0(z) represent the charge density of doped and undoped systems, respectively.
The lower limit (Lz) of integration is taken as the mid-point at the interface in the case of metal-
contacted systems and has a value of −∞ in the case of non-contacted WS2 substitution study.
The value of dQ as expected from the valence charges of substituted atoms is consistent with
that obtained for WS2-substituted cases, as illustrated in Fig. 4.9. These dQ values resulting
from acceptor and donor impurities introduced into the WS2 lattice alter its electrical properties,
creating additional energy levels within the band gap. These energy levels result in a positive dQ
in the case of holes (acceptor impurities) and a negative dQ in the case of excess electrons (donor
impurities), leading to varying properties in different WS2-contacted systems. The reason for
dQ = 0 in the case of O-substitution is that it satisfies the S-bonding condition due to its
being iso-electronic to S. The asymmetry in the figure indicates that only one side of WS2

is substituted. In the case of metal contact, we made an effort to characterize further charge
transfer occurring across the interface from metal contact. This charge transfer varies depending
on the metals and substituted atoms, as seen in Figure 4.9. This is precisely why we observe that
SBH values for p-type dopants (C, P, N) are not the same as in the WS2-doped study because
there is a non-vanishing finite charge redistribution taking place upon metal contacts. This
subsequently weakens their ability to provide us with a p-type contact by capturing the carriers
in the MIGS emerging around the conduction band. In the cases of Ag, Au, and Cu, we can see
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Figure 4.8: Planar-averaged electrostatic potential along the interface in the z-direction. The
red dotted line represents the Fermi level. The dashed circular portion, which has been zoomed
in on the right, is approximated as a rectangular shape to facilitate the application of quantum
mechanical tunneling theory.
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dQ values departing from the original WS2-substitution case, which reduces p-type SBH to a
certain degree but does not entirely change the polarity from n-type to p-type.

Interestingly, the amount of dQ generally aligns with the varying trends in vertical SBH
modification for the substitutionally doped contact systems. However, it does not show a strict
correlation with the observed SBH values. One reason for this discrepancy could be the fact
that DFT calculations may not provide accurate on-site charges for strongly correlated systems,
such as transition metals with partially filled d-orbitals [132]. DFT is known to have limitations
in accurately describing the localization of electronic charges, referred to as self-interaction er-
ror. To account for proper electronic interactions and, hence, accurate charge transfer in such
strongly correlated electronic systems, Hubbard U-corrected DFT+U calculations could be em-
ployed [133], which are known to describe on-site electron-electron interactions more accu-
rately than semi-local exchange-correlation functionals based on the Perdew-Burke-Ernzerhof
(PBE) generalized gradient approximation (GGA). However, calculating optimized U-values
for various systems with hundreds of atoms is beyond the scope of this study. It’s also impor-
tant to note that this study is limited to a fixed doping concentration, which is reasonable to
believe could have ultimately led to p-type contacts with a higher concentration of acceptor im-
purities resulting from more extensive p-type doping. Furthermore, the presence of additional
energy states within the band gap of a semiconductor, as indicated by the dQ values result in a
higher value of MIGS in the case of F and Cl compared to the pristine contact case. However,
for C, P, and N cases, there is no systematic reduction across different systems, although a slight
increase in MIGS is observed. This indicates that in the case of p-type dopants, FLDP is not
solely dependent on MIGS.

The idealistic Schottky-Mott model fails to explain the SBH due to charge redistribution
- an electric dipole is formed across the interface. This dipole results in the Fermi level of
the semiconductor-metal contact being pinned within the band gap rather than adjusting to the
metal’s Fermi level. Therefore, we anticipate that Fermi level depinning (FLDP) leading to
reduction of p-type Schottky barrier height can be explained from the change in the interface
dipole moment (∆P) resulting from dopant substitution (C, P, N). The ∆P can be calculated as
follows:

∆P =
∫ Z f

Zi

z∆ρ(z)dz (4.2.2)

where Zi and Z f represent the initial and final z-locations involving finite charge variation (∆ρ).
As shown in Figure 4.10, C, P, and N exhibit the highest negative ∆P values, while it is positive
for F and Cl, with the highest value observed for Cl. The variation is minimal for O, which are
generally in line with FLDP and the previously determined dQ values.
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Figure 4.9: Planar average charge density (PACD) due to doping compared to the pristine con-
tact. The dQ-values indicate the amount of charge transferred towards the WS2 side upon sub-
stitution. The solid black line represents the interface midpoint, while the red/blue dotted lines
indicate the locations of metal/WS2 atomic planes along the z-direction.

Figure 4.10: Change in the interface dipole moment (∆P) due to doping. The trend in dipole
change consistently correlates with the Fat band Schottky barrier heights.
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Chapter 5

Summary

5.1 Conclusion
In conclusion, our study successfully modeled various metal-semiconductor interfaces using
state-of-the-art computational tools. We conducted a comprehensive analysis of both the me-
chanical and electrical properties of metal-phosphorene and metal/WS2 contacts, to elucidate
the key factors contributing to parasitic contact resistance in 2D-semiconductor/metal inter-
faces, a critical aspect for their potential use in next-generation electronic devices. This work
covered various facets of these interfaces, including the feasibility of stable interface forma-
tion with different commonly used metal electrodes. We also explored the electronic properties
that contribute to the overall contact resistance, encompassing Schottky barrier height (SBH),
tunneling barrier heights (TBH), metal-induced gap states (MIGS), and variations in interface
charge density. It’s important to note that phosphorene and transition metal dichalcogenides
(TMDs) belong to two distinct classes of highly sought-after 2D semiconductors, each offer-
ing unique electronic properties. Phosphorene, for instance, is a monolayer 2D semiconductor
composed of phosphorus (P) atoms, featuring a band gap ranging from 0.3 eV to 2.0 eV and a
high carrier mobility of over ∼1000 cm2/Vs. These characteristics make it a compelling can-
didate for high-speed transistors. On the other hand, WS2 is a primitive crystal composed of
tungsten (W) and sulfur (S), boasting a band gap of 1.8-2.5 eV and a carrier mobility of up
to ∼200 cm2/Vs, positioning it as a suitable choice for ultra-small and low-power transistors.
Furthermore, our study demonstrated that distinct interface properties emerge due to the unique
characteristics of phosphorene and WS2. Notably, we investigated important properties such as
electron affinity (χS C), ionization potential (IS C), and electronegativity of interface atoms. For
instance, we observed the formation of Ohmic contacts in the case of phosphorene-metal inter-
faces with all the metals, primarily due to the metallization of phosphorene upon metal contacts.
Conversely, with WS2, Schottky barriers form except in the case of Sc and Ti, where Ohmic be-
havior is observed for direct metal-semiconductor interfaces. Moreover, we found that none
of the interfaces adhered to the idealistic Schottky-Mott model; instead, they tended to form
pinned interfaces. This pinning effect is found to be attributed to the surface dipole formation
resulting from finite charge rearrangement at the interface. This observation underscores the
complexity of metal-electrode selection, emphasizing that relying solely on work function for
decision-making may not yield the desired interface properties.

In the following paragraphs, we have summarized the outcome of this work separately spe-
cific to phosphorene and WS2. Our investigation into the phosphorene involved several key
findings as explained below:
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• 1. Adhesion Strength: We employed work of separation calculations to gauge the ad-
hesion strength / binding strength of the metal interfaces. This approach allowed us to
classify metals into two types: type 1 metals with lower adhesion, indicating a weaker
bond with phosphorene, and type 2 metals with higher adhesion, implying a stronger
bond. Type 1 metals consist of Ag, Al, Au, Cu, and Zn, while Mo, Pd, W, Co, Ni, Pt, Nb,
Sc, Ru, Ta, Ti, Cr, and V.

• 2. Metallization of phosphorene: Through density of state analysis, we observed that all
metals led to the metallization of the contacted phosphorene, thereby providing us with
Ohmic contacts.

• 3. Electrical Behavior Analysis: In the context of carrier flow from contacts to phospho-
rene, we considered two interfaces: vertical interface (direct contact between metal and
phosphorene) and lateral interface (between the contact portion and pristine phosphorene
in the FET channel). Calculation of both the tunnel barrier height (TBH) and Schottky
barrier height (SBH) play pivotal roles in determining overall contact resistance. Our
analysis highlights the necessity of a combined analysis of both parameters to compre-
hend the electrical behavior of the contacts.

• 4. Mid-Interface Charge Density: We found that mid-interface charge density calculations
served as a valuable tool for predicting the mechanical and electrical properties of the
contacts.

• 5. Based on our analysis, it was determined that type 1 metals exhibit not only lower
adhesion but also poorer electrical performance. Conversely, type 2 metals demonstrated
a stronger bond and excellent electrical properties. However, there was an exception to
this observation, as type 2 metals such as Mo, Nb, Ta, and W exhibited poor electrical
performance due to broken interlayer P−P bonds.

In our investigation of WS2/metal interfaces, we conducted the study in two distinct phases.
Initially, we focused on the pristine-WS2/metal interface, and subsequently, we explored the
S-substituted-WS2/metal interface with various dopants, including C, Cl, F, P, N, and O. This
systematic exploration carries substantial implications for improving the contact properties of
transistors based on transition metal dichalcogenides (TMDs), especially those utilizing WS2.
It provides valuable insights into the distinctive doping characteristics associated with these
dopants within WS2-based contact interfaces.

Following are the summarized key findings:

• Positive binding strength of interfaces offers the possibility of mechanically stable inter-
faces for all the metal electrodes.

• A consistently high correlation has been observed between binding strength and the in-
terface separation.

• Vertical SBH calculation reveals that all interfaces lead to n-type contact polarity due to
MIGS formation.

• Dopants like P, C, and N contribute to lower p-type Schottky barrier heights (SBH) by
enabling Fermi level depinning (FLDP). We found that C-doping is the most promising
mechanism for WS2/metal interfaces as it not only leads to the most significant p-type
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SBH reduction but also shows considerably improved interface adhesion strength, thereby
reducing the tunneling barrier. On the other hand, Cl, due to its donor-inducing property
leads to the highest improvement in the n-type SBH.

• The FLDP exhibits a weak dependence on metal-induced gap states (MIGS), allowing for
FLDP alongside mechanically stable interfaces and reduced tunneling barriers across all
the metallic electrodes.

• This observation contrasts with other interface passivation techniques, which often suf-
fer from issues such as low-quality interfaces and increased tunneling resistance due to
extended interface distances.

• Furthermore, our study underscores the intricate interplay among various interface prop-
erties, including binding energy, charge density, MIGS, SBH, and TBH.

To summarize, this work addresses different key aspects responsible for contact resistance,
by computationally modeling different metal-semiconductor interfaces with two different widely
studied 2D-semiconductors, phosphorene and WS2. The research findings hold the promise of
providing critical insights into the MS interfaces to guide further experiments. The results
can be used to compare and downselect the appropriate metal electrodes to fabricate the more
energy-efficient electronic/optoelectric devices by focusing on the specific properties contribut-
ing to the contact resistance.
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