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Abstract

In the midst of rapid advancements in data retrieval and large-scale generative

model technologies, the paradigms of artistic endeavors, including writing and

painting, are constantly evolving. Within the realms of Computer Graphics (CG)

and Computer Vision (CV), these technological strides have substantially bol-

stered the efficiency of image design processes. Historically, designers would

hone their artistic prowess through rigorous practice, paired with an immersion in

classical artworks to cultivate their aesthetic judgment.

Generative models are able to produce complex, high-quality images from sim-

ple inputs. However, it is crucial to demystify the notion that such advancements

inherently equate to significant increases in designers’ productivity. While the

algorithms behind AI generativemodels are indeed potent and efficient, their value

to users is contingent upon their alignment with the designers’ needs. From my

perspective, the value that current image-generative models provide to designers

is not commensurate with the models’ performance capabilities. The majority

of these models operate as end-to-end ’black boxes’, making it challenging for

users to achieve desired outcomes through straightforward inputs. To address this

issue, this thesis discusses the following approach: 1) From the perspective of

developing an algorithm: enhance the algorithm design of the generative model to

allow for a variety of input modalities. This would not only improve model perfor-

mance but also enrich user interaction with the algorithm. Recent advancements in

multimodal generative models exemplify the capability to produce images through

various inputs such as text prompts, image references, and spatial guidance,

including sketches and semantic maps 2) From the perspective of interaction with

models: Offer expansive interactive and editing capabilities during the creative

process. By doing so, the generative model becomes a tool for exploration and

refinement, rather than a one-shot solution. 3) From the perspective of the design

process: It is imperative to engage with the designer’s workflow, understanding

the specific needs at each stage of creation. Generative model algorithms should

be tailored to address these needs, ensuring that the tools developed are not just

technologically advanced, but also contextually relevant.

As Picasso aptly noted, ”A painting is not thought out in advance. While it is

being done, it changes as one’ s thoughts change. And when it’ s finished, it goes
on changing, according to the state of mind of whoever is looking at it.” Thus,

creation is an exploration, with designers iteratively reflecting on and drawing

inspiration from intermediate outputs until satisfaction is achieved. Contemporary

generative models and data retrieval techniques have yet to fully encapsulate this
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ethos.

In this dissertation, we conceptualize the creative trajectory as an Ambiguous-

to-Concrete continuum. Taking full-body human figure design as a case study, we

break down the conventional figure painting workflow into three separate stages.

For each stage, we identify the unique requirements of the user and introduce new

data retrieval or generativemodeling techniques specifically designed to best assist

the user in achieving their creative vision. These stages include (In sequential

order):

• Posture Initialization: At the initial stage where user intent is still forming

and exploration is needed, we introduce a ’global-to-local’ retrieval scheme

for 3D motion data. Instead of traditional skeletal sketching, users draw

trajectories for specific joints to retrieve and refine snippets of motion data,

choosing keyframes that will guide further design steps. This allows users

to view the motion data from different angles within a 3D space, enabling

them to select the desired pose, particularly when aiming to depict dynamic

actions such as dancing, thus offering users a broader range of references

and choices.

• Outfit Selection: This phase often entails sifting through a plethora of attire

references to pinpoint desired designs, coupled with iterative refinements.

Considering the intricacies of fabric depiction demand profound sartorial

design expertise, our solution offers an ’image-guided’ generative model.

This approach omits the drawing input stage, allowing users to concentrate

on attire’s alignment with the posture and the overall character portrayal.

• Facial and Detail Depiction: With the overarching attire and posture so-

lidified, users typically possess clearer intentions regarding intricate details,

especially facial attributes like hairstyle and expressions. Our solution here

is a high-fidelity ’sketch-guided’ generative model, ensuring the output

closely mirrors the input while maintaining consistency in non-edited areas.

Through rigorous experiments, we validate the efficacy of our phase-specific

interactive pipelines, benchmarking them against state-of-the-art (SOTA) coun-

terparts on analogous tasks. The empirical results affirm that our pipeline adeptly

navigates each phase of the Ambiguous-to-Concrete spectrum, offering meaning-

ful design support. We posit that our methodologies and concepts are not confined

to human figure design but are readily applicable across diverse design scenarios.

As such, the frameworks and insights proffered herein can serve as foundational

pillars for subsequent inquiries and innovations in the design research landscape.

Keywords: Character Image Generation, Ambiguous to Concrete, Data Re-

trieval, Generative Models, Artistic Creation.
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概要

データ取得と大規模生成モデル技術の急速な進展に伴い，文章表現や絵画を
含む芸術活動のパラダイムは絶えず進化している．コンピュータグラフィッ
クス（CG）とコンピュータビジョン（CV）の領域において，これらの技術
的進歩はイメージデザインプロセスの効率を大幅に向上させてきた．歴史的
に，デザイナーは厳しい練習を通じて芸術的能力を磨き，古典的な芸術作品
に没頭することで審美眼を養ってきた．
現在，粗いスケッチやテキストプロンプトだけで，生成モデルやデータベー

スは魅力的な画像を生成することができ，基礎的な芸術性がほとんどまたは
全くない初心者でさえも，グラフィカルなデザイン能力を発揮できるように
なった．
生成モデルは，単純な入力から複雑で高品質な画像を生成することができ

る．しかし，このような進歩がデザイナーの生産性の顕著な向上に直接つな
がるかどうかを解明することは重要である．AI生成モデルの背後にあるアル
ゴリズムは確かに強力で効率的であるが，その価値はデザイナーのニーズと
の整合性にかかっている．筆者は，現在の画像生成モデルがデザイナーに提
供する価値は，モデルの性能能力と一致していないと考える．これらのモデ
ルの大多数はエンドツーエンドの「ブラックボックス」として機能しており，
ユーザーの直接的な入力から所望の結果を得ることを困難にしている．この
問題に対処するため，本論文では以下のアプローチを議論する：1）アルゴ
リズムの開発の観点から：入力モダリティの多様性を許容するように生成モ
デルのアルゴリズム設計を強化する．これにより，モデルの性能が向上する
だけでなく，アルゴリズムとのインタラクションも豊かになる．最近の多様
な入力，例えばテキストプロンプト，画像参照，スケッチやセマンティック
マップを含む空間的ガイダンスを通じて画像を生成する能力を例証する．2）
モデルとの対話の観点から：創造的プロセス中に広範なインタラクティブお
よび編集機能を提供する．これにより，生成モデルはワンショットソリュー
ションではなく，探求と洗練のためのツールとなり得る．3）デザインプロ
セスの観点から：創造の各段階で特定のニーズを理解し，デザイナーのワー
クフローに関与することが不可欠である．生成モデルのアルゴリズムはこれ
らのニーズに対応するように調整されるべきであり，開発したツールは技術
的に優れているだけでなく，文脈的にも関連していることを確認する必要が
ある．
ピカソは次のような指摘をしている，「絵は事前に考えられたものではな

い．描かれる過程で，それは人の考えが変わるにつれて変化する．そして完
成した時，それは見る人の心の状態に応じて変わり続ける．」したがって，創
造は探求であり，デザイナーは満足が得られるまで中間成果に反復して思い

III



を巡らせ，着想を得ている．現代の生成モデルやデータ取得技術は，この理
念を完全に包含しているとは言えない．
本論文では，創造的軌跡を「曖昧から具体へ」という連続体として概念化

する．フルボディヒューマンイメージデザインをケーススタディとして，従
来のデザインのワークフローを三つの別々の段階に分解する．各段階におい
て，ユーザのユニークな要求を特定し，設計意図を実現するために最も適し
たデータ取得または生成モデリング技術を導入する．これらの段階は以下の
通りである（順序に従って）：

• ポーズ初期化：ユーザの意図がまだ形成されておらず，探索が必要な初
期段階では，「グローバルからローカルへ」という 3Dモーションデー
タの取得スキームを導入する．伝統的な骨格スケッチの代わりに，ユー
ザは特定の関節の軌跡を描き，モーションデータの断片を取得する．こ
れにより，ユーザは 3D空間内の異なる角度からモーションデータを
見ることができ，特にダンスなどのダイナミックなアクションを描写
することを目指している場合に望ましいポーズを選択することができ，
ユーザにより広範な参照と選択肢を提供する．

• 服装選択：この段階では，多数の服装サンプルをふるいにかけて望ま
しいデザインを特定し，反復的な洗練を行うことがよくある．衣装デ
ザインには布地に対する専門知識が必要であることを考慮して，筆者
は，そのような専門知識を必要としない「イメージガイド」の生成モ
デルを提供する．このアプローチにより描画入力段階を省略し，ユー
ザが姿勢と全体的なキャラクターの描写との服装の整合に集中できる
ようにする．

• 顔とディテールの描写：全体的な服装とポーズが確立されると，ユー
ザは通常，特に髪型や表情のような顔の属性を含む複雑な細部のデザ
インへと意識を移す．ここで，高忠実度の「スケッチガイド」生成モ
デルを提案し，出力が入力を密接に反映しつつ，編集されていない領
域の一貫性を保つことを保証する．

検証実験を通じて，本研究はフェーズごとのインタラクティブパイプライ
ンの有効性を検証し，類似のタスクにおける最先端（SOTA）の成果物と比
較してベンチマークする．実証結果は，私たちのパイプラインが曖昧から具
体への各フェーズを巧みにナビゲートし，意義深いデザインサポートを提供
することを確認する．筆者は，提案した方法論や概念が人物像デザインに限
定されるものではなく，多様なデザインシナリオに容易に適用可能であると
考えている．このようにして，ここで提供されるフレームワークと洞察は，
今後のデザイン研究における探求と革新のための基礎的な柱として機能する
ことができると考える．
Keywords: キャラクター画像生成，曖昧から具体へ，データ取得，生成モ

デル，芸術的創造．
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Chapter 1

Introduction

The interplay between technology and artistry has always been a driving force

behind innovation in the digital age. In the realm of Computer Graphics (CG),

generative models for human-related content stand out as two significant domains

that have transformed the creative industries, for example, fashion design and

character design for video games and the metaverse. This thesis delves into the

association between these two realms, exploring the potential of generative models

to augment and revolutionize the human image generation process.

1.1 Background and Significance

Recently, we have witnessed unprecedented advancements in data retrieval and

large-scale generativemodel technologies, for example, CLIP ((Contrastive Language-

Image Pre-Training) ) [8], StableDiffusion [6], etc. From the intelligence of search

engines to content generation driven by deep learning, these progressions are

reshaping howwe extract knowledge frommassive information and create content

for daily tasks and entertainment.

Specifically in the art and design field, these technological shifts are bringing

about revolutionary impacts. The research in the CG and Computer Vision (CV)

field has introduced unprecedented convenience and efficiency to image design.

Traditionally, designers would amount to years of practice and study to reach a

high level of artistic mastery. They would delve deep into classical arts, striving

to enhance their aesthetic judgments and creative techniques. Recently, a simple

sketch, a descriptive text prompt, or even an abstract concept can swiftly be

transformed into a concrete, high-quality image. This paves the way for creators

without a traditional artistic background or professional skills to venture into new

possibilities.

However, alongside these exhilarating advancements, there is a potential ‘over-

simplification’ or ‘misunderstanding’ of the essence of artistic creation. Picasso’s

famous words remind us that art creation is not just about the end of the result;

the process is even more important. Creation is not a linear, pre-determined

path but a process filled with reflection, iteration, and exploration. Throughout
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this process, designers continuously scrutinize their work, derive new inspirations

from it, and embark on their creation once more until they are content with the

outcome. The current technology, as powerful as it might be in many respects,

seems to somewhat overlook the value of this exploratory, iterative process of

creation.

We believe: How to integrate the irreplaceable theoretical foundation of tradi-

tional design concepts into the rapidly evolving generative algorithms? And how

can we ensure that while chasing efficiency and convenience, we still retain and

respect the core spirit of artistic creation? These are the significant challenges we

currently face, and which serve as the foundation of our research.

In the subsequent sections of this chapter, we will delve deeper into this issue

and outline our research objectives and methodology.

1.2 The Impact of CGTechnology on Traditional Art

and Design

The association of tradition and innovation has always been a driving force behind

many of humanity’s most profound achievements. Particularly in the realm of

design, where the aesthetic philosophies and methodologies shaped over centuries

intertwine with modern tools and techniques, it simultaneously holds immense

potential and presents significant challenges.

Over time, the development of creative assistance tools has significantly im-

pacted the artistic creation process. In the early days, traditional drawing tools like

Adobe Illustrator [9] revolutionized design by enabling artists to produce vector

graphics using simple geometric mathematical formulas and parameters. With

just a few interactive commands, designers could effortlessly produce and modify

graphical content. As technology advanced, tools like Adobe Photoshop [10]

incorporated data-driven methodologies that could predict user behaviors based

on their habits, effectively reducing redundant and tedious tasks. One illustrative

example is Photoshop’s content-aware fill, which intelligently fills in a selected

portion of an image by analyzing nearby pixels. Over time, users began to

acclimate to such interaction paradigms, leading to a tangible boost in design

production efficiency.

Most recently, the extensive research into generative models has taken things

a step further. These models not only mimic human creative actions but, in

certain contexts, challenge or even surpass them. Tools like DeepArt [11] and

DALL·E [1] by OpenAI [12] are prime examples of how generative models are

transforming the creative landscape. They integrate machine learning and large

datasets to produce artwork or design elements that might be indistinguishable
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Figure 1.1: The example for Text-to-Image generation [1].

from or even superior to human-produced content. This shift has been transfor-

mative, with more and more artists exploring and integrating these new modes of

artistic creation into their workflows. Figure 1.1 shows an example of inputting a

short text prompt to generate an image via DALL-E.

Modern algorithms, with their efficiency, might unintentionally eclipse the

essence and value of traditional design wisdom. To this end, this paper aims to

explore a new human-computer interaction creative process, which leverages the

astonishing creative synthesis capabilities of today’s high-performance generative

models without contradicting traditional creative theories. In doing so, we hope

to offer designers more possibilities in this new form of creative process.

In the following sections, we will explore the existing landscape, highlighting

the strengths and shortcomings of modern generative algorithms and delve into our

approach to bridge the gap between traditional design philosophies and cutting-

edge technology.

1.3 Motivation

Current generative models are trained through various methods and for differ-

ent objectives. Some possess robust generative capabilities, enabling them to

randomly produce a wide range of high-quality samples. For instance, GANs

(Generative Adversarial Networks) like BigGAN and StyleGAN2 are renowned

for creating incredibly realistic images, from human faces to intricate artwork.

On the other hand, some models offer great flexibility, handling inputs across

multiple modalities. For example, DALL·E from OpenAI can generate images

from textual descriptions, turning phrases like ”a two-headed flamingo” into a

3



visual representation. Driven by these technological advancements, artists and

designers are armed with a plethora of tools and methodologies that promise

efficiency, versatility, and in some cases, astonishing creativity. However, behind

this flourishing technological landscape, a subtle yet crucial aspect of the creative

process seems to be overshadowed - the ambiguous-to-concrete (A2C) creative

journey (we will discuss this in detail in Chapter 2.3).

Traditionally, the act of creation has always been an exploration, an intimate

journey of translating the nebulous clouds of ideas and inspirations into a tangible

form. This process is not linear but rather organic, allowing the creator to navigate

through layers of ambiguity, continuously refining, reevaluating, and evolving the

idea until it manifests into a final piece that resonates with the artist’s initial vision

and intent.

• Respect for Artistic Uncertainty: In the early stages of creation, ideas are

often not fully formed. They exist in a state of fluidity and uncertainty.

An A2C process allows for this natural uncertainty, enabling the artist to

gradually discover and refine their vision through exploration and iteration.

• Facilitation of Exploration: A gradual transition from ambiguity to con-

creteness encourages exploration. It allows the artist to experiment with

different facets of the design, fostering creativity, innovation, and the dis-

covery of unique expressions and solutions.

• Enhanced User Engagement: Engaging with the design in a more phased

and progressive manner can lead to a deeper connection and engagement

with the creative process. It can make the process more enjoyable, mean-

ingful, and fulfilling.

The motivation of the thesis is to intertwine these essential aspects of the tradi-

tional creative journey within the fabric of modern generative models and design

tools. By doing so, our aim is to foster a more holistic, responsive, and human-

centric approach to digital design and artistic creation, ensuring that technological

advancements serve to enrich the creative process rather than overshadow the

intrinsic human elements of artistry and creativity.

1.4 Challenges

Existing generative models, such as VAEs [13], GANs [14], and DDPMs [15],

are predominantly driven by concrete objectives. Their design and training revolve

around producing samples that closely emulate a target data distribution, primarily

by optimizing certain loss functions. However, this approach does not always

necessarily align with the creative exploration behaviors intrinsic to human artists

and designers.
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Figure 1.2: The ideal model or algorithm performance of Precision: Consistency

between Input Conditions and Output Results, Flexibility: Input Compatibility,

and Variability: Generated Samples Diversity.

Firstly, we analyze the performance of generative models across three dimen-

sions, namely:

• Flexibility: This refers to the model’s tolerance and understanding of vague

user inputs, such as the mapping between high-dimensional abstract features

across multimodalities (for example, the representation of textual informa-

tion in image features, or as will be introduced in Chapter 3, the expression

from abstract motion trajectories to motion and pose).

• Variability: This pertains to the diversity of samples that a generative

model can produce. Although a higher diversity in unconditional generation

tasks usually indicates a stronger learning capability of the model and a

wider range of effective features learned, in conditional generation tasks,

diversity often leads to generated samples deviating from the input condi-

tions.

• Precision: This relates to the consistency of the samples generated by a

conditional generative model with the input. Contrary to variability, higher

precision in conditional generative models indicates that the model has

learned a better feature mapping relationship between the input conditions

and the output samples, but this can come with issues such as weak decou-

pling ability and low diversity of the generated samples.

Subsequently, We analyze the differing performance requirements of models

at various stages of the creative process through the following examples, as

illustrated in Figure 1.3. Consider a typical art classroom where a teacher prompts

students to draw starting from a simple shape, say a red circle. This open-ended

exercise can lead to diverse creative outcomes - one student might envision a

fantastical space scene with the circle as a planet, while another could see it as
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Figure 1.3: The creative process of using generativemodeling (left), the proposal’s

creative process of using generative modeling (middle), versus the theoretical

creative process (right).

the nose of a whimsical clown. The creative journey here starts from a point of

ambiguity ( “Draw using a circle” ), refines into a more specific intent ( “Use the
circle as the nose of a clown” ), and finally, transitions to a more detailed concept
( “Sketch a clown with a specific expression and additional details” ).

From this analogy, it is clear that a designer’s needs for a generative model vary

throughout the different stages of the creative process:

• Ideation Phase: In the initial ”Draw using a circle” phase, the artist seeks

inspiration. The generative model’s role here should be to understand the

user’s vague input and propose diverse, plausible suggestions – translating
‘a red circle’ into various interpretations like ‘a red planet’ or ‘a red nose’.

• Proccessing Phase: Once the artist has a clearer vision, as in the ”Use the

circle as the nose of a clown” phase, the generative model should showcase

strong generation capabilities. Given various inputs (e.g., text prompts,

sketches, or image references), the model should produce outputs aligned

with the theme – like images of ‘a dancing clown’ or ‘a clown performing
tricks’.

• Refinement Phase: Towards the end of the creative journey, when the artist

is finalizing their piece, the model should offer precise editing capabilities,

ensuring consistency between inputs and outputs. For instance, modifying

a neutral-faced clown into one that is laughing.
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1.5 Our Approach & Research Objectives

Recognizing the shifting requirements of artists and designers throughout the

creative process, this thesis aims to offer a more adaptive pipeline. As shown in

Figure 1.2 We classify the creative process into three distinct phases and, for each

phase, formulate the ideal model or algorithm performance based on the degree

of ambiguous-concrete of the user’s intent. To address these needs, we propose

three different data retrieval methods or generative models, ensuring that users can

realize designs that align closely with their intentions. In this thesis, we use the

design of full-body human figure images as a demonstrative example. By analyz-

ing the traditional process of character image painting, we distilled the creation

process into three distinct stages. For each stage, we take into consideration the

unique needs of the users and, in response, propose three different data retrieval

methods or generative models. Our goal is to more adaptively assist general users

in creating designs that align with their intentions. The three stages are as follows:

• Posture Initialization: At this stage, user intent tends to be ambiguous

and exploratory. Instead of the common approach of directly sketching

the skeleton, we propose a global-to-local action data retrieval solution.

Users sketch specific joint trajectories to retrieve and edit a snippet of action

data from a database. This enables users to observe motion data from

various perspectives in a three-dimensional space, facilitating the selection

of preferred poses, especially for representing dynamic movements like

dance. This provides users with an extensive array of references and options.

It’s akin to a photographer taking rapid succession shots of a model and then

selecting the best pose from them.

• Outfit Selection: During this phase, users typically need to peruse a vast

array of outfit references, selecting and tweaking iteratively to select the

desired attire. Moreover, the rendition of fabric in art requires foundational

knowledge of clothing design. Besides, during this process, the generated

results require high coherence; for instance, when using a set of clothing

as a reference to generate a series of images with different poses, it is

necessary to maintain consistency in the clothing throughout. We introduce

an image-guided generative model, eliminating the drawing input process.

This allows users to focus more on the coordination of attire with poses and

the overall character representation.

• Facial and Detail Depiction: By this stage, with the overall pose and attire

of the character already determined, users have a clearer intention, espe-

cially when it comes to detailing the face (e.g., hairstyles, and expressions).

We suggest a high-fidelity sketch-guided generativemodel. This ensures the

output more closely mirrors the input, while also maintaining consistency

in non-edited areas.
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Figure 1.4: The outline of the dissertation.

Figure 1.4 illustrates the overall view of the dissertation. Our experimental

validation emphasizes the efficacy of our pipeline, which prioritizes different in-

teraction techniques at each stage. We benchmark the performance of our methods

and models against state-of-the-art (SOTA) solutions for similar tasks. The results

affirm that our pipeline, catering to the Ambiguous-to-Concrete creative process,

worked in meaningful ways to support design. We believe that our method and

concept not only apply to character image design but can also be adopted in other

design creation scenarios. For instance, when creating a scene image, one should

first establish the general composition, then experiment with different styles, and

finally edit the local details. Or even in music composition, one would first select

a few main chords, then determine the tune’s style and rhythm, and finally adjust

the nuances of timbre and transitions in detail. The methodologies proposed in this

work serve as a theoretical foundation and offer empirical insights for subsequent

studies and explorations in the field.

1.6 Organization of the Thesis

In Chapter 2, We first introduce the foundational theories on which our research

assumptions are based. We then briefly review related studies in the fields of

Computer Graphics (CG) and Human-Computer Interaction (HCI) where gen-

erative models have been employed to aid human creativity. We analyze the

advantages and disadvantages of these approaches and articulate our research’s
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unique positioning within this field. Concluding the chapter, we delineate the

distinctions and contributions of our research in relation to other associated studies.

In Chapter 3, we present DualMotion, a system that enables users to input

motion trajectories from different viewpoints, both globally (torso) and locally

(limbs). This system retrieves the most analogous skeletal motion data from a

database. Not only does DualMotion streamline the editing process for character

animation, but it also offers users a novel approach to specify the pose for character

models.

In Chapter 4, we introduce Hierarchy Style Injection (HSI) for Human Image

Generation via DiffusionModel, a methodology that leverages a pre-trained Stable

Diffusion (SD)model. It is trainedwith a lightweight external plug-to-playmodule

to guide the SD model’s sampling. The system empowers users to control the

generation of character images by inputting reference images of clothing and 2D

target poses.

In Chapter 5, we delve into DiffFaceSketch, a Latent Diffusion Model specifi-

cally designed for facial generation and editing. Themodel ensures that edits based

on user-provided sketches are faithfully represented, focusing on facial details,

while maintaining consistency in non-edited regions.

Lastly, in Chapter 6, we will conclude by summarizing the principal contribu-

tions of these works, discussing their limitations, and outlining potential future

research directions and planned endeavors.
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Chapter 2

Related Work

Initially, we offer a brief overview of existing generative models and algorithms,

analyzing their respective advantages, drawbacks, and distinctions. In Chap-

ter 2.1, 2.2, we delve into their impact on creative endeavors. Subsequently, we

present a selection of instances and studies that harness these algorithms for image

generation and creative pursuits. We analyze recent advancements in the field,

elucidating how contemporary work has refined and enhanced the practicality of

these generative models. Finally, in Chapter 2.3, 2.4, we introduce the theoretical

underpinnings of the problem setting and the associated challenges delineated

from a psychological perspective. Building upon these theoretical foundations,

we discuss potential enhancements to existing generative model algorithms and

contemplate avenues for optimization.

2.1 Generative Model

Generative models can be broadly categorized into unconditional and conditional

variants. Within the CG field, conditional generative models, in particular, have

been extensively studied and employed across various content creation sectors.

These models generate content by analyzing input features (conditional). Their

input and output can be of the same modality, such as accepting a sketch and

producing a photorealistic-styled image (tasks of this nature are termed ‘image-to-

image generation’ or ‘style transformation’). Conversely, the input and output can

span different, even multiple, modalities. For instance, receiving text and audio to

produce facial animations (tasks classified under ‘multi-modal generation’). These

various generative tasks introduce unprecedented creativity and efficiency to the

realm of content creation. However, from the perspective of Chapter 1.4, there

exist intriguing gaps between these generative paradigms and traditional creative

processes that warrant exploration.
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Figure 2.1: Illustrations of four distinct generative models and their sampling

methods [2].

2.1.1 Architecture & Algorithm of Models

Firstly, from a structural perspective, the prevailing generative models include

Variational Autoencoders (VAEs) [16], GenerativeAdversarial Networks (GANs) [14],

flow-based models [13, 17, 18], and the recently spotlighted Diffusion Model

(DDPM) [15,19], as shown in Figure 2.1.

Mathematically, VAEs operate under the principle of encoding an input into

a latent space and then decoding from this space to recreate the input. The

objective is to optimize the likelihood of the data under a probabilistic model

while regularizing the representations in the latent space using a prior (typically

a Gaussian distribution). GANs consist of two neural networks, a generator,

and a discriminator, competing in a game-theoretical framework. The generator

aims to produce data that mimics real data, while the discriminator’s goal is to

distinguish between genuine and generated data. The process can be understood as

amin-max optimization game. Flow-basedmodels leverage invertible functions to

transform a simple distribution (like a Gaussian) into a complex data distribution.

They ensure exact likelihood computation and enable both forward and backward

passes to be efficiently computed. Diffusion models simulate the data generation

process as a reverse diffusion process, starting from a simple noise distribution

and iteratively refining it until it resembles the target data distribution.
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Figure 2.2: CLIP Embedding illustrations. (1) depicts how the CLIP model is

trained to produce large-scale text-image embeddings through contrastive learn-

ing. (2) and (3) demonstrate the bidirectional similarity retrieval methods for text-

to-image and image-to-text, respectively.

Furthermore, there exists the Contrastive Language-Image Pre-Training (CLIP)

model [8]. Strictly speaking, CLIP functions as a large-scale text-to-image data

retrieval algorithm. Notably, it leverages vast amounts of text-image paired data

for contrastive learning to produce CLIP embeddings. As shown in Figure 2.2

(1), CLIP trains the feature similarity embedding space of text-image paired data

through contrastive learning. These embeddings offer a potent prior for down-

stream tasks aligned with text-to-image generation. This foundational capability

is evidenced in subsequently introduced models such as Stable Diffusion [6] and

GLIDE [20].

Upon analysis, a commonality among these models is their pursuit of captur-

ing the underlying data distribution, albeit through varied mathematical frame-

works and objectives. While VAEs and flow-based models directly optimize

data likelihood, GANs and DDPM operate under indirect measures, with GANs

leveraging adversarial signals and DDPM simulating a diffusion process. While

models trained on extensive data exhibit formidable sampling and generation

capabilities, their generative processes can essentially be reduced to a well-defined

objective-driven sampling procedure—specifically, aligning the generated sample
distribution ever closer to the true data distribution. It’s worth noting that some

individuals, well-versed in such generative techniques, can readily discern the

specific model responsible for producing a given artifact.
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2.1.2 Editing Algorithm

At present, there are studies striving to ensure that the creative methods using gen-

erative models adhere, to some extent, to the phased processes that we will discuss

in Section 2.3 (e.g., the loop process of creation and editing), thereby enhancing

the practical utility of these generativemodels. Researchers have proposed various

editing task algorithms for different generative frameworks. Specifically, consider

a scenario where a user possesses a real sample or a generated sample from amodel

(such as an image of a person) and wishes to further edit it (e.g., to alter the pose

of that sample). We categorize such editing algorithms into three main types:

inversion, fine-tuning, and loss-guided sampling.

• Inversion: As exemplified by GAN Inversion [21], Textual Inversion [22]

this method effectively maps a given sample back into the latent space,

allowing for nuanced alterations.

• Fine-tuning: LORA [23, 24], Dreambooth [25], ControlNet [26], T2I-

adapter [27] serves as a paradigm here, wherein the original model is subtly

adjusted to produce variations of the initial output, tailored to specific user-

defined criteria.

• Attention-Guided Sampling: The Prompt-to-promt [28], pix2pix-zero [29],

Masa-control [30] model illustrates this category. It operates by steering the

sampling process, leveraging loss functions to guide the generation towards

desired characteristics.

One of the paramount challenges confronting these algorithms is the balancing

act of maintaining content consistency and richness in detail of the input sample,

while faithfully adhering to user-specified inputs (which are generally the editing

based on the previous results or existing samples). For instance, in the earlier

mentioned scenario, after editing the pose of the character, it becomes essential

to ensure that other attributes such as physique, attire, and other distinctive fea-

tures remain consistent with the original style. However, as analyzed in Section

2.1, depending on the specific phase of the creative process, users’ expectations

and demands from the algorithm can vary significantly. In the early stages of

creation, given the often nebulous intent behind the work, users might not be

overly concerned with the fidelity of the generated sample to the editing input. In

fact, divergences might be viewed as a source of inspiration. Yet, as the creative

process nears completion, in stark contrast, the fidelity of the generated sample to

the editing input becomes paramount. An intuitive solution to this confusion, as

proposed in this thesis, is to allow users to employ generative models of varying

capabilities tailored to the distinct phases of their creative process.
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2.2 Conversational Interfaces of Generative AI

In the preceding section, we have delineated a plethora of generative models, a

compendium distilled from the confluence of traditional Computer Graphics (CG)

and Computer Vision (CV) priors with advanced mathematical theories engen-

dered by deep learning. To augment the utility of these paradigms, researchers

have propounded models amenable to stylistic transmutation, denoising, super-

resolution, image inpainting, and colorization. Instances such as the transfor-

mative capabilities of CycleGAN [31] and StarGAN [32] in style transfer, the

noise-reducing prowess of DnCNN [33], the detail-enhancing nature of Super-

Resolution CNN (SRCNN) [34], the contextually aware Generative Adversar-

ial Networks (GANs) for inpainting, and the colorization finesse of Chroma-

GAN [35], are emblematic of such innovations. These models endeavor to pro-

vide users with an assortment of modal inputs and interactive schemes, thereby

fostering a symbiotic nexus between the user’s creative inputs and the model’s

generative outputs.

2.2.1 Text-to-Image Generative Model

Thanks to the powerful sequence-to-sequence architecture Transformer [36], re-

cent developments have been particularly noteworthy with the inception of CLIP’s

language embeddings, which have imbued image generative models with a sem-

blance of human-like semantic cognition, as shown in Figure 2.1. This advance-

ment has precipitated the proliferation of various text-to-image models that have

gained considerable traction within the community.

Notwithstanding, the interpretation of semantic content, a conundrum not lim-

ited to the interaction between humans and generative models but also prevalent

among individuals, remains a nuanced challenge. This is not to allude to the

disparities across different languages, but rather to emphasize the subjective nature

of linguistic comprehension, especially with regard to adjectives, even within a

singular linguistic framework. Each term, contingent on individual experiences

and cognitive constructs, may lead to a spectrum of interpretations, thus rendering

the task of aligning machine perception with human understanding an ongoing

and formidable quest. This led to the ostensibly robust embedding space of text-

to-image models to be fraught with a considerable investment in trial-and-error

to fine-tune the outcome. For instance, consider the deployment of a model like

DALL-E [1], which generates images from textual descriptions. The description

”a two-headed eagle” can yield a multitude of visual interpretations. A user aiming

for a coat of arms style representation may initially receive literal depictions of an

eagle with two heads. The refinement process might entail multiple iterations,
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adjusting the descriptive text to ”a heraldic two-headed eagle emblem,” to steer

the model closer to the desired heraldry art style. Each iteration reflects the trial-

and-error cost intrinsic to the usage of such sophisticated embedding spaces in

generative models.

2.2.2 Multi-Modal Generative Model

For this reason, researchers have proposed many improvements based on the

robust text-image pre-trained embeddings. Here, we briefly review some classic

algorithms: ILVR [37] and SDEdit [38] were among the first to provide editable

sampling solutions for image generation models based on the diffusion model,

such as allowing users to mask the areas they want to edit and resample. Sub-

sequently, methods like ControlNet [26] and T2I-adaptor [27] allowed users to

input visual spatial guidance, such as line drawings, depth maps, segmentation

maps, etc., in addition to text, to control model sampling. Others, such as prompt-

to-prompt [28], pix2pix-zero [29], and layout-guidance [39], enable control over

model sampling by allowing users to specify certain texts in text-prompts and

the attention relationship with feature maps at each layer of the Diffusion Model.

Additionally, themost recent works like IP-adapter [40] andMasaCtrl [30] attempt

to control sample generation by directly embedding image prompts in the form of

inputs into the pre-trained text-image embeddings.

These algorithms offer users more interactive methods with generative models,

thereby enabling better participation and control over the generation process. In

this thesis, we draw inspiration from these works and propose new algorithms for

the diffusion model, tailoring the model to meet users’ needs at every stage of

creation and providing more reliable control and generation capabilities.

2.3 Ambiguous-to-Concrete (A2C) Creative Process

Painting serves as the foundation of all artistic creation. The designs and creations

discussed henceforth take painting as a representative example. Given that the

act of creation falls under the realm of art, it stands in contrast to computer

science, which represents a distinct academic discipline. To my knowledge, few

researchers have systematically examined human creative activity in the form of

scholarly articles. However, insights gleaned from various books [41–45] and a

limited number of academic papers suggest that the act of creation is an exploratory

process with uncertainties. As mentioned by Hertzmann [46], the creative process

is often driven by nebulous objectives, and any decision made, whether conscious

or subconscious, can influence the end result. This includes choices such as the

type of brush employed or the sequence in which subjects are rendered. It’s worth
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noting a prior reference to Picasso’ s remark, ‘A painting is not thought out in

advance. While it is being done, it changes as one’ s thoughts change...’ [47] In

light of these insights, I posit that a work of art never truly reaches a definitive

‘completion.’ The creative process endures as long as the artist identifies areas of

dissatisfaction.

2.3.1 Psychological Perspectives on Creativity

Although the visual artist Chuck Close once remarked [48], ‘Inspiration is for

amateurs. Us professionals, we just go to work in the morning,’ I find myself in

partial disagreement with his sentiment. In the realm of psychology, Kahneman

and Tversky [49] summarized that human behavior is predominantly governed by

intuition (unconscious processes) and cognition (conscious processes). In align-

ment with this, Runco [50] suggested that human creative activities as being guided

by Primary processes, characterized as ‘Impulse, libido, and uncensored thoughts

and feelings,’ and Secondary processes, described as ‘purposeful, rational, and

guided by conventional restraints.’ I categorize ‘Inspiration’ or ‘artistic insight’

as a ‘passive’ form of intuition, whereas the iterative reflection and modification

during the creative process embody an ‘active’ form of cognition. These two

elements operate cooperatively to guide the act of creation. Furthermore, as the

creative endeavor progresses, there exists a dynamic shift in their dominance:

from an initial phase where intuition outweighs cognition to later stages where

cognition assumes a more pronounced role than intuition. For instance, an artist

might commence with a raw, intuitive spark of an idea and, as the piece takes

shape, rely increasingly on conscious cognitive strategies to refine and finalize

their work. In addition, the [51] posits that, within the creative trajectory of a

designer, the ‘creation’ and ‘editing’ phases should be embodied by two distinct

personas. The underlying logic of this proposition suggests that the initial focus

on the creative phase aligns with a more ‘emotional’ character, primarily driven

by intuition. Conversely, the latter phase, emphasizing editing, necessitates a

‘rational’ disposition, grounded in deliberate thought and cognition. This further

elucidates that, within the creative process, as the designer’s approach to the

work transitions from an ‘emotional’ divergence to a ‘rational’ rigor, there is a

concomitant shift in design intent from ambiguity to specificity.

2.3.2 Creative Practice Process

Asmentioned above, the creative process is an exploration of unprediction [46,52],

involving an artist’s skills, emotions, philosophical contemplations, and under-

standing of fundamental elements such as form, color, and composition. As high-

lighted by Adams, W. K. (2012) and Brown (2015) [51], the creative process can
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be compartmentalized into four stages: Preliminary Conceptualization, Planning,

Actual Painting, and Reflection & Evaluation. However, based on my personal

painting experience, I discern that post the Preliminary Conceptualization phase,

the subsequent three stages recurrently cycle until the cessation of the artwork. The

intervals between these iterative loops can be as granular as each individual stroke.

For instance, I might engage in planning whether the next stroke should delineate

contours or delve into details. During the actual painting stage, considerations

arise regarding which color or brush technique to employ. Following this stroke,

an immediate reflection on the artwork ensues, driving decisions on whether

modifications are warranted or if the creation should continue unabated. Similarly,

as the creative process unfolds, the initial stages are predominantly characterized

by inspiration and experimentation, typically with limited emphasis on evaluation

and introspection. However, as the process matures into its latter phases, there

emerges a pronounced shift, where evaluation and reflection take precedence over

the earlier explorative approaches.

Drawing from the perspectives of both psychology and practical application,

our analysis discerns that within the realm of artistic creation, irrespective of

whether viewed from a macroscopic (entire artwork) or microscopic (individual

strokes) lens, designers’ creative intent is in a constant state of flux throughout

their exploratory journey. In the language of deep learning models, creation (or

generation) is not a linear optimization process with a well-defined objective.

Instead, it can be characterized as a phase-wise fitting procedure with open-

ended goals. In the sections that follow, we will enumerate pertinent algorithmic

techniques and dissect the disparities and interrelationships between generative

algorithms and conventional creative processes.

2.4 ExperimentalHuman-Computer InteractiveCre-

ation Methods

While a significant majority of academic inquiries have been devoted to the

enhancement and iterative improvement of algorithms, few researchers have em-

barked on a systematic exploration of human creative activity through the lens of

scholarly publications. Even fewer studies have explored the complex interplay

between AI algorithmic models and the user during the creative process. Although

some of the studies cited below may not pertain directly to the Computer Graphics

(CG) domain, they represent a rare subset that broaches the topic of human-AI

interactivity in creative endeavors.
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Figure 2.3: The visualized design space consists of six dimensions, which are as

follows: Human-initiated vs. Agent-initiated, considering which party initiates

the communication. Elaboration vs. Reflection, dealing with whether the com-

munication pertains to previously generated content (reflection) or newly planned

actions (elaboration). Global vs. Local, based on whether the communication

addresses the creative work as a whole (global) or specific parts (local). [3]

2.4.1 Design Space

In the realm of narrative creation, [3, 53, 54] delineate a ‘design space’, compris-

ing three pivotal dimensions: elaboration, reflection, and agency. ‘Elaboration’

underscores the system’s capability to autonomously generate novel content. ‘Re-

flection’ captures the system’s propensity to offer feedback and suggestions to the

user. ‘Agency’, meanwhile, highlights the extent to which the system proactively

intervenes in content modification. Furthermore, these papers introduce an addi-

tional dimension, termed ‘explanation’, which emphasizes the system’s ability to

elucidate its actions and decision-making rationales, as shown in Figure 2.3.

These concepts are also applicable in the domain of interactive generative

models for computer graphics (CG), as mentioned in [55]. Given the significant

divergence between generative models and human cognitive perception, to offer

effective interactive schemes during the generation process, we can design a

shared semantic space that both humans and generative models can comprehend,

as in method [56]. This space serves as an intermediary for interaction, thereby

enhancing the quality of the interaction.

Additionally, some work such as [57–59] exploring the concept of ‘human-in-

the-loop’ (which refers to the integration of human judgment into the AI model’s

decision-making loop), have proposed and discussed methods that allow AI mod-
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Figure 2.4: The design space is emphasized in different stages of creation.

els to learn and optimize user interaction habits through continuous interaction and

iteration, thereby enhancing interaction efficiency.

With the aforementioned theoretical priors and exploratory experimental re-

sults, in this thesis, we take person image generation as an example, dividing the

entire process into three stages, and categorizing the interaction preferences of

these three stages within the design space, as shown in Figure 2.4. By proposing

three different models, we attempt to align the generative system more closely

with the Ambiguous-to-Concrete (A2C) Creative Process, thereby enhancing the

rationality of interaction and the quality of generation.
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Chapter 3

Global-to-Local Casual Motion De-

sign

In this chapter, we shall delve into the intricacies of the ‘Global-to-Local Causal

Motion Design’—a sophisticated system that facilitates users in driving skeletal

motion data outputs by inputting action trajectories from varied perspectives, both

global (such as the torso) and local (like the limbs), as shown in Figure 3.1 (a). The

proposed system, aside from streamlining the modification process of character

animations, introduces an innovative approach for users to dictate specific postures

from edited motion sequences, as shown in Figure 3.1 (b).

3.1 Introduction

Creativity support systems have gained considerable attention in computer graph-

ics and human-computer interaction domains, catering to both professional and

mainstream users. Specifically, character animation production is a prevalent cre-

ative endeavor spanning multiple sectors, including entertainment, video games,

films, sports, and medical domains.

Crafting realistic character animations demands a certain level of expertise and

labor-intensive processes. This complexity often deters amateur users from even

attempting to generate basic character animations. In the professional realm, mo-

tion capture (often abbreviated as Mocap) remains the go-to technique to produce

these authentic animations. This procedure involves one or more actors adorned

with sensors performing the required motions. Here, ”authentic” or ”natural”

implies that the animation convincingly portrays a virtual human’s presence.

As these actors perform, cameras strategically placed within the environment

capture and record the marker’s positional data at high frequencies. However,

the associated costs — encompassing labor, location, duration, and equipment —
render motion capture both expensive and time-intensive. Despite the accumu-

lation of substantial mocap data and the availability of many mocap databases

(e.g., [60] and [61]), leveraging existing datasets remains challenging for novices.

Tailoring animations to specific applications or achieving nuanced motion details
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Figure 3.1: DualMotion enables users to input rough sketches and create casual

character animations (a), dictate postures from motion sequences (b).

often necessitates recording mocap data afresh.

Additionally, beyond the design of skeleton animations, there are challenges in

the design (specification) of single-frame poses as well. Some existing methods,

as cited, use user-inputted 2D line drawings (simple human tracings or stick fig-

ures [62,63] or fit static poses with real RGB photos [64,65], as in other citations.

The former requires some drawing fundamentals, like human proportions and pose

balance, while the latter is not conducive to editing. Both approaches face the issue

of ‘requiring users to have a concrete design intent.’ As mentioned in Section 2.3,

when designing a human image, designers often do not have a clear initial intent

for structures like poses (for example, the ambiguous idea of ‘a person dancing’),

and it is difficult to immediately conceive a complete pose image in one’s mind

(for instance, a specific dancing position: standing on one leg, hands raised high,

etc.).

While many Mocap databases offer keyword-based search functionality, these

subjective keywords often fail to encapsulate every nuance within a motion se-

quence, hindering animators from pinpointing specific motion segments within

vast databases.
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Alternate methodologies for motion retrieval, such as sketch-based interfaces,

have been examined in prior research, like [66]. These interfaces, prevalent in

computer graphics tasks like interactive animation design [67–69], 3D model-

ing [70], and mesh modification [71], are lauded for their intuitiveness, especially

among novices.

Nevertheless, integrating sketch-based interfaces for motion retrieval presents

challenges. Motion capture data, inherently complex due to its spatio-temporal

characteristics, comprises a static segment (detailing the skeletal structure and

node offsets) and a dynamic segment (showcasing pose variations across frames

through relative node rotations). Typically, a human animation encompasses

numerous nodes and potentially thousands of frames.

Conversely, the 2D sketching realm is far more straightforward dimensionally,

limiting its expressiveness for intricate tasks like motion extraction and assembly.

The proliferation of touchscreens and micro-video platforms further complicates

character animation creation, given the limited precision and scope of such de-

vices. This setting, where users tend to sketch roughly, magnifies the challenges

associated with transforming sketches into animations.

Addressing these challenges, we introduce DualMotion, a tiered sketching

paradigm for novice-friendly character animation retrieval and synthesis in casual

animation contexts. This framework simplifies the intricate design process by

segmenting it. At each phase, users focus on a specific design facet. For sketch-

driven motion extraction and fusion, this process bifurcates into the global and

local stages. The former pertains to broad character movements, while the latter

dives deeper, focusing on individual limb movements. A data-backed method-

ology aids users in locating and amalgamating suitable motions. Additionally,

both stages provide motion suggestions in the form of dashed polygons for user

guidance.

Implementing this approach, we executed a user-centric study contrasting our

dual-phase interface with a singular-phase counterpart. Empirical evidence in-

dicates our method’s superior ability (with a significance level of p < 0.01) in

assisting beginners with motion exploration and customization.

Our key contributions encapsulate:

1. A two-tiered creative support system designed for character animation re-

trieval and synthesis, enabling beginners to tackle one design aspect at a

time.

2. The actualization of DualMotion, a manifestation of our proposed frame-

work, empowers novices to craft conventional motions using a data-driven

approach.

3. A comprehensive user evaluation involving 14 participants to ascertain the

efficacy and applicability of both our proposed framework and theDualMo-
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tion tool.

Figure 3.2: The proposedGlobal-to-Local design scheme for data-driven character

animation design. In the global stage, users retrieve the rough motion of the whole

character by inputting a query stroke; in the local stage, users further draw the

strokes to edit the upper limb motion.

3.2 Related Work

This section reviews prior work on frameworks for (1) character animation author-

ing and (2) motion retrieval and composition.
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3.2.1 Authoring Character Animations

Recent advancements have allowed for the creation of character animations

through various methods such as physics-based simulations [69, 72, 73] and

demonstration by users [74–76]. Despite the effectiveness of these techniques

for elementary object movements, like those seen in graffiti, they fall short when

applied to the complex domain of skeletal character motions. This shortfall stems

from the intricate structure of skeletal data, which comprises overN joints (where

N > 20), necessitating the user to manually adjust each joint angle frame-by-

frame—a process that can be both labor-intensive and monotonous.
In the realm of animation, motion capture (Mocap) data is frequently employed

as a solution to circumvent the intricacies of manual joint manipulation. Mocap

data are essentially recordings of real objects or human movements, providing a

foundation for realistic motion in animations. The work by Dontcheva et al. [77]

exemplifies the use of a specialized Mocap system that enables animators to craft

character animations by emulating captured movements. Further contributions to

this field include the assembly of extensiveMocap databases by numerous research

entities and commercial enterprises [60,61], along with the proposition of various

methodologies for generating motion sequences leveraging these databases [78,

79].

Our approach is data-driven, yet we place a specific focus on two pivotal

aspects: (i) the intuitive retrieval of motion data from the extant databases, and

(ii) the subsequent tailoring of this motion data to meet specific animation re-

quirements. The crux of our work lies in simplifying the animation process while

ensuring that the resultant motions are both natural in appearance and aligned with

the animator’s vision.

3.2.2 Retrieving and Editing Character Motion Data

In the quest to harness the wealth of motion data contained within expansive

Mocap databases, the field has seen extensive research into retrieval techniques.

For instance, keyword-based searches have been commonplace. Kruger et al. [80]

paved the way with an algorithm for similarity searches, facilitating motion re-

trieval from large-scale Mocap databases. Complementing textual approaches,

Peng et al. [66] innovated with a sketching interface, empowering users to extract

motion data by illustrating motion trajectories directly onto a screen. This method

transcends the static nature of pose drawings [62], offering a dynamic canvas for

envisioning character motion progression. However, the utility of such retrieved

data is not fully realized without subsequent editing to align with specific user

demands.

The Motion Doodle [81] framework tackled this by decomposing the sketched
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motion trajectory into primitives, such as ‘walk’ or ‘jump’, and stitching these

into coherent motion sequences like walk → jump → jump. Yet, its focus

remains on ‘global’ motion, rooted in the character’s hip movements, and thus,

it does not adequately address the ‘local’ motion editing of limbs. In contrast, the

SketchiMo system by Choi et al. [82] allows for direct manipulation of motion

trajectories for specific body parts. While such systems enable meticulous editing

of local motions, they also necessitate precise adjustments to the local coordinates

of character joints at each frame, which can be intricate and time-consuming.

MotionMaster [83], with its Kungfu motion database, introduces a methodology

where users sketch initial and final poses and the trajectories of selected joint

movements, yet the approach is marred by the requirement of refined drawing

skills and laborious joint-pair labeling.

Advancing these methodologies, our framework proposes a bifurcated sketch-

ing process for motion trajectories: (i) the ‘global’ stage, concerned with the

retrieval of root motions, and (ii) the ‘local’ stage, focused on the retrieval of limb

movements. Through this division, we synthesize motion sequences by amalga-

mating the globally and locally retrieved motions, offering a more streamlined and

user-friendly approach to character animation.

3.3 Global-to-Local Motion Design

The proposed character animation retrieval and composition scheme was inspired

by the following observations: character animation design is challenging for

novice users because of the complicated data format of motion data. In Addition,

limited by their experience and skills, novice users may find the design task

difficult as a single process and suffer from the blank page syndrome. To address

this issue, we propose a two-stage design scheme to assist novice users in designing

motions of character animations with both global and local stages. We decompose

the whole motion design process into two stages. In each stage, users can just

concentrate on one sub-goal of the design process. Users begin from the global

stage and sketch the roughmovement of the character’s lower limb. After users are

satisfied with the work, they enter the local stage and draw the detailed movements

of the character’s upper limbs. In this section, we go through the proposed motion

design scheme and describe the global and local stages in detail.

3.3.1 Overview

In the proposed character animation authoring scheme, the character is shown on a

virtual ground. The users draw query strokes that represent the motion trajectories

of the character nodes. To fully utilize and reuse existing Mocap databases, we
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conduct a trajectory similarity comparison between the user-input query strokes

and the node trajectories in the database by projecting them into the same 2D

camera coordinate system. Because the main purpose of the current prototype is

locomotion retrieval, we only adopted the motions of walking, running, jumping,

and punching and kicking for simplification. The overall pipeline is shown in

Figure 3.2.

3.3.2 Global Stage (Lower Limb)

The global stage is the first stage and the default state of the two-stage design

scheme. When users enter the stage by opening an initial scene, a blank virtual

ground is displayed. To start the query and further composition, the users draw a

trajectory on the screen, to represent the ground-projected moving trajectory of the

character’s center of mass. The system then starts to match the user-input query

stroke with the projected trajectories in the database and apply the best-matched

animation on the character in the interface. The users can choose the desired rough

movement of the whole character and enter the local stage to specify more details

of the character’s upper limbs, or just repeat the retrieval in the global stage. In

the global stage, we define the virtual ground as a reference point, which allows

the users to freely adjust the position and angle of the camera.

3.3.3 Local Stage (Upper Limb)

After the users are satisfied with the retrieved global movement of the character,

they can continue the design process and choose a specific upper limb for further

detailed retrieval. The reference point of the local stage is the character’s center of

mass, which enables a surveillance camera that always follows the character and

stare at the character’s center of mass. The camera is located on a sphere whose

radius is adjustable and the center is also the character’s center of mass. Similarly,

the users draw trajectories of the selected limb node with respect to the center

of mass. When the users finish the query stroke input, the system translates all

trajectories of the selected limb node from the database by projecting them to the

camera coordinate system and starts similarity matching. The users then pick the

desired limb motion from the retrieved results, and the system applies the motion

to the selected limb based on the rough motion retrieved in the global stage to

make a combined new animation. With iterations between global and local stages

on different limbs, the users finally make a new animation from existing motion

captures and save it to end the design process. Although legs should be considered

as limbs, we only enable head and hand motion retrieval and composition in the

local stage because leg motion is highly entangled with the overall movements of

the character.
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3.4 System Framework

In this section, we explain how we implement the motion editing system prototype

called DualMotion in the proposed framework.

3.4.1 Dataset Construction

To build the data-driven motion editing system, we construct the motion dataset

by selecting the locomotion data from the CMU Mocap data library [60], which

consist of several motion categories, such as locomotion, physical activities &

Sports, etc. (Note that our data is mainly chosen from the locomotion.) We

empirically choose motion data with similar sizes and skeletal proportions. We

thenmanually trim themotion data into 100 frames to allow them to share the same

duration, and normalize all the motion sequences into the same initial position that

is the origin of the virtual spatial coordinate system. In our case, the root node (hip)

movement of each motion data is considered the global movement, and each limb

movement is considered the relative local movements of the root node. Lastly,

each motion data point is split into limbs and hips, which are stored.

3.4.2 Trajectory Representations

The users directly sketch on the widget that visualizes the character animation

for both global and local stages. That is, the sketching canvas coordinate system

shares with the camera coordinate system of the visualization widget. Note that as

stated in Section 3.3, the editing tool maintains a camera with different reference

points in the global and local stages.

In each stage, motion trajectories in the motion dataset are projected into the

canvas coordinate system, as follows:

Vj
canvas(i, t) = MprojVj

orig(i, t) (3.1)

where Vj
orig(i, t) ∈ R3 is the 3D coordinate of i-th node at time t ∈ {1, T} in the

j-th motion data in the database, Vj
canvas(i, t) ∈ R2 is the corresponding projected

2D coordinates of the motion trajectory, and Mproj : R3 → R2 is a 3D to 2D

projection matrix of the maintained camera. In this paper, we represent the motion

trajectory in the database as follows:

V j
orig(i) = {Vj

orig(i, 1),V
j
orig(i, 2), · · · ,V

j
orig(i, T )} (3.2)

where T is the number of the motion frame. When the users pan or zoom to

relocate the camera so that the projection matrixMproj changes, the proposed tool

updates the projected trajectories V j
canvas(i) = {Vj

canvas(i, 1), · · · ,Vj
canvas(i, T )}

for comparing the user query sketch with the motion in database.
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Figure 3.3: Shadow-like guidance that displays joint movement projected trajec-

tory in global (left) and local (right) design stages.

3.4.3 Trajectory-Based Retrieval

Similarly, we represent a user-input stroke Suser for both two stages as follows:

Suser = {Suser(1),Suser(2), · · · ,Suser(T )} (3.3)

where Suser(t) ∈ R2 is the coordinate of t-th sampling point of the user-input

stroke, and T is the number of total sampling points of the stroke.

We then compute a similarity between the query stroke Suser and the projected

trajectory of the j-th motion data in the database V j
canvas, as follows:

Sim j(i) = F (Suser, V
j
canvas(i)) (3.4)

where F (a, b) is the Fréchet distance between two strokes a and b. Note that i
represents the root node in the global stage, and the limb nodes in the local stage.

After computing all the similarities, we pick the topN relevant retrieval results

in the database (N = 5 in our implementation) and merge them as shadow-like

guidance to display their projected trajectories in real-time, inspired by Shadow-

Draw [84]. As shown in Figure 3.3, the user can click on themost desirable motion

candidate for selecting global/local motion data. Benefiting from the guidance,

users understand the locations and shapes of each stroke drawing.
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Figure 3.4: The design process of DualMotion.

3.4.4 Motion Sequence Synthesis

Given the retrieved global and local motions,DualMotion generates a final motion

sequence. In our prototype, we utilized a BVH data format, which consists of

the position of the root node and all joints’ rotation at each frame, and simply

assigned the rotational matrices of the associated nodes in the retrieved local

motion to the retrieved global motion. For instance, the rotational matrices of

the left shoulder node and its child nodes would be modified when the left-hand

movement is authored. Similarly, the right shoulder node, lower neck node, and

their child nodes are allowed to be re-assigned when the related movement is

modified. A similar approach is applied by Iwamoto et al. [79] who segmented

the hand movement and body motion to synthesize the dance motion sequence.

Although this approach seems to work well, other methods can also be used in our

framework.

3.4.5 User Interface

We implement the two-stage character animation design scheme as a prototype

called DualMotion using OpenGL and Qt. Figure 3.6 shows the user interface of

DualMotion. It consists of a graphical widget and a control panel. The graphical

widget is the main region for users to interact (visualization and drawing). At the

top of the graphical widget, the control panel provides buttons to enable basic func-

tions (undo, load, save, etc.), mode selection between drawing and result selecting,

camera controlling, global and local stage switching, and timeline visualization.

We have introduced the basic design scheme in Section 2.3. As an alternative for

showing the character animation shown in Figure 3.5, we implemented a timeline
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Figure 3.5: (a) The initial state of action sequence visualization, (b) selection of

action data for a specific frame, (c) free change of viewpoint to observe the data,

(d) interpolation to change the number of visualized selected frames.

visualization to help users check the entire animation in a static way rather than

waiting for the animation playback. The character animation is shown in the

visualization widget by sampling the frames in the motion sequence, and the

character skeleton of each frame is statically overlaid in the graphical widget. Only

one frame of the character skeleton is highlighted, whereas the others are semi-

transparent. A slider is used for adjusting the position of the highlighted frame,

and another slider is used for manipulating the frame interval. In this way, users

are not only able to search for and edit skeleton animations by motion trajectories,

but they can also freely change the viewpoint and frame rate with DualMotion to

observe and select poses for individual frames. Moreover, since the poses selected

from the motion data in the search database originate from real data, such poses

are more vivid and natural compared to those from freehand sketches, and will not

contain artifacts.

3.4.6 Design Process

The design process of DualMotion is shown in Figure 3.4. The user starts from

the global stage with a rough objective about the character animation in mind and

then goes forward into the local stage and decides on more details about the upper

limbs. The user can repeat the two design stages until satisfied with the final

output. Every time the user inputs query strokes, the DualMotion interface feeds

forward the user inputs, compares themwith the database and renders the retrieved

and composited motion sequences.
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Figure 3.6: Interface ofDualMotion. It consists of: ¬ a tool panel contains buttons

like undo, load, save, draw, select, camera pan, and camera zooming;  a stage

panel to switch between global and local stages; ® a control panel for timeline

visualization and ¯ a graphical interface for drawing and character animation

visualization.
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3.5 User Study

To evaluate the validation of DualMotion, we conducted a user study that consists

of a comparison study and a post-experiment questionnaire. In this section, we

describe the experimental details and discuss the evaluation result.

3.5.1 Comparison Study

To evaluate the validation of the proposed user interface, we conduct a user study

to compare DualMotion with a one-stage motion retrieval UI, which has the same

function as DualMotion, except that it only allows users to edit and synthesize

motion to obtain the results but only in the global stage editing (i.e. hipmovement).

For example, users are allowed to edit a hand-wave movement while the character

is stepping forward. It is difficult for users to define such a hand movement on a

moving character in this case. Similar to DualMotion, the implemented one-stage

UI provides shadow guidance to aid users in finding similar results (trajectories

of motion) after each time they finish drawing a stroke. However, in contrast to

DualMotion, it only allows users to retrieve motion by drawing the trajectories in

a global manner.

The study consists of two sections: 1) motion design with a reference motion,

and 2) free motion design. In the first section, we provided five skeleton motions

that consist of different identities of joint movements from the prepared database.

By using DualMotion and the one-stage edit UI respectively, the participants

were required to retrieve and edit the motion following one of these references

randomly.

On the one hand, to compare the efficiency, we recorded the time cost and the

number of operations (mouse clicks). On the other hand, to compare the quality of

the design result, we also calculated the mean absolute error between the synthetic

motion and the reference motion to compare the similarity, which confirms the

accuracy of the user design result in the two different UIs. In the second section,

to evaluate whether our interface meets user intent, the participants are asked to

do a free motion design using DualMotion in 5 minutes. (Our own trials with the

system revealed that by repeatedly drawing the motion trajectories to search and

edit actions to match our desired outcome, the entire process generally does not

exceed 5minutes.) They are asked to answer their editorial intent or the reasonwhy

they would like to design such kind of a character motion in the post-experiment

questionnaire.
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Figure 3.7: Examples of participant design results by using each interface for the

five motion references. The design results using DualMotion are more similar to

the reference compared to the one-stage interface, especially the hand movements.
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3.5.2 System Evaluation

Except to answer the editorial intent in the free design task, the participants

are required to evaluate the overall system by answering the questions relying

on System Usability Scale (SUS) [85] metrics after the experiment. To rate

the perceived workload of design motion using DualMotion, we requested the

participants to fill in a post-experiment questionnaire designed following NASA

Task Load Index [86] (Considering the length of the questionnaire, we utilized the

raw version of NASA-TLX in our evaluation study where weighing each of the

evaluation items is not necessary).

3.5.3 Experiment Process

We invited 14 graduate students at the age of approximately 25 years to participate

in our experiment. We choose a total of 55 skeleton motion data from the

CMU [60] motion database for retrieval in the user study, which are gait data

in different directions with different styles, including fast walk, slow walk, duck

walk, zombie walk, and so on.

They had approximately 5 minutes to get familiar with each tool before the

task. In addition, a player window with a modifiable virtual camera is provided

so that reference motion clips can be viewed at any time during design. The order

of finishing tasks using one-stage UI and DualMotion are randomly shuffled to

make sure that we equally evaluate each UI. The free motion design experiment

is the final task that we believed that the participants are familiar enough to user

DualMotion to create somemotion following their intent. Lastly, they are required

to fill out the post-experiment questionnaire mentioned above.

3.6 Results

3.6.1 Evaluation Results

Figure 3.7 (right) shows various reference motions used in our user study. For

the validation of DualMotion, we compared the Euler angle of i-th node at time
t ∈ {1, T} in the user-designed results xi(t) to the reference x′

i(t) and computed
the MSE loss as follows:

MSE =
1

TN

T∑
t=1

N∑
i=1

‖xi(t)− x′
i(t)‖2 (3.5)

where N is the number of joints in the character skeleton. The edited motion

results by usingDualMotion have a higher similarity compared with the one-stage
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design approach. In addition, we analyzed the overall MSE result of DualMotion

by running a one-tailed t-test. The t-value was 2.48, and the p-value was 0.01
(p < 0.05), which revealed significant differences in the MSE loss.

For the evaluation of the efficiency, Figure 3.9 shows the average time cost and

operation times (in this case, we recorded the number of mouse clicking during

the task). It illustrates that DualMotion allowed users to design motions more

efficiently. Notably, the time cost and the operation times of the freemotion design

task (Figure 3.9 (right-most boxes)) included the time for envisioning their own

target motion for each participant. Therefore, the participants are able to manage

DualMotion and create the motion following their intent in a short time.

Figure 3.8: MSE loss results between the user design results and the references.

(R1, R2, etc are indexes of the reference motion.)

We show the post-experiment questionnaire results below. The SUS metrics

evaluation result is shown in Table 3.1. All of the participants claimed that they

felt satisfied with the overall interface, and they imagined that most of the people

would learn to use this system very quickly. Furthermore, 86% (12/14) of the

participants said that they would like to use DualMotion frequently to design the

prototype of character animations. Moreover, 79% (11/14) and 71% (10/14) of

the participants said that they were confident when using the system and that the

functions were well-integrated, respectively. DualMotion scored 75.6 out of 100

through the SUS metrics, which implies overall good usability. (based on various

studies [87–89], the average SUS score is around 68-70.5. Therefore the SUS

score of the proposed system was beyond the average.)
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Figure 3.9: Average time cost (left) and operation times (right) of each task. Note

that the free design task was only done by using DualMotion. It shows that the

participants were able to design an expected motion within a few minutes.

Lastly, the workload evaluation result is shown in Figure 3.10. The high score of

‘Overall Performance’ illustrates that the participants were satisfiedwith their own

animations. By contrast, the low level of ‘physical demand’ and ‘frustration level’

implies that the large loads of labor are unnecessary when utilizingDualMotion to

design a character animation.

3.6.2 Animation Prototype

To evaluate whether the design results are qualified enough to make an animation

prototype, we retargeted the users’ free-designed skeletal motion onto several

character models with various body sizes (Michielle, Maynord, Ninja, and Ortiz

from Mixamo [90]). We observed that the animation prototype was consistent

with the user’s editorial intent. As shown in Figure 3.11, the user editorial intents

were a crash (a) a zombie walk (b), a standing long jump (c), and a run with

joy (d). More results are shown in the uploaded video https://www.youtube.
com/watch?v=-tk8q8LSiL0. We also conduct oral interviews with users after

finishing their free-designed animation. Most of the users said that although they

only had a rough idea at the very first and did not clearly know exactly how to

implement movement (e.g., someone wanted to design a zombie walk but did not

exactly know how the hands or head move.), they can achieve their goal and were

satisfied with the results. The results verify that DualMotion can not only support

high-precision motion design but can also help users successfully complete their

animations with only vague ideas and achieve satisfaction with their own work.

36

https://www.youtube.com/watch?v=-tk8q8LSiL0
https://www.youtube.com/watch?v=-tk8q8LSiL0


Table 3.1: Results of the post-experiment SUS metrics questionnaire.
~w indicates

higher scores are better.
w� for the other case. The total score is 75.6 out of 100.

# Questions Mean SD

1 I think that I would like to use DualMotion fre-

quently.
~w 4.00 0.48

2 I found DualMotion unnecessarily complex.
w� 2.07 0.92

3 I thought DualMotion was easy to use.
~w 3.93 0.99

4 I think that I would need the support of a technical

person to be able to use this DualMotion.
w� 2.64 1.28

5 I found the various functions in this DualMotion

were well integrated.
~w 3.86 0.66

6 I thought there was too much inconsistency in

DualMotion.
w� 1.92 0.91

7 I would imagine that most people would learn to

use DualMotion very quickly.
~w 4.50 0.52

8 I found DualMotion very cumbersome to use.
w� 2.07 0.99

9 I felt very confident using DualMotion.
~w 4.07 0.73

10 I needed to learn a lot of things before I could get

going with DualMotion.
w� 1.42 0.51

3.7 Discussion and Limitation

3.7.1 Applications on Mobile Platforms

In our user study, we found that DualMotion supports novices to create character

animations in two usage scenarios: 1) to create a character animation with a

clear target (given a reference motion sequence), and 2) to create a character

animation without a target. Particularly, DualMotion reduces the operations in

casual character animating. As an extreme case, animating on mobile devices with

touch screens strictly limits the count and accuracy of user operation. Actually

verifying DualMotion’s extendibility on tablets and smartphones is one of our

future work.

3.7.2 Trade-off between Dataset Size and Computation Perfor-

mance

The current prototype ofDualMotion and the user study are based on a lightweight

motion database. (55 motion data in total) Our system updates the projection

matrix every time the camera is relocated by users and then applies to all motion
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Figure 3.10: The result of raw NASA-TLX evaluation.

sequences in the database. The average retrieval time is around 0.84 seconds for

each query. As the size of the database grows, the computation performance may

not be able to meet the demands of real-time interaction sensitively. It mentioned

that the retrieval task is implemented by a single node loop on the CPU, and a

parallel processing pipeline on the GPU is required to increase the efficiency.

Besides, we will extend the current database and accelerate the algorithm to

improve the diversity of design results.

3.7.3 User Sketches in Design Process

The current user-input stroke is made up of uniformly distributed points, which

means that the input omits the velocity of the user drawing. We only enable head

and hand node authoring in the prototype for simplicity of the design process;

however, it limits the diversity of design results. Exploration of inputs that contain

more information is yet another future work for more professional users.

3.7.4 Creativity Support with Two-Stage Scheme

DualMotion adopted a two-stage scheme with both global and local stages [58,

91]. Along with the perception capabilities of humans, designing the target with

a bottom-up scheme is difficult. For example, we usually have a gradually clear

design intention during the design process and only an ambiguous target in our

mind at the initial step. We thought the two-stage scheme is an approach to human-

centered design thinking and could be useful in various creativity support systems,

such as illustration and story designs.
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As technical limitations, the current prototype of DualMotion combined the

limbs’ motion data with the torso’s of the character model. The current imple-

mentation may produce artifacts such as unnatural body balance. A lightweight

algorithm for automatically correcting the full body balance can be considered for

further development, such as a double inverted pendulum model [92].

3.8 Conclusion

In this work, we proposed DualMotion, a casual motion design UI for character

animations. This helps common users create character motion animation, as they

are not always able to conduct accurate and large amounts of operations. In this

case, editing motion by using professional software, which has many complex

functions when the operation count and range are limited, poses further challenges.

The proposed system utilizes a two-stage design scheme with global and local

motion retrieval and composition to tackle the challenging task of decomposing

full-body motions into lower-limb and upper-limb movements. Users are allowed

to query the database with simple and rough sketch input and retrieve desirable

results in a data-driven manner. Besides, DualMotion offers a considerable speed

query for motion data retrieval. For instance, the number of keypoints in a stroke

will be comparatively fewer when a motion trajectory is drawn rapidly, resulting

in a relatively faster motion retrieval outcome.

In addition to retrieval and editing motion data, DualMotion can produce a

series of related action sequences from vague inputs such as motion trajectories,

providing users with a selection of specific poses for individual frames. This

is similar to a photographer taking several random shots of a model in various

poses and angles before selecting the photo that best fits their vision. It also offers

effective suggestions for specifying single-frame poses.

Lastly, a user study was conducted, which verified thatDualMotion is available

to support users to create character animations in low labor demand, even with

only vague ideas. Based on the analysis of user feedback from our user study,

most users acknowledged the ease of use of DualMotion. However, some users

pointed out the difficulty in editing long motion sequences with DualMotion.

This challenge arises because the motion trajectories in long sequences are more

complex, making it inconvenient for users to specify overly intricate trajectories

on a fixed-view 2D drawing board. Therefore, we envision that editing long

motion sequences should ideally be based on specifying and combining multiple

short sequence actions. We plan to implement and refine this functionality in our

subsequent work.

In summary, DualMotion demonstrates a high capability for understanding

vague inputs (Flexibility), along with a strong ability to generate diverse outcomes
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(Variability). It also maintains a lower level of one-to-one Precision between input

(motion trajectories) and output (motion data) to ensure the diversity of retrieval

results.
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Figure 3.11: Motion retargeting results onMixamo’s character models. The query

sketch is shown above each result which are global editorial strokes (left) and local

editorial strokes (right). The different colors in the local design stage represent the

design history of various joints which are the head (cyan), left hand (violet), and

right hand (pink) respectively.
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Chapter 4

Hierarchy Style Injection for Human

ImageGeneration viaDiffusionModel

In the preceding chapter, we introduced a method that ingests motion trajectories

to search and synthesize animations, offering a novel and effective approach for

users to design character animations and specify poses frommultiple perspectives.

In this chapter, we propose a generation method based on the pretrained diffusion

model fine-tuning, which facilitates the creation of human images from specified

poses through the hierarchy style injection. This approach enables precise control

over the image generation process, accommodating user requirements for pose

generation in human-centric scenarios.

4.1 Introduction

The task of pose and style-guided human image synthesis has consistently been

a focal point of exploration in generative models. This technique holds potential

for widespread applications across various domains including character design,

apparel creation, and the generation of diverse content within digital realms, with

implications for both commercial and entertainment industries. Moreover, recent

studies have leveraged these methodologies to bolster performance in downstream

tasks such as merchandise recognition, specifically in clothing, and individual

identification. These applications underscore the necessity for models to exhibit

robust capabilities, such as the decoupling of pose and style attributes and the

generation of fine details.

Generative modeling has seen a surge in innovation with the rise of applications

necessitating the synthesis of human images that are both realistic and style-

consistent. In this realm, pose and style-guided image generation stands out as

a particularly challenging yet impactful area of study. The ability to generate

images of humans in arbitrary poses with specific styles has implications extending

beyond mere visual synthesis; it has the potential to revolutionize industries by

providing a foundation for advanced character and fashion design, enhancing

digital content creation, and offering improvements in visual media production.
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Figure 4.1: Pose & Style guided person image synthesis. Our model enables

users to control the generation of human images by inputting the desired pose

and a reference clothing style. It ensures that the generated results exhibit high

consistency with the features of the input clothing and the specified pose.

However, the challenge of person synthesis is typically addressed using Gener-

ative Adversarial Networks (GANs) [14], which attempt to generate a person in a

desired pose through a single forward pass. Yet, maintaining coherent structure,

appearance, and overall body composition in a new pose remains a formidable

one-shot task. The outputs often feature deformed textures and unrealistic body

forms, particularly when recreating occluded body parts. Additionally, due to

the adversarial min-max objective, GANs are susceptible to unstable training

behaviors, resulting in a lack of diversity in the generated samples. In contrast,

solutions based on Variational Autoencoders [93] are more stable but tend to

produce outputs with blurriness and lower quality compared to GANs, stemming

from their reliance on a surrogate loss for optimization.

43



In this work, we propose a fine-tuning approach for the large-scale pre-trained

text-to-image diffusion model, HSI, and have trained a pose & style-to-human

generativemodel. This enables users to generate personal images by freely altering

poses and styles. Furthermore, our model facilitates editing and the trial of various

ensembles and combinations. By leveraging the robust foundation of the HSI

model, our approach not only enhances the flexibility of pose and style synthesis

but also significantly improves the user’s creative agency in the generative process.

The capability to iterate over different configurations allows for a tailored and

more personalized output, reflecting the user’s specific aesthetic and functional

requirements.

Our contribution can be summed up as follows:

• HSI architecture is proposed for consistent style sampling. This architecture

utilizes selected hidden states from the pre-trained CLIP vision encoder,

which are injected into the U-Net’s cross-attention units to maintain style

fidelity across generated images.

• A Covariance-based Pose and Style Decoupling (CoPSD) method is intro-

duced to disentangle the fusion of input pose and style reference biases.

This is achieved by optimizing a covariance loss between pose features and

style features during fine-tuning, thereby enhancing the model’s ability to

independently manipulate pose and style.

• The Cross-Pose Style Integration Training (CPSIT) strategy is developed to

augment the adapter module’s robustness. It involves unpairing the training

data during the fine-tuning stage to enable the model to handle a wider

variety of poses and styles, improving its generalization capabilities.

4.2 Related Work

4.2.1 Conditional Generative Models

In Chapter 2.1, we review a variety of generative models and algorithms, with

conditional generative models, especially cGANs, being the most readily utilized

for downstream tasks. However, when input conditions involve multiple features,

such as pose and style in this work, the generative model requires a robust feature

decoupling capability to alter one input without affecting the others. StyleGAN

and its various derivatives, such as pixel2style2pixel [94], are recognized for their

excellent feature decoupling abilities.

As mentioned in chapter 4.1, especially in tasks that demand high feature

decoupling, GAN-based models encounter stringent training conditions and are

prone to issues such as mode collapse. On the other hand, generative models

based on text-to-image diffusion, such as Stable Diffusion [24] and GLIDE [20],
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to some extent circumvent these problems. While these models exhibit powerful

performance, training such large-scale generative models requires extensive data

and computational power. Consequently, many recent works focus on fine-tuning

these large models, examples being ControlNet [26] and T2I-adapter [27].

4.2.2 Pose-Guided Human Image Synthetic

The task of pose-guided person image synthesis is regarded as a form of exemplar-

based image translation, where the objective is to replicate the appearance from

reference images under arbitrary poses. Early approaches [93, 95] addressed this

issue by extracting pose-irrelevant vectors to encapsulate appearance. Nonethe-

less, considering the vast variation in textures across different semantic entities,

directly deriving vectors from reference images may restrict the model’s ability

to represent complex textures. Additionally, models such as text2human [96] and

UPGPT [97] offer users the capability to generate and edit human images through

text-based control of specific segmentation regions, enabling targeted input ma-

nipulation. However, these tasks initiate training from scratch, necessitating a

substantial amount of computational resources.

In this work, we introduce a fine-tuning methodology for the HSI, a large-scale

pre-trained text-to-image diffusion model, and have developed a pose & style-

to-human generative model. This model empowers users to create personalized

images by freely modifying poses and styles. Moreover, it supports the editing

process and experimentation with a range of ensembles and combinations.

4.3 Method

In this section, we first delineate the preliminary knowledge of attention mech-

anisms within diffusion models for conditional generation tasks. Following this

foundational overview, we expound upon the motivations driving this work and

provide a detailed account of the methodologies employed in our approach.

4.3.1 Preliminary for Diffusion Model

Diffusion models, a novel class of generative models, operate through a process

that can be divided into two phases: a noise-adding diffusion process and a noise-

reducing sampling generation process. The diffusion process incrementally adds

Gaussian noise to the data in a manner that follows a predefined Markov chain,

with a fixed number of diffusion steps, T . The denoising sampling process, on the
other hand, involves training a learnable model (typically a U-Net architecture) to

take in the noised data Xt at a given time step t, along with the timestep T itself,
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Figure 4.2: Hierarchy Style Injection (HSI) and Covariance-based Pose and Style

Decoupling (CoPSD). This schematic demonstrates the integrated HSI-CoPSD

framework for style control and pose preservation. HSI leverages a pretrained

encoder’ s intermediate features for style modulation via cross-attention in a

denoising U-Net, while CoPSD ensures independent pose and style feature ma-

nipulation, mitigating the risk of pose distortion due to style variance.

and predict the noise that was added at the previous step t− 1 in order to reverse
it. Currently, diffusion models are frequently applied in conditional generation

tasks such as text-to-image synthesis, where the text condition is denoted as c.
The training objective of a diffusion model, denoted as εθ, which is tasked with
predicting the noise, is often defined as a simplified variant of the variational lower

bound:

LSimple = Ex0,ε∼N(0,I),c,t[‖εt − εθ(xt, c, t)‖2] (4.1)

To formalize, in diffusion-based generative tasks, x0 represents the clean, real

data subjected to an additional condition c. The diffusion process is indexed by
time steps t ∈ [0, T ], where xt = αtx0+σtε denotes the noisy data at the t-th step.
The functions αt, and σt dictate the noise level, while ε is a noise vector.
Upon completion of training, the model εθ is adept at predicting the noise

introduced at each step. The generation of images post-training is an iterative

process, beginning with random noise. The model progressively reverses the noise

addition process, at each step being guided by the condition c, culminating in the
reconstruction of the clean data x0.

In the realm of conditional diffusion models, classifier guidance is often em-
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ployed to enhance image fidelity while maintaining sample diversity. This is

achieved by leveraging the gradients from a separately trained classifier [23]. To

obviate the need for an independent classifier, classifier-free guidance presents

an efficacious alternative [39]. It entails the simultaneous training of conditional

and unconditional diffusion models with the condition c being randomly omitted
during the training process. During the sampling phase, the noise is predicted

by considering the outputs from both the conditional model εθ(xt, c, t) and the

unconditional model εθ(xt, t):

εθ(xt, c, t) = w · εθ(xt, c, t) + (1− w) · εθ(xt, t), (4.2)

Here, w, commonly referred to as the guidance scale or guidance weight, is

a scalar that modulates the model’s adherence to the condition c. In text-to-

image diffusion models, classifier-free guidance is pivotal for augmenting the

congruence between the generated images and the textual descriptions they are

conditioned upon.

4.3.2 Hierarchy Style Injection (HSI)

In the realm of traditional text-image diffusion models, the ”conditioning” input

is typically synonymous with textual input. Innovations such as ControlNet, T2I-

adapter, IP-adapter, and MasaCtrl build upon the original diffusion model frame-

work. These systems incorporate externally trained modules designed to extend

the diffusion model’s compatibility with various modalities, including sketches,

segmentationmasks, depthmaps, and poses. Notably, IP-adapter andMasaCtrl are

efforts focused on modulating the sampling process by calibrating the denoising

U-Net’s cross-attention mechanisms. This optimization of the generative process

is achieved by steering the cross-attention units within the denoising phase. A

simplified exposition of the attention mechanism is delineated herein.

Inspired by the IP-adapter approach, this paper proposes HSI, a method that

leverages the intermediate layer features of a pre-trained CLIP Vision Encoder.

This hierarchical strategy involves the integration of auxiliary cross-attention

modules into a denoising U-Net to control the noise-reduction sampling process.

Our observations have led to the following insights:

1. As illustrated in Figure 4.3, the denoising U-Net, during sampling, exhibits a

proclivity for global feature consideration in the downsampling stages while

emphasizing local detail in the upsampling stages.

2. The pre-trained CLIP Vision Encoder we employ is a transformer-based

architecture. Consequently, its outputs from the deeper layers, having

undergone multiple convolutional operations, retain more high-dimensional

abstract features. Conversely, the outputs from the earlier layers, subject
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Figure 4.3: Denoising U-Net Sampling and Cross-Attention Maps on DDIM

Schedule. This visualization showcases the outcomes at the 50th sampling step

under a Denoising Diffusion Implicit Models (DDIM) schedule alongside inter-

mediate cross-attention maps recorded at every 10th step. Note that intermediate

layers with attention map resolutions at or below 16 × 16. are omitted for clarity

and brevity in presentation.
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to fewer convolutions, preserve more local detail. Figure 4.3 shows the

encoding distribution of CLIP Vision Embedding across 10 sets of various

types of clothing images. We find that, in comparison, the silhouette scores

of the 2nd and 4th layers of the transformer perform better.

Drawing upon these insights, our proposed framework employs the second-to-

last layer outputs of the CLIP encoder to train a global resampler. This resampler

is designed to map features into the cross-attention layers of the U-Net associated

with downsampling. Similarly, the fourth-to-last layer outputs are used to train

a local resampler, aimed at mapping local detail into the U-Net’s upsampling

layers, as shown in Figure 4.2 This approach allows the diffusion model to more

accurately reflect the stylistic nuances of the image prompt.

Originally, given the query featuresZ and the text features ct, the cross-attention
output Z′ is defined by the equation:

Z′ = Attention(Z, ct) = softmax

(
QZ × K>

c√
dk

)
Vc (4.3)

where QZ, Kc, and Vc represent the query, key, and value projections of Z
and ct respectively, and dk denotes the dimensionality of the keys. With the

introduction of distinct global and local feature descriptors, represented byKglobal,

Klocal, Vglobal, and Vlocal, respectively. we redefine the updated feature vector

Znew as a function of these newly acquired key and value pairs by summing up the

global & local attention with a weight w, written as:

Znew
′ = softmax

(
QZ × K>

c√
dk

)
Vc+

w ×
(
softmax

(
QZ × K>

global√
dk

)
Vglobal+

softmax

(
QZ × K>

local√
dk

)
Vlocal

)
(4.4)

4.3.3 Covariance-based Pose and Style Decoupling (CoPSD)

During our experiments, we observed that the pose and style features within

the dataset may be entangled, leading to inadvertent shifts in the output pose

when altering only the style reference image under a constant pose condition.

Furthermore, during the fine-tuning phase, the conventional loss function, denoted

as LSimple, tends to converge rapidly and ceases to decrease (as shown in Fig-

ure 4.5), indicating that using LSimple alone is insufficient for further optimization
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Figure 4.4: Encoding distribution maps for each layer of the CLIP Vision Encoder

are presented. A small validation dataset was used, containing 10 sets of different

types of clothing data, with each set comprising four images of varying angles and

poses. These images were encoded through the CLIP Vision Encoder, and the

resulting encodings were dimensionally reduced via PCA and then visualized in

a 2D UMAP space. (The arrow indicates the 2D position of images embedding

the UMAP space.) We observed that the silhouette scores for the fifth layer were

relatively higher, leading to the inference that the fifth layer possesses the most

robust capability to distinguish features of clothing. (The arrow indicates the

embedding distribution of the specified layer.)
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Figure 4.5: The graph compares the convergence trajectories of a simple training

lossLSimple against the combinedLCovariance+simple approach. Despite the initially

higher aggregate loss values of the latter, it demonstrates sustained effective

convergence, indicating a more robust learning process over iterations.

of the model. Therefore, to address this limitation and enhance the fine-tuning

process, we introduce an additional Covariance-based Loss, LCovariance, designed

to disentangle the information between pose and style features and promote a more

nuanced feature representation.

LCovariance =
1

N

N∑
i=1

(
(Z(i)

pose − Zpose) · (K(i) −K)
)

(4.5)

where

• N is the number of samples.

• Z
(i)
pose is the i-th sample of the pose feature.

• K(i) is the i-th sample of the combined style featuresKc +Kglobal +Klocal.

• Zpose and K are the mean values of Zpose and K respectively.

4.3.4 Cross-Pose Style Integration Training (CPSIT)

Consider a dataset D composed of style-centric image subsets, where each sub-

set contains stylistic variations across multiple poses. For instance, subset S1

comprises images {s11, s12, s13, ..., s1n}, each illustrating a unique pose of the

same subject or artistic style. Within the CPSIT framework, we may extract
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the style representation from s11 and merge it with the pose information gleaned
from s1n. The model is trained to generate an image s′1n that exhibits the pose

characteristics of s1n while infused with the style elements of s11. This process
is iteratively performed with various unpaired combinations within the subset,

enforcing a versatile internal representation of style and pose that transcends the

rigid associations found in conventional paired training datasets.

By disentangling and recombining these features through CPSIT, the genera-

tive model becomes adept at synthesizing images that are not restricted by the

availability of pose-style matched pairs, thereby granting it a formidable capacity

to handle a myriad of real-world applications where such paired data is scarce or

nonexistent.

4.4 Experiment

4.4.1 Experimental Setup

Our empirical studies were conducted using the Stable Diffusion (SD) framework,

version 1.5. For image encoding, the OpenCLIP ViT-H/14 [8] was employed.

The SD architecture comprises 16 cross-attention layers, to each of which we

introduced an additional image cross-attention layer, enhancing its multimodal

processing capabilities. For the dataset, we utilized the paired image and text

description data from the DeepFashion MM [96, 98] dataset. For the pose, we

employedOpenPose [64] to detect the skeleton pose data for all the images, remov-

ing joints not captured in non-full-body photos. In total, there are approximately

24,000 data pairs, which we divided into a training set and a test set at a ratio of

80% and 20%, respectively. The total count of trainable parameters introduced

by our HSI module, inclusive of the resampler network and all the adaptation

modules, stands at approximately 75 million. This augmentation renders the

HSI not only effective but also computationally efficient. The integration and

implementation were facilitated by the HuggingFace diffusers library [99], and

for expedited training.

4.4.2 Training Configuration for HSI

Our HSI model was trained exclusively on a single NVIDIA A6000 GPU. Opti-

mization was performed using the AdamW optimizer [100] with a learning rate

set to 1 × 10−4 and a weight decay parameter of 0.01. For input preprocessing,

images were resized such that their shortest dimension was 512 pixels, followed

by a center crop to obtain a uniform resolution of 512 × 512. In order to im-

plement classifier-free guidance, dropout strategies were applied during training:
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Figure 4.6: The comparative results of pose&style image generation from pur-

posed method, T2I-adapter+IP-adapter, and ControlNet.
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Figure 4.7: The results of ablation study. From left to right, the sequence is as

follows: results of the proposed method, proposed method with Hierarchy Style

Injection (HSI), and proposed method without Covariance-based Pose and Style

Decoupling (CoPSD).

individual text and image inputs were dropped with a probability of 0.05, and

simultaneously dropping of both text and image also occurred with the same
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probability. For the inference process, a Denoising Diffusion Implicit Models

(DDIM) sampler with 50 steps was employed, and the guidance scale was set to

7.5. When generating images based solely on image prompts, text prompts were

set to null, and the interpolation weight λ was fixed at 1.0.

4.4.3 Comparion Study

To verify the effectiveness of the purposed method, we compared the generative

performance of our results with those of other methods that also fine-tune based on

diffusionmodels, specifically ControlNet [26] and IP+T2I-Adapter [27,40], on the

task of pose & style to image synthesis. To ensure a fair comparison, we standard-

ized all models to finetune the pretrained Stable Diffusion v1.5 model. We utilized

the DDIM sampling method with 50 steps and employed the classifier-free guid-

ance technique with a scale set to 7.5. The sampling comparison was conducted

under the condition of having bidirectional text prompts empty. As demonstrated

in Figure 4.6, our method yields consistently stable results in controlling both pose

and style. The IP+T2I-Adapter shows instability in some detailed controls, such as

the significant alteration in the color of patterns on clothing, as seen in Figure 4.6

(b, c). On the other hand, ControlNet, lacking inherent capabilities for pose and

style decoupling, produces inferior results when pose and style references come

from different sources. The generated style and pose closely resemble the input

style reference, often accompanied by numerous artifacts.

As shown in Table 4.1, we have also calculated CLIP-T, CLIP-I, and LPIPS

metrics for the performance of the aforementioned models on the DeepFashion

dataset. CLIP-T refers to the textual component of CLIP, which processes and

understands textual descriptions, and CLIP-I refers to the image component of

CLIP, which processes and understands visual inputs. LPIPS, on the other hand,

indicates the degree of difference between the input image and the target image.

Based on these scores, we find that the results of the Ours W/O CoPSD group

are best in terms of the scores for CLIP-T and CLIP-I. We speculate that any fine-

tuning action affects the hidden state of the pretrained DiffusionModel, invariably

resulting in some loss of the original model’s text-image relationship, whereas

HSI ensures a greater degree of the original text-image consistency due to a better

understanding of the semantic information of image details. On the other hand, the

LPIPS scores show that for better pose condition control, T2I, Ours W/O HSI, and

Ours perform better. Based on the observations above, we believe that our results

are superior to those of IP-T2I-adapter and ControlNet, particularly in terms of

style control, especially the control of stylistic details, as well as pose control.
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Figure 4.8: The adaptability of HSI in different customized diffusion models, such

as Realistic Vision 2.0 [4] and Anything 4.0. [5]
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Table 4.1: Quantitative comparison of the proposed HSI method on DeepFashion

Test set. The best scores are shown in bold.

Nums of Parameters CLIP-T↑ CLIP-I↑ LPIPS↓
IP-adapter (Plus) 29M 0.559 0.795 0.321

T2I-adapter (Openpose) 39M 0.412 0.592 0.265

ControlNet (Openpose) 365M 0,501 0.676 0.319

Ours W/O HSI 51M 0.547 0.758 0.247

Ours W/O CoPSD 57M 0.562 0.797 0.302

Ours 81M 0.513 0.778 0.208

4.4.4 Ablation Study

In the ablation study, we tested the results with and without HSI, as well as with

and without CoPSD. As illustrated in Figure 4.7, the generation results that utilized

the Hierarchy Style Injection (HSI) technique preserved more details from the

style reference inputs, particularly the density and color of the clothing patterns,

as exemplified in Figure 4.7 (e). Conversely, the outputs without Covariance-

based Pose and Style Decoupling (CoPSD) displayed unstable pose control, as

evidenced by the ineffective management of the pose. We infer this instability

is due to the fact that during the Cross-Pose Style Integration Training (CPSIT),

while the model reinforced style consistency, the input style references did not

match the target pose, consequently disrupting the expression of the pre-trained

T2I-adapter (openpose-condition) residual hidden state upon fitting. The results

of these ablation studies confirm the effectiveness of both HSI and CoPSD. As we

can observe, the proposed HSI performed well in controlling the detailed pattern

of the clothing style, and the CoPSD assisted in disentangling the pose & style

variance to ensure the consistency of both pose & style reference.

4.4.5 Performance on Different Pretrained Models

The proposed HSI module has approximately 78M parameters and can be adapted

to all personalized pre-trained SD models. As illustrated in Figure 4.8, we show-

case the generative results of HSI on SD1.5 [101], Realistic Vision 2.0 [4], and

Anything 4.0 [5]. It is evident that even across different personalized diffusion

models, HSI can stably control the input style and pose while performing style

transfer corresponding to the specific model.
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Figure 4.9: The failure cases of color conditioning (a). The artifact of face

reconstruction (b).

4.5 Limitation & Future Work

As shown in Figure 4.9 (a), our model shares a common issue with other image-

to-image diffusion models, which is a lack of sensitivity to color control. This is

due to our reference inputs being encoded through the CLIP Vision Encoder and

aligned with semantic information embeddings before being used as conditional

inputs in the denoising U-Net. We speculate that the language model’s capacity to

express color is inherently vague. For example, the word ‘magenta’ could visually

lean more towards purple or red, and ‘light blue’ could mean higher brightness or

lower saturation in visual terms. Consequently, visual color information does not

map well onto the visual cognitive space. In future work, we plan to explore this

issue further and propose solutions, such as training an additional color encoder

specifically for controlling the denoising of color.

In addition, as shown in Figure 4.9 (b), since our proposedmethod does not fine-

tune the SD-based first-stage VAE (in this case, a VQVAE [102–104] as employed

by the paper), similar to other SD-based models, generation of faces, especially

when only an image reference is provided without a text prompt, can result in arti-

facts. This issue typically requires additional negative prompt guidance or a face

refinement module to post-process and correct the output. However, we believe

that in our future work, this problem could be better addressed by incorporating

an additional HSI module dedicated to face refinement.
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4.6 Conclusion

In this work, we introduce a fine-tuning strategy for a large-scale pre-trained text-

to-image diffusion model, which resulted in a pose & style-to-human generative

model. We proposed the Hierarchy Style Injection (HSI) method after analyzing

the performance of each cross-attention layer in the denoising U-Net and the

feature distribution of the intermediate hidden states of the CLIP Vision encoder,

enabling the model to output samples that are consistent with the input style both

globally and locally. The Covariance-based Pose and Style Decoupling (CoPSD)

technique was then applied to decouple the input style and pose, allowing the

model to control various modal input features more stably. Finally, our exper-

iments confirmed the superior performance of our model compared to similar

approaches, and due to the modular nature of HSI, it can be applied to a variety of

personalized pre-trained diffusion models.

In conclusion, the HSI human image generation method, due to its plug-and-

play capability with various pretrained SD models, exhibits relatively high di-

versity in generated results (Variability). However, since HSI requires users to

specifically provide style references for clothing and poses, its tolerance for vague

inputs (Flexibility) is somewhat reduced compared to DualMotion discussed in

Chapter 3. Furthermore, HSI does not demand high precision in editing details like

facial features and clothing folds, so its precision (Precision) remains relatively

low.
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Chapter 5

High-Fidelity Face Image Synthesis

with Sketch-Guided Latent Diffusion

Model

In the previous chapter, we introduced a method for generating human images by

fine-tuning a pre-trained stable diffusion model with inputs of style and pose. We

noted that the pre-trained VAE, especially when reconstructing faces, is prone to

producing artifacts, and yet facial details are particularly crucial for the overall

quality of the human image.

In this chapter, we introduce a diffusion model-based system designed for the

synthesis andmodification of facial images. The subtle perception humans possess

regarding the intricacies of others’ facial details is of particular interest. Subtle

facial expressions can unconsciously convey profound sentiments, and slight vari-

ations in facial features, such as the size of one’s eyes, can yield the perception

of entirely distinct individuals. Consequently, when users employ generative

models to create or modify facial representations, it is paramount that the model

closely adheres to their intent—factors like hairstyle, facial structure, and the

precise positioning of facial features are indispensable. Furthermore, during the

modification process, while the model endeavors to alter specific segments based

on user input, it is imperative that the unaltered regions remain consistent and

unaffected. To address these nuances and meet the outlined requirements, instead

of fine-tuning the cross-attention layers of a pretrained denoising U-Net in Chapter

4, we retrained a denoising U-Net from scratch. In this chapter, we introduce a

novel method: High-Fidelity Face Image Synthesis with a Sketch-Guided Latent

Diffusion Model.

5.1 Introducion

Generating images from simple monochrome sketches, particularly of human

faces, stands as a cornerstone challenge in the domain of image-to-image trans-

lation. Such a capability is pivotal for an array of applications, including character
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design in digital media and tracking individuals in security contexts. Yet, the

inherently sparse nature of single-channel sketch data complicates the extraction

of robust and generalized features. Moreover, amassing a well-matched dataset,

which pairs artisan sketches with their corresponding real-world photographs,

proves to be an arduous and time-intensive endeavor.

Compounding these challenges, synthesis models grapple with interpreting

monochrome sketches that often bear superfluous semantic content. Such sketches

frequently encapsulate discrete facial components and attributes, ranging from

distinct facial features to expressive nuances, and even additional embellishments

such as accessories and hairstyles.

GAN-based generative models [105, 106] are one of the feasible solutions for

sketch-to-image generation based on semantic mask annotated datasets [107,108].

Although they allow users to arrange facial semantics (i.e., regional-only condi-

tions), many details may be lost or arbitrarily synthesized, such as wrinkles and

mustaches. Instead of applying semantic masks, the other previous GAN-based

models [7] trained using sketch-face paired datasets can directly generate (and

edit) face images from monochrome sketches. However, they are unsuitable for

handling local geometrical details such as accessories and expressions since no

semantic information was directly specified in roughmonochrome sketches. More

recently, the diffusionmodel (DM) [15,109,110] andContrastive Language-Image

Pre-training (CLIP) [111] have achieved tremendous success on the text-to-image

task. However, in the case of image-to-image, especially sketch-to-image, their

system requires not only image input but also appropriate text inputs, and may

not generate desired images, as shown in Figure 5.1. The other conditioning-

guided DM-based models such as ILVR [37] and SDEdit [38] approached the

image-to-image task by inputting an RGB image reference to control the synthesis.

However, it is generally difficult to specify image details after noise injection and

resampling of the query input.

To engender generative models with the aptitude to extract more precise infor-

mation from paired sketches, we introduce the Sketch-Guided Latent Diffusion

Model (SGLDM). This architecture, rooted in the principles of Latent Diffu-

sion Models (LDMs), is meticulously trained on a dedicated sketch-face dataset.

Owing to the LDM’s remarkable prowess in rendering flexible and high-fidelity

inferences under a gamut of conditions, it naturally forms the backbone of our

sketch-guided image synthesis paradigm.

A pivotal facet of our approach lies in the deployment of a Multi-Auto Encoder

(AE). This is strategically designed to transmute query sketches from the granular

pixel space to a more abstract feature map, situated in the latent domain of image

features. Such a transformation not only mitigates the dimensionality of the sketch

input but also assiduously retains the geometric nuances associated with intricate

facial details.
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Figure 5.1: An example of implementing a LDM-based model, stable diffusion [6]

with pre-trained weights. Although we inputted a single sketch (left) and texts

(e.g., ‘a face photo’ or ‘a portrait’), the generated results are not colored images

but monochrome sketches, and do not reproduce the contours of the input sketch.

Comprehending the multifaceted intricacies of sketch and image domains, we

adopt a bifurcated training process to ascertain optimal distribution mappings

between the two. A salient observation is that individual predilections towards

specific facial regions invariably introduce a spectrum of abstraction levels in the

input sketch. For instance, while some individuals may exhibit a proclivity for eye

details, others might gravitate towards the mouth.

Given such variations, it becomes imperative to account for this heterogeneous

abstraction in sketches. To this end, we introduce Stochastic Region Abstrac-

tion (SRA) – an innovative data-augmentation methodology aimed at fortifying
the resilience of SGLDM. It’s noteworthy that our sketch data is meticulously

extracted from the renowned Celeba-HQ repository, leveraging state-of-the-art

(SOTA) sketch simplification techniques [112,113].

Empirical evaluations validate the advance of our approach, with SGLDM

demonstrating the capability to manifest naturalistic face images, accommodating

a diverse range of sketch details. Furthermore, our model affords users the latitude

to conjure desired face renditions, spanning a resolution of 256×256 pixels, replete
with a myriad of expressions, facial accessories, and hairstyles, all guided by a

monochrome sketch (elucidated in Figure 5.2).

Distilling our research, we underscore our primary contributions as elucidated

below:

• We proposed SGLDM, a sketch-input-only model combining the Multi-AE

and DM, and trained a denoising U-Net from scratch.

• SGLDM is trained via a two-stage training process to synthesize faces with

high quality and input consistency.

• We introduced SRA, a data augmentation strategy for synthesizing convinci-

ble faces from input sketches at different levels of abstraction.
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Figure 5.2: A Sketch-Guided Lantent Diffusion Model (SGLDM) synthesizes

high-quality face imageswith high consistency of input sketches. SGLDMenables

users to simply edit face images such as different expressions, facial components,

hairstyles, etc. The edited strokes are highlighted in red.

• We verified the SGLDM achieves superior scores in various metrics com-

pared to SOTA methods and it is sufficiently robust to generate the intended

face images.

5.2 Sketch-based Image Synthesis

5.2.1 GAN-based

The field of image synthesis from sketches has witnessed significant exploration

over the past decade. From its inception, the problem of sketch-to-image trans-

lation has been tackled as an image-to-image transformation task. Researchers

have endeavored to train deep learning-based networks to bridge the gap between

monochromatic sketches and full-color RGB images. Several supervised Genera-

tive Adversarial Network (GAN)-based generative models, such as Pix2Pix [114]

and Pix2pixHD [115], rely on paired sketch-image datasets, which are created by

extracting the edge information from real images to facilitate model training.

To enhance the efficacy of translating the image domain into the sketch domain,
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the construction of a substantial corpus of paired sketches and photographs is

imperative. Consequently, datasets like Sketchycoco [116], which categorize

objects into distinct classes, have been introduced. However, when it comes to

facial sketch image datasets, the availability is notably limited, as exemplified by

datasets such as CUHK Face Sketches [117,118].

On the other hand, unsupervised image-to-image translation methods, such

as CycleGAN [114] and DualGAN [119], have been explored in other works.

More recently, with the burgeoning advancement in disentangled representa-

tion within StyleGAN’s w+ space, sketch-to-sketch translation has been treated

as a style transfer task, illustrated by methods like DualStyleGAN [120] and

Pixel2Style2Pixel [94]. Furthermore, akin to the recently popular text-to-image

generative models, GAN-based approaches also permit users to generate and edit

images via textual and sketch inputs, such as [121,122]

Nonetheless, end-to-end GAN-based models have been associated with issues

like unstable training and susceptibility to overfitting on specific datasets. These

challenges restrict the diversity and quality of synthesized results. Hence, drawing

inspiration from the notable performance of Latent Differential Models (LDM) in

conditional image synthesis tasks, we propose SGLDM as a solution for achieving

high-quality face synthesis with enhanced input consistency.

5.2.2 DM-based

In recent times, diffusion and score-based models have emerged as formidable

contenders in the realm of image synthesis. A fundamental component of these

models is the U-Net architecture [123], which has been lauded for its excellence

in fostering diversity, ensuring quality, stabilizing training, and offering module

extensibility.

Noteworthy advancements have been presented in previous studies, such as [15,

109], which have demonstrated superior performance, particularly in the domain

of unconditional image synthesis. However, a significant impediment remains

the hefty computational costs, which subsequently constrain the resolution of the

images produced. In a serendipitous turn of events, contributions by [6] have

provided a solution. In their approach, images are initially encoded from a high-

dimensional RGB space to a more manageable, low-dimensional latent feature

space.

Subsequently, this latent representation is employed to navigate both the for-

ward and backward diffusion processes. Additionally, the architecture’s com-

mendable modular extensibility equips it to handle a plethora of image-to-image

tasks. This includes but is not limited to, image inpainting, semantic mask-to-

image translation, and layout-to-image generation, as elucidated by [6].
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While certain methodologies have focused on altering the network architec-

ture of diffusion model (DM)-based designs, alternative approaches start from

ILVR [37] and SDEdit [38]. Up to more recently represented by ControlNet [26]

and T2I-Adatper [27] have chosen a different path. These strategies involve fine-

tuning the models with supplementary plug-in condition modules. Alternatively,

during the sampling process, they incorporate extra constraint loss functions to

govern the sampling procedure. This concerted effort has yielded impressive

results, enablingmodels to excel in the task of generating high-quality images from

sketches. Intriguingly, their method necessitates a blurry RGB reference, which

serves the dual purpose of iteratively guiding the sampling process and acting as

an input reference. Despite their efforts, the delineation of intricate image details

was compromised, primarily attributable to the conditioning’s inherent blurriness.

Meanwhile, when considering the sketch-to-image task, a paramount challenge

emerges: the monochromatic sketches inherently possess a dearth of semantic

information. Consequently, executing the sketch-to-image transformation via Dif-

fusion Models (DM) invariably demands supplementary inputs, such as auxiliary

text prompts, to compensate for this information void.

5.3 Method

5.3.1 Overview

In our endeavor, we aim to craft high-fidelity facial images that faithfully mirror

the intrinsic characteristics of the input sketch. We postulate that the feature

distribution associated with monochromatic sketches within our dataset exhibits

greater irregularities and sparsity when juxtaposed against that of full-colored

RGB images. This speculation is underpinned by the observation that a simultane-

ous training of a sketch embedding, meant to bridge the chasm between the sketch

and image domains, can potentially yield a discontinuous feature distribution, as

the illustration depicted by the dashed curve in Figure 5.4.

In response to this challenge, we architected a bifurcated training methodol-

ogy, ensuring a more fluid and optimized mapping across the sketch and image

domains. This optimized mapping is visually represented by the solid curve in

Figure 5.4. A thorough dissection of this methodology and its underlying nuances

is presented in Section 5.4.

5.3.2 Preliminaries

Since the previous chapter has already introduced the preliminaries of DM-based

knowledge, here we briefly touch upon and enumerate the equations relevant to
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Figure 5.3: The framework of SGLDM. In the sketch embedding stage (a), given

a sketch input S, a pretrained sketch encoder ζ encodes S into a feature (c) =
{ζleye, ζreye, ζnose, ζmouth, ζface}. The decoder τ then decodes S ′ into a feature map

S̃. In the latent denoising stage (b), the random latent code ZT is concatenated by

the feature map S̃ and denoised to Z0 by a U-Net. Finally, the output latent code

Z0 is decoded by a decoder D to the final output.

this study. The origin loss of training DM is to calculate the simplified variant of

the variational lower bound:

LDM = Ex0,ε∼N(0,I),c,t[‖εt − εθ(xt, c, t)‖2] (5.1)

where x0 denotes the authentic data, which are augmented with a conditioning

element, represented as c. The diffusion process temporal progression is captured
by t, which ranges within [0, T ]. This acts as a chronological gauge, signaling the
evolution of the diffusion process across its steps. The noisy data at a particular

time step t are symbolized by xt, a function of the genuine data x0, the Gaussian
noise ε, and the predefined coefficients αt and σt. Specifically, xt = αtx0 + σtε
articulates the amalgamation of the real data and noise, moderated by αt and σt,

the roles of which are pivotal. They are not arbitrary but are systematically defined

functions of t, and their values influence the trajectory and intensity of the diffusion
process. After successfully training the model εθ, it is then empowered to generate
visual content, or images, starting from arbitrary noise. This generation is not

instantaneous, but unfolds iteratively, resembling the incremental character of the

diffusion process.

In a more recent development, a method called LDM, as introduced by Rom-

bach and colleagues [6], has emerged with the aim of mitigating computational

costs. The rationale behind this approach hinges on the observation that, even

after passing through the neural network of the AE model, certain features that
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Figure 5.4: The illustration of feature distribution mappings between the jointly-

trained conditional embedding (dashed line) and the separately-trained conditional

embedding (solid line), from the sketch (a) to the image (b) domain.

contribute to perceptual intricacies and semantic significance remain embedded

within the latent code.

The LDM technique involves the utilization of a pre-trained encoder denoted as

ε. This encoder is tasked with encoding an image x residing in a high-dimensional
RGB space, represented as x ∈ RH×W×3, into a lower-dimensional latent code z,
situated in z = ε(x) ∈ Rh×w×3. Note that H,W , and h,w are the height and

width of the image and the feature map respectively. Subsequently, a pre-trained

decoderD is employed to reverse this process, effectively generating images from

the latent code, denoted as x̃ = D(z). The significance of this transformation lies
in its potential to facilitate a switch in the loss-term LLDM .

LLDM = Ex0,ε∼N(0,I),c,t[‖εt − εθ(zt, c, t)‖2] (5.2)
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5.4 Sketch-guided Latent Diffusion Model

5.4.1 Framework

In the context of face synthesis, our objective is to generate facial images based

on a single provided sketch input. To achieve this, we treat the sketch as a

guiding condition for the model during the denoising process. Inspired by the

seminal work of Chen et al. in DeepFaceDrawing [7], our approach leverages a

region-specificMulti-AE architecture for enhanced facial feature extraction. This

methodology allows for distinct and precise processing of various facial regions,

facilitating a more nuanced and detailed representation in facial feature analysis.

The framework of our approach, denoted as SGLDM, is illustrated in Figure 5.3

(a, d). Drawing inspiration from the work of Rombach and colleagues [6], we also

incorporate an LDM to optimize computational efficiency.

Incorporating our sketch-condition pairs, the training loss LSGLDM for the

conditional LDM can be expressed as follows:

LSGLDM = Ex0,ε∼N(0,I),c,t[‖εt − εθ(zt, t, τθ(S̃)‖2] (5.3)

In this formulation, S̃ represents a sketch feature that has been encoded by a pre-

trained sketch encoder, denoted as ζ(S), operating on the input sketch S. The

τθ function serves as a decoder, responsible for estimating a conditional map that
allows for the reversal of the diffusion process applied to ε(x). It’s important to
note that both τθ and εθ are concurrently trained.

Instead of solely training a sketch encoder to generate a conditional feature map

for ZT to facilitate denoising, we introduce a ”Conditioning Module” by pretrain-

ing a Multi-AE network architecture. Drawing inspiration from previous works

that segmented the global facial structure into local components for individual

networks, as seen in DeepFaceDrawing [7], APDrawGAN [124], and Manga-

GAN [125], our overarching encoder ζ comprises five distinct partial encoders,
denoted as ζ = {ζleftEye, ζrightEye, ζnose, ζmouth, ζface}, as illustrated in Figure 5.3
(b,c).

For face editing, as opposed to face synthesis, we introduce an original facial

input. To facilitate this, we train a VQVAE, which employs vector quantization to

enhance the quality of image synthesis by learning discrete latent representations,

using our sketch dataset to encode the dilated sketch. Both the original face and

the sketch input are inversely masked, with the face being masked by the region

designated for editing and the sketch input being masked by the remaining area.

Subsequently, we concatenate the two encoded features with an additional binary

mask map to train the LDM.
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5.4.2 2-Stage Training Strategy

In our approach, we employ a bipartite training regimen, systematically con-

structed to enhance the generative prowess of our model. Initially, during the

‘sketch embedding phase’, we place our emphasis on the pre-training of the

Conditioning Module. The crux of this foundational phase is the optimization of

the model parameters, driven by the overarching aim to reduce the aggregateMean

Squared Error (MSE) loss, denoted as LMulti−AE . This loss is an embodiment

of the discrepancies between the encoded-reconstructed images and their true

counterparts, and it emanates from each distinct partial encoder present in our

model’s architecture. The mathematical articulation of this objective is as follows:

LMulti−AE = ‖
∑
ζi∈ζ

ζi(x)− x‖2 (5.4)

Opting to commence with a pre-training phase focused on the Multi-AE as

opposed to diving straight into an integrated training regime for sketch encoders—
further establishing a conditional feature map for the SGLDM—finds its rationale
rooted in two cardinal imperatives:

• Domain Distribution Alignment: Our intent is to cultivate a model that

more adeptly discerns and maps the relationships between the distinct do-

main data distributions characterizing sketches and faces. By doing so, we

aim to yield a seamlessly integrated domain distribution space, as visualized

in Figure 5.4.

• Computational Efficiency: Adopting a two-stage training strategy pro-

vides computational advantages. Specifically, by decoupling the trainable

parameters of models across distinct stages, we streamline and enhance the

model optimization process.

In the ensuing phase of our training regimen, we further refine our LDM. In

our quest to enhance the versatility of SGLDM across a spectrum of sketches,

we introduce what we have coined as the arbitrarily masking conditional training

strategy. Rooted in the foundational principles of the Masked AutoeEncoder as

expounded upon by He et al. [126], this methodology revolves around the strategic

obfuscation of select portions of the input. This not only challenges but also

compels the model to embark on an autonomous quest to restore these deliberately

concealed segments. Given the pre-trained architecture of our sketch encoder,

denoted by ζ , our strategy delves into the random masking of the conditioning

feature map, symbolized as S. This intentional masking is pivotal during the

training epoch designed for the denoising U-Net, compelling the model to bridge

the occluded segments with learned data, thereby fortifying its predictive prowess.
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Figure 5.5: The original image in Celeba-HQ and its extracted edge map (a), and

the result of paired data after cleaning up the background (b). Sketch simplification

results from 3 different resolution faces (left-bottom). And the random seamed

data samples (right-bottom).

5.4.3 Stochastic Region Abstraction Data Augmentation

To construct our training dataset, we sourced 10,000 high-definition facial images

from the CelebA-HQ dataset [107]. Initially, we processed these images to remove

any background, as illustrated in Figure 5.5 (a,b). Subsequently, we employed the

sketch simplification methodology [112,113] to produce facial edge maps.

In our pursuit to bolster the capability of the SGLDM system in handling sketch

inputs across varying degrees of abstraction, we incorporated the SRA to augment

our dataset. We discerned that the abstraction granularity of the generated edge

maps was intrinsically influenced by the resolution of the image.

Thus, we undertook a resizing process of the original images to resolutions

of 128×128, 256×256, and 512×512, respectively, as exemplified in Figure 5.5
(left-bottom). This step further enriched our sketch dataset. A noticeable variance

in abstraction, especially around the regions encompassing the hair and eyes, is

spotlighted by the red bounding box. Further enhancing the diversity of our

dataset, and in line with our Multi-AE approach concerning individual encoder

regions, we segmented the edge maps into five distinct sections. These sections

were then amalgamated in a randomized manner to produce new edge maps char-
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acterized by randomly positioned seams at diverse abstraction levels, as portrayed

in Figure 5.5 (right-bottom).

Conclusively, out of the total image set, 8,000 images were earmarked for

training, 1,000 for validation, and the remaining 1,000 designated for testing.

5.5 Experiment and Results

We conducted several experiments to verify the quality and sketch input consis-

tency of SGLDM’s synthetic face images.

5.5.1 Implementation

To ensure the robustness and efficiency of the SGLDM, our training was con-

ducted on an advanced NVIDIA RTX3090 GPU. The two-phase training can be

elaborated as follows:

In the inaugural phase, focusing on Multi-AE training, we ran the training pro-

cess for a span of 500 epochs. For optimization, we deployed the Adam optimizer,

with hyperparameters set at β1 = 0.9 and β2 = 0.999. The selected batch size
for this stage was 64. Notably, each autoencoder (AE) shared a consistent latent

space dimensionality, which was fixed at 512. Transitioning to the second stage,

the core SGLDM was subjected to a training regimen lasting 300 epochs. Again,

we favored the Adam optimizer. However, given the nuanced requirements of this

phase, we opted for a more fine-grained batch size of 8. Analyzing the feature map

architecture, the sketch embedding was designed with 8 channels. Factoring in the

additional 3 channels from the LDM latent size, the denoising U-Net was fed an

11-channel latent code. The resulting output from this intricate design culminated

in a 3-channel configuration.

5.5.2 Quantitative Comparisons

In our quest to ascertain the efficacy of SGLDM, we benchmarked it against a

cohort of leading-edge image-to-image translation algorithms in the domain of

sketch-to-face translation. Specifically, we considered the following methods:

pip2pixHD [115], pix2pix [114], DeepFaceDrawing [7], pixel2style2pixel (PSP)

[94], and Palette [127].

To ensure a level playing field, we retrained the majority of these models on

our curated set of 10,000 facial images, extracted from the CelebA-HQ dataset, all

under uniform training parameters. Notably, we made a direct application of the

pre-existing weights from theDeepFaceDrawingmodel, specifically optimized for

the 512 × 512 resolution.
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Figure 5.6: Qualitative comparisons of the proposed SGLDM with the SOTAt

methods.
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Figure 5.7: Fidelity comparisons of the proposed SGLDM with competing meth-

ods.

The aggregate visual output, as evidenced in Figure 5.6, emphatically illustrates

that SGLDM adeptly synthesizes facial images that are both strikingly realistic

and rigorously faithful to the input sketches. Contrarily, models such as Pix2pix,

Pix2pixHD, and DeepFaceDrawing manifested a proclivity to generate images

with noise artifacts, particularly evident when the sketches did not depict a front-

facing orientation, as can be seen in specific columns. It’s worth highlighting

that DeepFaceDrawing mandates an additional gender-specific condition for face

synthesis, thus, we have provided results for both gender variations.

While the PSP model managed to deliver visually superior results compared to

several other contenders, it faltered in maintaining fidelity to the original sketches.

On the other hand, Palette, a method rooted in DM-based image translation, could

not adeptly generate credible faces when relying solely on sketch input. As of our

current understanding, the pinnacle of DM-basedmethods predominantly leverage

inputs beyond monochromatic sketches, often intertwining with techniques such

as text-to-image, segmentation-map-to-image, or image inpainting combined with

sketch inputs, as seen in works like [128].

Subsequently, we embarked on a comparative analysis featuring SGLDM,

Pix2pixHD, and PSP, given their comparable outcomes in terms of fidelity, as

elucidated in Figure 5.7.

To provide context, the stark black strokes on the right serve as input sketches,

pivotal for the synthesis of the facial images depicted on the left. Superimposed

on these black strokes are red strokes, representing the modified renditions of the

synthesized images post-application of Adobe Photoshop’s sketch filter [129].

Upon meticulous inspection of the results, it becomes evident that SGLDM

excels in generating immaculate faces, largely devoid of noise while ensuring

profound alignment with the initial sketch. However, minor deviations can be

observed in intricate facial elements, such as the nasolabial folds. For a richer

visual narrative, Figure 5.8 showcases synthesized facial images replete with di-
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Figure 5.8: Examples of corner cases of sketch input which carried glasses, hat,

or side face.

Figure 5.9: The comparison synthetic results in different sketch inputs with three

abstraction levels.
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Table 5.1: Preference result of user study.

Method Quality Fidelity

Pix2pixHD [115] 17% 27%

Psp [94] 37% 2%

Ours (SGLDM) 46% 71%

verse expressions, ornamental accessories, and varied hairstyles. It’s manifest that

our method strikes an optimal equilibrium between visual allure and unwavering

consistency with the provided inputs.
Furthermore, we conduct a user study to compare the visual aesthetics and input

fidelity offered by three methodologies: SGLDM, Pix2pixHD, and PSP. 43 partic-

ipants, comprised of master’s and Ph.D. students with a background in computer

science, were asked to participate in the study. It is noteworthy that Pix2pix was

omitted from this comparison, given its visual output bears a striking resemblance

to that of Pix2pixHD. The cohort of participants was instructed to articulate their

preferences, selecting from a triad of synthetic facial images engendered by the

aforementioned models, evaluating both the axes of visual splendor and alignment

with the input sketch.

Perusing the results delineated in Table 5.1, it becomes evident that facial

images manifested by SGLDM command a preeminent preference in terms of

congruence with the input. Moreover, in the realm of visual aesthetics, SGLDM’s

prowess mirrors that of PSP, underscoring its robust capability.

5.5.3 Qualitative Evaluation

In assessing input fidelity, we determined the recall ratio (REC) between the

distinctive black and red strokes, as depicted in Figure 5.7. Moreover, given the

subtle visual disparities in outputs stemming from varied input sketch resolutions

(elaborated upon in Section 5.4.3), we curated input sketches by judiciously eras-

ing certain strokes from the primal sketches, leading to the generation of respective

facial images, as showcased in Figure 5.9.

The derived outcomes accentuate SGLDM’s robustness, fortifying its capability

to adeptly interpret and translate sketches spanning a spectrum of abstraction

levels. In our pursuit of comprehensive analysis, we executed an ablation study,

juxtaposing metric scores between joint training paradigms and our 2-Stage train-

ing methodologies, thereby appraising the efficacy of our SRA strategy. These

findings are illustrated in Table 5.2 (lower rows).

Our observations denote that SGLDM, when nurtured through joint training

approaches, echoes the performance caliber of Pix2pixHD. Interestingly, while
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Table 5.2: Quantitative comparisons. We applied the FID (↓) score to measure
the synthetic faces quality, the LPIPS (↓) scores to evaluate the consistency

between real faces and synthesized results, and a recall ratio (REC↑) to evaluate
the input consistency.

Method

Low abstraction Mid abstraction High abstraction

FID↓ LPIPS↓ REC↑ FID↓ LPIPS↓ REC↑ FID↓ LPIPS↓ REC↑

Pix2pix [114] 53.67 0.20 0.54 59.46 0.23 0.50 63.45 0.28 0.51

Pix2pixHD [115] 51.23 0.18 0.62 53.71 0.22 0.55 60.23 0.25 0.53

Psp [94] 83.48 0.29 0.37 83.32 0.26 0.45 85.54 0.28 0.48

SGLDM joint training 46.28 0.20 0.65 48.62 0.23 0.54 50.33 0.26 0.51

SGLDM w/o SRA 38.57 0.17 0.77 48.87 0.26 0.51 57.76 0.29 0.48

Ours (SGLDM) 43.58 0.22 0.71 45.46 0.24 0.59 46.83 0.24 0.57

SGLDM, trained sans the SRA and solely on datasets characterized by a singular

abstraction level, excelled in translating intricate sketches (indicative of low ab-

straction), its proficiency plummeted when presented with more abstracted inputs,

as evident in Figure 5.10 (extreme right column, descending order).

Conclusively, the insights garnered underscore that bifurcated training com-

bined with astute data augmentation strategies bolster SGLDM’s overarching

prowess across a diverse array of sketch inputs, as vividly captured in Fig-

ure 5.10(penultimate column).

5.5.4 Editing Capability

In our analytical framework, we deeply probed the utility of face editing. Fig-

ure 5.11 provides a vivid exposition of selective edits: (a,b) delineate alterations

to hairstyles spanning both genders, (c) highlight modifications to earrings, and

(d) capture nuanced shifts in facial expressions.

Further, we embarked on a comparative trajectory between facial renditions

birthed by the 2-Stage training regimen and those cultivated through a joint training

paradigm, as visualized in Figure 5.10. This comparative analysis underscores the

heightened resilience of the 2-stage trained SGLDM is more robust than the jointly

trained SGLDM, forming a different identity easily after editing, (see Figure 5.10

(third column, upward)). As a result, the SGLDM is sufficiently robust enough to

edit the intended face at will using the synthetic results.

In summary, SGLDM distinguishes itself as a strong framework, providing

users with the consistency to smoothly shape and fine-tune facial features within

its generated outputs.
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Figure 5.10: The synthetic faces of ablation study.

5.6 Limitations & Future work

While SGLDMcommendably retains a high fidelity to input sketches, the resultant

synthesis occasionally exhibits an over-reliance on the sketch input. Specifically,

the introduction of notably flawed sketches can inadvertently birth noise and

anomalies, as exemplified in Figure 5.12. Compared to other SOTA methods,

particularly the results from Psp, our approach maximizes the realism of the output

samples. However, there is a significant divergence between the output results and

the input sketches. Conversely, our results sacrifice the credibility of the images
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Figure 5.11: Examples of face editing with SGLDM. (a,b) hairstyles, (c) earrings,

and (d) expression.

to the greatest extent but ensure the highest level of consistency with the input

sketches. To navigate this challenge, future work might contemplate integrating

techniques that strike an optimal equilibrium between preserving input consistency

and ensuring output realism.

Inspired by the pre-processing technique proposed in DeepPS [130] for enhanc-

ing input sketches, we incorporated this approach into our training data. Specif-

ically, we fine-tuned the already trained DiffFaceSketch model with sketches

enhanced using this method. As shown in the lower part of Figure 5.13, this
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approach compromises to some extent the consistency between input and output to

ensure a reduction in artifacts in the output. Although the results still show some

discrepancy compared to real samples, the consistency is notably better than other

SOTA methods.

Beyond purely monochrome sketches, we envision broadening our method-

ology to incorporate sporadic color cues, which could potentiate more intricate

handling of chromatic nuances in regions such as skin and hair.

Furthermore, our assessment of SGLDM, while rooted in facial synthesis, re-

veals a framework that potentially lends itself to other sketch-image domains. By

simply modulating the training dataset to others like LSUN [131] or AFHQ [132],

similar architectures could be devised. Our SRA technique, being versatile,

can seamlessly augment these datasets, fortifying the resilience of the respective

models.

In this work, although we implemented an LDM-based method to reduce the

computation costs, the SGLDM (i.e., the training and the sampling stage) is

still computationally heavier than GAN-based models. In the training stage of

a 256×256 model, the maximum batch size on a single NVIDIA RTX3090 is 8,

while a 512×512 model’s maximum batch size is only 1, and in the sampling

stage, the average time cost of one image is around 15.2 seconds. Although it

can be cut down to 50 sampling steps and takes around 5 to 6 seconds when

using the denoising diffusion implicit models (DDIM) sampling strategy, the

current implementation is still difficult to incorporate into a real-time interactive

graphical user interface (GUI). Furthermore, the latest methods like the Latent

Consistency Models (LCMs) [133] significantly reduce the sampling generation

time by requiring only 2 to 4 steps for sampling. We plan to reference their

approach for application in our SGLDM to enable more real-time interaction in

the future.

5.7 Conclusion

In this study, we introduce SGLDM, a new LDM-based framework designed

specifically for facial synthesis. This model utilizes a multi-AE mechanism to

encode input sketches into feature maps while preserving the complex geometric

details of facial features. A key component of our method is the SRA, a novel data

augmentation technique that enables the model to handle sketches with varying

levels of abstraction.

Our empirical evaluations confirm SGLDM’s ability to produce high-quality

facial images with a high degree of fidelity to the input sketches. Moreover, our

model exhibits a remarkable capacity for editing the generated images, accommo-

dating a wide range of expressions, facial accessories, and hairstyles.
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In summary, DiffFaceSketch, due to its high consistency in allowing users to

input sketches and output detailed facial features, demonstrates a high level of

precision (Precision). However, this high precision results in DiffFaceSketch

having a lower tolerance for vague inputs (Flexibility) and reduced diversity

(Variability) in generated samples, especially when compared to DualMotion and

HSI discussed in Chapters 3 and 4.
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Figure 5.12: Less successful examples generated from the low-quality sketch

inputs. Except for the second sketch from the right, the input sketches are from [7].
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Figure 5.13: The results of finetuned model trained with dilated sketch data.

82



Chapter 6

Conclusion

6.1 Summary & Discussion

This thesis aims to incorporate the fundamental aspects of the traditional creative

process, transitioning from Ambiguous toConcrete design intent, into the structure

of modern generative models and design tools. In doing so, we analyze generative

models through three performance metrics: Flexibility, Variability, and Precision.

Using human image generation as an example, we divide the creative stages into

three phases: the Ideation Phase, the Processing Phase, and the Refinement

Phase. We assess the model performance requirements of creators at each stage

and provide corresponding models and solutions based on these needs.

6.1.1 Evaluation of Models’ Performance

To evaluate whether our models align with user needs in terms of performance

across various creative stages, we conducted a questionnaire-based assessment. In

this assessment, users were asked to rate the performance of the models as well as

the clarity of design intentions at each stage. The rating was based on a five-point

Likert scale. The experiment involved a total of six participants, including two

Ph.D. students with a background in design, three graduate and Ph.D. students in

computer science who lacked a design background and self-identified as having

weak design skills (basic drawing abilities), and one Ph.D. student in computer

science who, despite lacking formal training in design, had a passion for design

and possessed some drawing skills.

As evident from Figure 6.1, the design intentions of all participants became

progressively clearer through the three stages of the design process, evolving from

initial ambiguity to eventual clarity. However, upon interviewing, the participant

engaged in design-related work (ID: 2) and expressed that his work, even after

being developed through our pipeline, still had room for further refinements, such

as in the details of clothing, indicating that the design intention was not yet fully

concrete.

Figure 6.2 demonstrates that, despite being a small-scale subjective scoring
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Figure 6.1: Participants’ self-assessment scores for the clarity of their own design

intentions at each stage.

experiment, the quantified results align with our initial hypotheses regarding the

performance ofmodels at different stages. In the presentation of results, the dashed

line represents the median score, while the dotted lines indicate the first and third

quartiles. In simple terms, the dotted lines show the scoring frequency that is

second only to the most frequent score, excluding the median. Specifically, in the

Ideation Phase, the model requires high flexibility; in the Processing Phase, high

variability is needed; and in the Refinement Phase, high precision is crucial. One

participant with a background in computer science suggested during an interview

that, although theHSI model exhibits relatively lower flexibility, due to its specific

input parameters like defined pose and clothing style, excessive flexibility and

the resultant uncertainty might actually be counterproductive for design tasks in

this phase. Indeed, given that the HSI model is designed to only allow inputs

of pose and style (along with implicit text), it primarily caters to users whose

design intentions are relatively clear (for instance, scoring 4 under the criteria

of Figure 6.1). However, for users whose design intentions remain vague at this

stage, a more flexible interaction approach is needed, such as allowing inputs from

multiple modalities (e.g., explicit text prompts, clothing sketches, etc.).

Overall, our models are designed to reflect this dynamism and adaptability,

enabling designers to interact with the medium conversationally and manage the

creative process in line with their evolving ideas. Figure 6.3 illustrates the position

of the proposed model within the performance space of the aforementioned three

dimensions. Specifically, for creating human images, in the Ideation Phase, we

offer DualMotion, a method that allows for the searching and editing of actions
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Figure 6.2: Participant Ratings for Each System’s Model Performance in Flexibil-

ity, Precision, and Variability. (The lighter-colored legends represent scores from

participants with a design background.).

by sketching motion trajectories. This gives users the ability to define poses from

various angles using broad and abstract inputs, facilitating the exploration and

capture of the desired pose. During the Processing Phase, we introduce a fine-

tuning method for the large-scale pretrained text-to-image diffusion model HSI

and train a pose and style-to-human generative model, which empowers users

to create person images by freely altering poses and styles. This stage allows

for the modification and trial of diverse combinations and outfits. Lastly, in the

Refinement Phase, we present a High-Fidelity Face Image Synthesis diffusion

model DiffFaceSketch that ensures a high level of consistency between the input

and the output. This assures that users can fine-tune details with great precision

while preserving the integrity of the areas that remain unedited.

Generativemodels facilitate human creative actions by understanding input con-

ditions and generating valid samples. This process necessitates the provision of a

shared knowledge space as a ‘medium’ between humans andmodels. As discussed

in Section 2.2, in prior research, this ‘medium’ is often text, but textual semantics

can vary in understanding even among humans. Particularly in image genera-

tion, while large-scale pretrained text-to-image models are powerful, they are not

comprehensive and do not fully meet user needs at every stage of creation. Our

proposed method leverages HSI, building upon a pretrained text-image model and

fine-tuning it, allowing designers to guide image generation not just through text
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Figure 6.3: The summary of the proposed DualMotion, HSI, and DiffFaceSketch

from the algorithms’ performance within the three dimensions of Flexibility,

Variability, and Precision.

prompts but also through image prompts. DualMotion and DiffFaceSketch move

away from text-based priors, allowing users to input abstract motion trajectories

(the former) or precise structural sketches (the latter) to produce results. We have

demonstrated the effectiveness of these methods through empirical evidence and

their suitability for different creative stages and model performance requirements.

6.1.2 Appropriate Target Users

To determine which user group is more suited for our proposed method, as

mentioned in Section 6.1.1, we conducted surveys and interviews with users both

with and without a design background. The lighter-shaded legend in Figure 6.2

represents the scoring results after excluding the three participants without a design
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background. Interestingly, we found that these results more closely align with

our initial hypotheses about the model’s performance, particularly regarding the

need for higher Flexibility inDualMotion and greater Precision inDiffFaceSketch.

During the interviews, two of the participants appreciated the novelty and necessity

of incorporating the clarity of design intentions into the interaction with the gen-

erative model. Another participant remarked that they had never considered the

clarity of their design intentions during the creative process and that our definition

of three design stages with assumed corresponding clarity levels served as a form

of feedback for themselves (the user). This suggests that participants with a

background in design are more suitable for using our designed pipeline.

To summarize, our research reimagines the function of generativemodels within

the realm of creativity, moving from producing deterministic outputs to fostering

a cooperative relationship between AI and artists. By implementing innovative

methods along the spectrum from Ambiguous to Concrete, we create a reciprocal

dynamic in which the model aligns with the artist’s process instead of prescribing

it. This transition from a deterministic to a heuristic approach represents a sub-

stantial advancement in the field of creative AI, nurturing a space where art and

technology converge.

6.2 Remaining Challenges & Future Work

6.2.1 Continuous Solutions

In this thesis, we have explored the evolution of artistic creation in the era of

data retrieval and large-scale generative models. We have argued that the real

success of these technologies lies in their seamless integration into the artistic

workflow, meeting the dynamic requirements of designers. Our methodology,

highlighting diverse inputmodalities, interactivity, and adherence to the designer’s

workflow, suggests that the algorithms of generative models should be as flexible

and responsive as the creative process they aim to emulate.

However, our proposed approach includes three separate models, and while we

broadly categorize the creative process into three phases, this division can disrupt

the continuity of creation. As illustrated in Figure 6.1, our three proposed methods

are situated in three distinct locations within this three-dimensional performance

space. Ideally, the model’s performance should adapt and change in response

to the user’s design intent as it becomes clearer throughout the creative process.

As we discussed in Section 1.4, user intent should progress from Ambiguous to

Concrete, and in parallel, the performance of the ideal generative model should

adapt smoothly and incrementally. We anticipate that future research will resolve
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this challenge.

Figure 6.4: An example of HSI applied to the SD pretrained model Anything

4.0 [5] for a real-to-cartoon style transformation. The input is a real photo, and

the output is an anime-stylized image.

Moreover, for certain specific tasks, such as performing an overall style trans-

formation on generated images, the model’s performance should ideally be sit-

uated at high variability and high precision. This means maintaining the image

structure while transforming its style, as briefly mentioned in Section 4, where

HSI is applied to the comic image fine-tuned SD1.5 model Anything4.0 [5], as

shown in Figure 6.2. These scenarios could act as ‘creative branches’ outside the

main creative process, and future research could provide a detailed analysis of

these different task-specific model performance requirements.

6.2.2 Quantifying the Design Intent

Although this paper has hypothesized a quantitative relationship between the

various performances of generative models and the clarity of design intent through

discussions and analyses in Chapter 2, proposing different algorithms for different

stages, and has empirically proven the effectiveness of these algorithms, it has not

numerically quantified the clarity of design intent. To address the aforementioned
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issue of model continuity, the best method would be to quantify the clarity of

design intent and dynamically adjust the model’s performance based on this value.

We believe that future research can gauge the completeness of work and quan-

tify the clarity of design intent by having the model record and analyze user

behavior during interaction. For instance, as discussed in Section 2.3, in the early

stages of creation, the designer’s actions are mostly ‘creation’, while in the later

stages, the user’s actions are primarily ‘edition’. Therefore, we could determine

the degree of completeness of the work and calculate the clarity of design intent

by recording and analyzing whether the user’s current behavior is more ‘creation’

or ‘edition’.

6.2.3 Personalization & Customization

The complexity of human creativity cannot be fully replicated or anticipated by

current generative models. The nuances of intuition, the serendipity of accidental

strokes, and the depth of emotional intelligence inherent to human artists pose

substantial challenges for computational models.

From my perspective, future work will involve:

• Developing more intuitive interfaces that require minimal technical exper-

tise, thereby lowering barriers to entry for traditional designers and novices

alike.

• Expanding the model’s capabilities to comprehend and adapt to the nuances

of personal style, thus offering a more bespoke creative experience.

• Extending our research to include collaborative AI, where the system can

partake in the creative process as an active agent, capable of proposing ideas

and alternatives that can inspire the human partner.

In summary, the dynamic interaction between generative models and human

creativity presents a rich area for exploration, and our work has set the stage for a

future where AI not only understands but also anticipates and elevates the human

creative condition.
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