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Abstract

Audio, including speech, music, machine sounds, etc., surrounds us every day. In
recent years, a lot of advanced pattern recognition technologies have been pro-
posed by using different kinds of audio and labels, greatly facilitating our human
lives. For example, human and machine-synthesized speech is collected and used
to perform automatic speaker verification (ASV) and fake audio detection (FAD)
systems, which can be applied in authentication and access control, justice, health-
care, speech security, etc. Furthermore, the audios of different kinds of machines
from the factory are collected and utilized to construct machine anomalous sound
detection (ASD) systems, which can provide continuous monitoring of machine
status and optimize production efficiency. For these techniques, extracting acous-
tic features that can capture distinguishing information serves as the foundation
for achieving accurate performance.

Many acoustic features have been proposed and applied in different audio-
related tasks, such as the linear prediction coefficient (LPC), the Mel-frequency
cepstral coefficient (MFCC), and the constant @Q cepstral coefficient (CQCC).
These features are designed for general information extraction and can be used
for many different tasks. For example, the MFCC and LPC are widely used as
acoustic features for both automatic speech recognition (ASR) and ASV. How-
ever, there are different kinds of information, such as linguistics, individuality,
and emotion, encoded in the audio signal, and different tasks need to have task-
specific information (TSI) to separate out different patterns. Traditional acoustic
features, such as MFCC and LPC, have problems with weak task-specific discrim-
ination, resulting in extracted features containing a lot of redundant information
or important information being filtered or smoothed out.

Spectral temporal modulation (STM) analysis in the auditory system deals
with both spectral and temporal modulation of audio to perceive auditory at-
tributes related to audio production, such as the timbral and prosody. This prop-
erty enables the human ear to easily perceive and discriminate a wide range of
TSI in various acoustic scenarios. Inspired by this, this study aims to investigate
advanced feature representations based on STM analysis to extract more TSI for
audio detection and verification tasks.

To achieve this objective, both frequency and time domain analyses are con-
ducted to explore the importance of spectral and temporal attributes in the rep-
resentation of TSI. Then, STM representations derived based on the frequency
and time analysis results are proposed for extracting more TSI. The frequency
and time domain analyses can help verify the effectiveness of spectral/temporal
modulation and direct better designing for the auditory models. The effectiveness
of proposed feature representations is verified in ASV, FAD, and machine ASD,
which cover speech, machine-synthesized speech, and non-speech. The complexity



of the human auditory mechanism makes it challenging to fully understand the
audio signal processing process and determine which auditory model best mimics
this process.

In frequency domain analysis, this research first investigates the importance
of different frequency regions for ASV, FAD, and machine ASD tasks. Specifi-
cally, we proposed two data-driven-based methods, including the F-ratio and a
frequency-wise attention structure combined with a ResNet, to quantify the non-
linear combined effect of frequency components. We then designed a non-uniform
subband processing strategy based on the quantification results for task-specific
feature extraction. The quantification results from these three applications con-
sistently indicated that TSI distributed in the frequency domain non-uniformly,
which is quite different from traditional auditory scales, such as the equivalent
rectangular bandwidth. The designed non-uniform filterbanks can capture more
TSI and further improve the performance of these three applications.

In time domain analysis, this study investigates the timbre and prosody infor-
mation differences in the voice represented using the jitter and shimmer features.
In accordance with the statistical analysis results, the most promising prosody
features were selected and incorporated with a machine-learning-based FAD sys-
tem. In addition, two additional F{ estimation methods, namely YIN and IRAPT,
were utilized in place of the IRAPT algorithm when extracting features. Differ-
ent weights were tested to determine the optimal combination between the Mel-
spectrogram and shimmer features. The experimental results indicate that both
the static and dynamic shimmer features of voice can provide complementary
knowledge to the traditional spectrum-based systems in the FAD task.

The STM representations simulate the complex auditory perception process in
the human auditory system, capturing both spectral and temporal modulations in
speech signals. The effectiveness of STM has been evaluated in speech intelligibility
prediction and speech emotion recognition. Usually, the Gammatone filterbank
is utilized in the extraction processes of STM representations. According to the
results of frequency domain analysis, the non-uniform filterbanks are more effective
in extracting TSI. Therefore, this study simulated the human auditory mechanism
using the STM derived from well-designed non-uniform filterbanks and evaluated
in SV, FAD, and machine ASD tasks. The experimental results indicate that the
STM representations can achieve competitive performance in the FAD and machine
ASD tasks, which covering synthesized speech and non-speech signals. However,
in the ASV task, the current results are inconsistent with our expectations. One
possible reason may be the mismatch between the proposed representations and
the i-vector approach used for ASV, which are designed for short-term feature
extraction. More experiments regarding to the deep-learning architectures will be
conducted in the future.
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Chapter 1

Introduction

1.1 Research Background and Problems

The world is filled with diverse sounds, ranging from human speech and music
to the various sounds produced by machines and others. These sounds play a
significant role in our everyday experiences and contribute to the richness of our
auditory environment. With the continuous progress of technology, these different
types of audio are collected, labeled, classified, and applied to different application
scenarios, significantly improving and simplifying our daily lives. For example,
human and machine-synthesized speech is collected and used to perform automatic
speaker verification (ASV) and fake audio detection (FAD) systems, which can be
applied in authentication and access control, justice, healthcare, speech security,
etc. Furthermore, the audios of different kinds of machines from the factory are
collected and utilized to construct machine anomalous sound detection (ASD)
systems, which can provide continuous monitoring of machine status and optimize
production efficiency.

In general, as depicted in Fig. 1.1, the first step of different tasks is the extrac-
tion of acoustic features from the raw waveform. The extracted feature may then
be used to calculate feature representations by using advanced transformation.
Subsequently, machine learning or deep neural network (DNN) techniques are ap-
plied to map these features or representations into a latent space where different
patterns become more distinguishable and separable. In this process, the front-
end features/representations that can provide as much as possible discriminative
information are crucial for the final performance of a specific task.

Many acoustic features have been proposed and applied. According to Tomi
Kinnunen and Haizhou Li [4], these features can be categorized as short-term spec-
tral features, voice source features, spectro-temporal features, prosodic features,
and high-level features. Mel-frequency cepstral coefficients (MFCCs) is one of the
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Figure 1.1: Some possible applications of acoustic features and their representa-
tions extracted from the raw wave.

most commonly used features in ASV, FAD, and machine ASD tasks [5]. MFCCs
represent the short-term power spectrum of a sound signal and capture informa-
tion about the spectral characteristics of speech. Another commonly used feature
is the linear predictive coefficients (LPCs) [6]. It is based on the source-filter
model of speech production, which assumes that speech is generated by filtering
an excitation source (e.g., the vocal cord vibration) through the vocal tract filter.
The CQCCs feature, which is derived from the constant-Q transform (CQT) and
designed to capture the spectral characteristics of audio signals in a way that ap-
proximates human auditory perception, has been proved to be robust in the FAD
task [7, 8]. More recently, researchers have preferred to input the Mel filterbank
feature into a sophisticated DNN model to learn deep representations for ASV,
FAD, and machine ASD tasks. More detailed reviews about feature extraction
can be found in Chapter 2.2.

In summary, advanced feature extraction is crucial in many application fields,
including human-computer interaction, speech security, industrial automation, and
others. All of these technologies contribute to enabling more natural and intu-
itive interactions between humans and computers, improving the overall human-
computer interaction experience, improving the overall security and stability of
society and the economy, and accelerating the process of industrial development
automation.

As we know, speech and machine sounds contain many different kinds of infor-
mation. Speech, one of the most private forms of communication, contains a lot
of personal information, such as the speaker’s identity, age, gender, health, and
emotional state. Machine sounds convey information about the types and condi-
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Figure 1.2: The explanation of task-specific information.

tions of a machine. As shown in Fig. 1.2, these different kinds of information are
encoded in both frequency and time domain. Different discriminating informa-
tion is needed when we perform different pattern recognition tasks. For example,
a feature that provides enough similarities between the sentences from the same
speaker while maintaining enough differences among different speakers is needed
for the ASR task. A feature that can show a lot of differences between normal and
anomalous sounds, while it is not interfered with by different machine types, is the
need for machine ASD tasks. The task of FAD requires using acoustic features
capable of distinguishing between genuine and fake speech while preventing po-
tential interference from linguistic content, speech synthesis techniques, individual
speakers, and other factors.

Based on literature reviews, most features are designed for general information
extraction and can be used for many different tasks. For example, the MFCC and
LPC features are widely used as acoustic features for automatic speech recognition
(ASR) and ASV. However, as we explained above, there are different kinds of
information, such as linguistics, individuality, and emotion, encoded in the audio
signal, and different tasks need to have task-specific information (TSI) to separate
different patterns. Traditional acoustic features, such as MFCCs and LPCs, have
problems with weak task-specific discrimination, resulting in extracted features
containing a lot of redundant information or important information being filtered
or smoothed out. Feature representations that can capture more TSI are urgently
needed.
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Figure 1.3: The statement of research motivation.

1.2 Research Motivation

Over billions of years of evolution, the human ear can efficiently extract TSI in
different acoustic scenarios. Based on the literature, in the auditory system, sound
signals are first analyzed by the cochlea and then transmitted to the auditory cor-
tex for TSI perception. The cochlea is an important component of the auditory
system. It can break down sound signals into multi-channel audio components
along the basilar membrane. Inner hair cells (IHCs) detect movement of the basi-
lar membrane and convert it into neuronal signals. From each transmitted signal,
temporal amplitude envelope information is obtained. The temporal amplitude
envelope information is propagated through the auditory nerve and cochlear nu-
cleus to the inferior colliculus (IC) of the midbrain. There are a lot of studies have
been conducted to reveal the complex mechanism of the human auditory system.

In 1971, Mgller [9] found the specialized sensitivity of the mammalian auditory
system to the amplitude modulation of narrowband signals. Subsequently, Suga
[10] demonstrated the preservation of amplitude modulation information across
various cochlear frequency channels in bats. Schreiner and Urbas [11, 12] further
confirmed this neural representation of amplitude modulation, extending its pres-
ence to higher levels of mammalian auditory processing, including the auditory
cortex. As a result, this sensitivity to amplitude modulation appears to be con-
served across all levels of our auditory system. Also, some other researchers [13]
not only confirmed the observability of these effects but also suggested that tem-
poral envelope variations and amplitude modulation might be fundamental to the
encoding mechanisms employed by mammalian auditory systems.

Recent physiological evidence has strengthened our understanding of these phe-



nomena. Kowalski et al. [14, 15] have conducted studies demonstrating that cells
in the auditory cortex, which represents the highest processing stage in the primary
auditory pathway, exhibit the greatest responsiveness to sounds that incorporate
both spectral and temporal modulations. They used specially designed stimuli
known as "ripples,” characterized by dynamic broadband spectra that undergo
amplitude modulation with drifting sinusoidal envelopes at varying speeds and
spectral peak densities. Through the manipulation of ripple parameters and their
correlation with neural responses, they were able to estimate the STM transfer
functions of cortical cells, equivalent to their spectro-temporal receptive fields or
impulse responses. Based on this data, they proposed that the auditory system
effectively conducts a multi-scale spectro-temporal analysis, reencoding the acous-
tic spectrum in terms of its spectral and temporal modulations. The perceptual
significance of these findings and formulations has been explored through psycho-
acoustic studies and applied in assessing speech intelligibility and communication
channel fidelity.

There is also a lot of psycho-acoustic evidence to show the perceptual signif-
icance of signal modulations. For instance, Viemeister [16] conducted a compre-
hensive investigation into human perception of amplitude-modulated tones, high-
lighting it as a distinct window into auditory perception analysis. Houtgast [17]
extended this understanding by demonstrating that the perception of amplitude
modulation at one frequency can mask the perception of other nearby modulation
frequencies. Further support for this notion comes from experiments conducted
by Bacon and Grantham [18]. They concluded that, just as there are channels
(known as critical bands or auditory filters) finely tuned for detecting spectral fre-
quency, there are also specialized channels attuned to the detection of modulation
frequency.

Recent psycho-acoustic studies have contributed further insights into human
perception of modulation frequency. For instance, Ewert and Dau [19, 20, 21]
have revealed dependencies between modulation frequency masking and carrier
bandwidth. Chiet al. [20, 21] conducted experiments to measure human sensitivity
to ripples with varying temporal modulation rates and spectral densities. An
interesting discovery from these experiments is the striking alignment between the
most sensitive range of modulations and the STM characteristics found in speech.
This observation means that the preservation of the modulations inherent to speech
could serve as an indicator of its intelligibility.

Various computational auditory models have been proposed to simulate the
process of audio processing in our auditory system. One critical element of these
models is the auditory filterbank. The auditory filterbank imitates the decompo-
sition of time signals into time-frequency representations, much like the cochlear
basilar membrane does in the human auditory system. Furthermore, the calcu-



lation of temporal envelopes from the output of different auditory filterbank can
effectively simulate the transformation of mechanical signals into neural signals
within the THCs. Additionally, modulation filterbanks are integrated into these
models to provide high-resolution temporal-modulation cues. These models closely
replicate how the auditory system processes and interprets audio information. Re-
cent studies have proved that STM contains loudness, timbre, and prosody infor-
mation and can be widely applied in speech emotion recognition (SER) [22, 23],
ASV [24], and ASR [25]. However, the complexity of the human auditory mech-
anism still makes it challenging to fully understand the process of audio signal
processing and to determine which auditory model best mimics this process.

1.3 Research Goals

Inspired by the human auditory mechanism, this study aims to investigate ad-
vanced feature representations based on STM analysis to extract more TSI for au-
dio detection and verification tasks. In STM analysis, spectral modulation refers
to variations in the spectral content of the signal over time, capturing information
related to formants and spectral features. Temporal modulation is associated with
the temporal characteristics of sound, such as timbre or prosody-related attributes.
To reach this objective, frequency and time domain analyses are first conducted to
explore the importance of spectral and temporal attributes in the representation
of TSI. For the frequency analysis, the importance of different frequency regions
for ASV, FAD, and machine ASD tasks is investigated. This subgoal aims to
find out which frequency regions are more important for TSI extraction. For the
time analysis, we investigate the prosody and timbre attributes, aiming to propose
advanced features that can capture TSI information in the time domain. Then,
STM representations derived based on the frequency and time analysis results are
proposed for extracting more TSI. Finally, all proposed feature representations are
considered to solve the real-world problem, such as the ASV, FAD, and machine
ASD.

1.4 Challenges

There are several challenges in the modeling, extraction, and application processes
of feature representations under the inspiration of human auditory mechanisms.

(1) Modeling and extracting of feature representations

The human auditory system is very complex. Current research has not been
able to clearly elucidate the mechanism of auditory signal processing. There-
fore, mimicking these intricate processes in computational models can be



difficult. For example, in mimicking the frequency selectivity of the cochlea
basilar membrane, many psychoacoustical experiments have been conducted
to find a hearing scale that best matches the human ear. However, the
distinguishing information of different tasks is not concentrated in the low-
frequency region only. Focusing too much on the lower frequencies may
smooth/filter out some important information. A method that can clar-
ify /quantify where discriminative information is encoded in the frequency
should be further considered. Another challenge is controlling for relatively
low computational complexity and feature dimensions. This directly affects
the popularity of the proposed features, which is just as important as the
effectiveness of the proposed features.

(2) Application of extracted feature representations in different tasks

Recently, many advanced models have been proposed and applied in ASV,
FAD, and machine ASD tasks. Most of these architectures are designed for
short-term feature learning. However, according to the literature review,
most of these computational models are based on a larger temporal context,
resulting in fewer training vectors compared with short-term features. This
problem makes the combination of proposed feature representations with
commonly used deep-learning architectures challenging. In addition, the
STM analysis-based feature representations have different frame rates from
conventional features, making combining different features challenging at the
frame level.

1.5 Organization of Thesis

As shown in Fig. 1.4, this thesis consists of seven chapters. Apart from the
introduction chapter, the remaining chapters are organized as follows.

Chapter 2 presents a comprehensive literature review related to this study. It
begins by introducing the human auditory system and various simulation methods
employed in this context. Subsequently, it delves into the discussion of commonly
used acoustic features, encompassing short-term spectral features, prosodic fea-
tures, timbral features, and spectral-temporal modulation features. Lastly, Chap-
ter 2 reviews the definitions and machine learning-based methodologies for ASV,
FAD, and machine ASD tasks.

Chapter 3 describes the central concept and framework for extracting ad-
vanced feature representation. The overview of the proposed methods is intro-
duced in the first section. Frequency and time domain feature analysis and ex-
traction methods are introduced in the second and third sections, respectively.



Last, the spectral temporal modulation analysis method proposed in this thesis is
introduced.

Chapter 4 introduces the application of the proposed method in the ASV
task. This chapter contains the application of proposed features in an I-vector-
based ASV system, the analysis results of frequency importance, experimental
data and matrix, model setting, results and discussion, and summary.

Chapter 5 introduces the application of the proposed method in the FAD
task. This chapter contains the application of spectral-temporal representations in
an LCNN-based FAD system, experimental data, evaluation matrix, experimental
settings, the analysis of differences between genuine and fake speech using temporal
features, results discussion, and summary.

Chapter 6 introduces the application of the proposed method in the machine
ASD task. This chapter contains the application of spectral-temporal representa-
tions in an autoencoder-based machine ASD system, experimental data, matrixes,
model settings, the statistic analysis of frequency importance for different ma-
chines, results discussion, and summary.

Chapter 7 contains a summary, contributions, and the future works of this
study.
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Chapter 2

Literature Review

2.1 Human Auditory Mechanism

The human auditory system is the complex biological system responsible for per-
ceiving and processing sound. It includes several key components that enable
humans to hear and understand auditory information. In this chapter, we provide
a brief overview of the anatomy of the human auditory system and the process
by which sound signals are conveyed to the brain. Then, computational auditory
models that are popularly used in the simulation of the human auditory system
are introduced.

2.1.1 Brief Introduction of Human Auditory System

Figure 2.1 illustrates the peripheral anatomy of the human auditory system. Sound
waves initially enter the auditory system through the pinna, which serves as the
external part of the ear. This structurally unique and intricate component plays a
pivotal role by spectrally modifying incoming sound based on its angle of incidence.
It is worth noting that beyond the pinna’s contribution, other aspects of the human
head and torso also contribute to the intricate process of sound modification,
collectively enhancing our remarkable ability to pinpoint the source of a given
sound.

As sound progresses from the pinna, it proceeds through the ear canal, a narrow
tube-like structure that extends approximately 2.5 centimeters in length. The ear
canal is not merely a passageway; it adds its own complexity to the auditory
process. This is because the ear canal, similar to a tuning fork, possesses resonant
properties, causing it to act as a highly effective band-pass filter. In this role, it
plays an instrumental part in influencing the frequencies and characteristics of the
sound waves as they make their way towards the eardrum, setting the stage for
further processing within the auditory system.
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Figure 2.1: A simplified representation of the human auditory system (original
graphics from [1])

The eardrum, a delicate membrane, responds to fluctuations in pressure within
the ear canal. Connected to this membrane are three small bones: the malleus,
incus, and stapes. These ossicles work in tandem to transmit the pressure changes
from the ear canal to the cochlea through a minute structure known as the oval
window (refer to Fig. 2.1). Remarkably, due to the size differential between
the eardrum and the oval window, pressure is significantly amplified, typically by
a factor of approximately 20. This amplification process is critical to the ear’s
mechanism for transforming sound waves into auditory signals [26].

The cochlea is a remarkable structure within the ear, resembling a coiled, snail-
shell-like tube. It measures approximately 3.5 centimeters in length, with an av-
erage diameter of about 2 millimeters. Notably, its thickness is greater at the
base, closer to the oval window, and gradually tapers towards the apex. Within
the cochlea, a vital component known as the basilar membrane resides. This
membrane initiates vibrations when subjected to pressure fluctuations within the
cochlear fluid. What is interesting about the basilar membrane is its changing di-
ameter along its length, which increases as it extends toward the cochlear apex. As
a result of this gradient, the local mass density of the basilar membrane progres-
sively rises toward the cochlear end. This crucial variation in mass density bestows
upon each portion of the membrane a unique sensitivity to a particular frequency
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range. At the cochlear base, the membrane is most responsive to higher frequen-
cies, whereas lower frequencies stimulate segments of the membrane positioned
closer to the apex. When a sine wave of a specific frequency propagates through
the cochlea, it activates a distinct region of the basilar membrane characterized
by a finite width. Consequently, the basilar membrane can be conceptualized as a
series of auditory bandpass filters, each with its specific bandwidth, called critical
bands. This intricate arrangement allows the cochlea to perform a sophisticated
frequency analysis of incoming sounds, playing a pivotal role in our ability to
perceive various frequencies and tones.

The vibrations of the basilar membrane are transformed into electrical signals
through a process involving inner hair cells, which are positioned between the
basilar membrane and another membrane called the tectorial membrane. As these
membranes oscillate, minuscule hair-like structures attached to the inner hair cells
undergo lateral movement relative to each other. These movements cause the
stereocilia, or the hair-like structures, to bend, generating a mechanical force that
results in the release of chemical neurotransmitters by the inner hair cell. This re-
lease of neurotransmitters triggers electrical activity, manifesting as neural spikes,
in the neurons that are connected to the hair cell. Notably, the magnitude of
basilar membrane displacement corresponds to the quantity of neurotransmitters
released, thus influencing the extent of electrical activity generated. It is worth
noting that the hair cells are responsive only to displacements in the upward di-
rection; no neurotransmitter is released when the basilar membrane moves toward
the center of the cochlea. This phenomenon leads to phase locking, where neu-
ral firing becomes synchronized with a specific phase of the basilar membrane’s
motion. Consequently, the timing of neural firing is directly linked to the period
of the input signal, allowing for precise encoding of sound frequencies and their
temporal characteristics.

Ultimately, the signals generated by the inner hair cells are conveyed through
the auditory nerve, which consists of a bundle of nerve fibers. This nerve network
comprises approximately 30,000 individual fibers, most of which are connected
to the inner hair cells, as documented in [26]. Remarkably, each inner hair cell
is linked to around 20 nerve fibers. Since each hair cell is situated at a distinct
location along the basilar membrane, these fibers are finely tuned to different
frequencies. This intricate arrangement ensures that the auditory nerve efficiently
encodes and transmits a wide range of frequencies, contributing to our ability to
perceive the full spectrum of sounds.

In the absence of external sound stimuli, many nerve fibers within the auditory
system exhibit a continuous baseline of neural activity, referred to as spontaneous
activity. When a sound with a consistent intensity is introduced, the neurons
display a sudden surge in activity, followed by a gradual return to a stable, ongo-
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ing level of activity. Similarly, when the sound ceases, a level of activity, albeit
lower than the spontaneous baseline, persists for a certain duration. This response
pattern to sound onsets and offsets is commonly referred to as adaptation. Fur-
thermore, the magnitude of the steady-state neural activity is directly influenced
by the sound’s intensity. Higher sound levels correspond to higher levels of sus-
tained neural activity. However, it is important to note that there is a limit to the
amount of neural activity that can be generated. The neural response begins to
saturate at very high sound levels, meaning that further increases in sound inten-
sity do not produce proportionally higher levels of neural activity. This saturation
effect represents a physiological constraint within the auditory system, ensuring
that the neural response remains within manageable bounds, even in the presence
of extremely loud sounds.

In Fig. 2.1, a separate set of nerve fibers, known as the vestibular nerve, is
depicted. These nerve fibers play a crucial role in transmitting positional informa-
tion from the semicircular canals. The semicircular canals function as the body’s
balance or equilibrium organ, contributing to our sense of spatial orientation and
stability. The auditory and vestibular nerve converge to create a singular nerve
known as the vestibulocochlear nerve. This combined nerve serves as the conduit
for transmitting all signals from the auditory and vestibular systems to the brain.
Within the brain, these signals undergo intricate processing through various neural
pathways and structures, ultimately culminating in the perceptual experience of
sound and the sense of balance and spatial orientation provided by the vestibular
system.

2.1.2 Simulation of Human Auditory System

Numerous computational auditory models have been developed to describe the
intricate signal processing that occurs in the ears. These models aim to simulate
and understand the various stages of auditory signal processing, from the reception
of sound waves to the neural encoding of auditory information. Computational
auditory models have found valuable applications in the fields of SER, ASR, and
speech quality evaluation. These models extract relevant acoustic features from
speech signals that capture the nuances of task-specific information. Different au-
ditory models are utilized to simulate specific stages of auditory signal processing,
providing a framework for feature extraction tailored to the characteristics of hu-
man auditory perception. This section briefly introduces three critical operations
commonly employed in the simulation of the human auditory system: auditory
filterbank, temporal envelope extraction, and modulation filterbank.
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Figure 2.2: Frequency response of Gammatone filterbank

Auditory Filterbank

The auditory filterbank is a crucial component in auditory signal processing, pri-
marily designed to simulate the time-frequency decomposition within the human
ear’s cochlear basilar membrane. The auditory filterbank consists of filters, each
with a specific frequency response that mirrors the sensitivity of different regions
along the basilar membrane. These filters divide the incoming acoustic signal into
frequency bands, akin to how the cochlea separates sounds into distinct frequency
channels. This decomposition is critical for capturing the spectral content of the
signal as perceived by the human auditory system.

Two frequently employed cochlear models are Lyon’s cochlear model [27] and
the auditory filterbank model based on equivalent rectangular bandwidth (ERB)
[28]. These models serve as simulations of the cochlea, aiding in the analysis and
processing of auditory signals. Lyon’s model utilizes a cascade of Gammatone
filters to emulate the human cochlea’s spectral processing, while Moore’s model
employs a set of filters designed to approximate the ERB of the cochlea, offering
valuable tools for various audio processing applications.

Gammatone filterbanks (GFB) [29] and Gammachirp filterbanks [30] are com-
monly employed auditory filterbanks. The concept of Gammatone responses was
initially proposed in 1972 to describe revcor (reverse correlation) functions mea-
sured in the cochlear nucleus of cats [31]. It has since become an important tool
in auditory signal processing and auditory modeling, used to mimic the frequency
analysis performed by the human auditory system and to capture essential auditory

14



filter gain (dB)

| \
3000 4000 5000 6000 7000 8000

frequency (Hz)

Figure 2.3: Frequency response of Gammachirp filterbank

characteristics. The impulse response of a Gammatone filter is characterized by
the convolution of a Gamma distribution and a sinusoidal tone. Each Gammatone
filter’'s bandwidth is quantified using the psychoacoustic measure known as ERB,,.
This measure represents the width of the auditory filter at various positions along
the cochlea, aligning with human auditory perception. Fig. 2.2 visually represents
the frequency responses generated by the Gammatone filterbank.

In contrast, the Gammachirp filter, when compared to the Gammatone filter,
exhibits asymmetric and nonlinear characteristics closely resembling auditory filter
shapes. As shown in Fig. 2.3, the frequency responses of Gammachirp filters
display pronounced asymmetry and feature a sharp decline on the high-frequency
side relative to the center frequency. This pattern corresponds well with auditory
filter shapes derived from masking data, making Gammachirp filters valuable for
capturing auditory signal characteristics in various audio processing applications.

Both Gammatone and Gammachirp filters simulate the basilar membrane’s be-
havior in auditory signal processing, each with its unique strengths and limitations.
Gammatone filters offer the advantage of higher calculation efficiency compared to
Gammachirp filters. However, Gammachirp filters excel in their ability to simulate
the asymmetric and level-dependent characteristics of the auditory filterbank.

Temporal Envelope Extraction

The basilar membrane within the cochlea exhibits a remarkable characteristic:
its frequency selectivity varies logarithmically along its length. This logarithmic
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mapping means that different positions along the basilar membrane are sensitive
to specific ranges of frequencies, mirroring the human auditory system’s ability
to analyze a wide range of frequencies in a highly organized manner. The inner
hair cells are embedded within the basilar membrane, sensory receptors crucial
for auditory processing. These hair cells are situated on the lower surface of
the basilar membrane and become stimulated when the basilar membrane moves
upward. They play a pivotal role in the transduction of mechanical motion into
neural signals.

One essential component of this transduction process is extracting a temporal
envelope. The temporal envelope is employed to simulate the signal transduction
process performed by the inner hair cells. This envelope captures the variations
in signal amplitude over time and is essential for tasks like speech perception and
auditory analysis.

Traditionally, the temporal envelope from each frequency band is extracted
using methods such as half-wave or full-wave rectification and low-pass filtering.
However, a more recent approach involves the use of the Hilbert transform as
an alternative method for extracting the temporal envelope. Unlike rectification,
which can introduce distortions in the frequency components within the modula-
tion domain, the Hilbert transform offers a distinct advantage by providing a clear
separation between the signal’s temporal envelope and its fine structure [32]. As
a result, the Hilbert transform has been favored for temporal envelope extraction
in this study, ensuring a more accurate representation of the envelope’s character-
istics.

Modulation Filterbank

Both physiological and psychological evidence strongly suggest the existence and
importance of a modulation filterbank within the auditory system. From a physio-
logical perspective, the processing of amplitude modulation frequencies is primarily
carried out in the higher processing stages of the auditory system [33]. This tem-
poral periodicity code is believed to undergo translation into a frequency-selective
rate-based representation between the cochlear nucleus (CN) and the IC.

Furthermore, within the IC, there is evidence of a periodotopic organization
of neurons that are specifically tuned to different modulation frequencies. These
neurons are arranged in a manner nearly orthogonal to the tonotopic organization
of neurons, which are tuned to specific acoustic frequencies. Physiological studies
have demonstrated that the IC plays a crucial role in processing high-resolution
temporal information, particularly by tuning to specific modulation frequencies
[4].

Recent psychoacoustic experiments further underscore the significance of tem-
poral modulation in speech perception and comprehension. A modulation filter-
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bank has been introduced to effectively analyze envelope fluctuations of stimuli
within each peripheral auditory filter. This filterbank enables the extraction of
high-resolution temporal modulation cues in the frequency domain, enhancing our
understanding of the role of temporal modulation in auditory perception and the
processing of complex sounds.

2.2 Acoustic Features Extraction

This section reviews commonly used acoustic features related to our research,
including short-term spectral features, prosodic features, timbral features, and
spectral temporal modulation features.

2.2.1 Short-term Spectral Features

Breaking down a signal into short frames of about 20-30 milliseconds is a common
practice in various signal-processing applications, including speech processing, au-
dio analysis, and even some image-processing tasks. The specific frame duration
(e.g., 20-30 ms) is often chosen based on the requirements of the application and
the trade-off between temporal resolution and frequency analysis. Short frames
strike a balance between capturing fine-grained temporal information and main-
taining the stationarity assumption, making them suitable for a wide range of
signal-processing tasks. The spectral feature can be extracted for each short-term
frame.

Next, the pre-emphasis and windowing operations are often used to process
each short-time frame further. Pre-emphasis involves applying a high-pass filter
to the signal to emphasize higher-frequency components, reducing the impact of
low-frequency noise and enhancing the spectral characteristics of the signal. This
process helps improve the signal-to-noise ratio and can make subsequent analysis,
such as speech recognition, more effective. Windowing, often done using a Ham-
ming window or other window functions, segments the signal into overlapping
frames, providing temporal localization for analysis [34, 35, 36]. The Hamming
window reduces spectral leakage in the Fourier analysis and minimizes the abrupt
discontinuities at frame boundaries. Together, pre-emphasis and windowing en-
hance the effectiveness of signal processing techniques by preparing the input data
with appropriate spectral and temporal characteristics, ultimately leading to bet-
ter feature extraction, analysis, and classification results.

The discrete Fourier transform (DFT) is a fundamental tool in signal process-
ing for analyzing the frequency content of a signal [36]. The fast Fourier transform
(FFT) is a highly efficient algorithm for computing the DFT and is widely used
due to its computational speed. In practice, the magnitude spectrum of the FFT
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is often retained while discarding the phase information. It is commonly believed
that in many signal processing applications, the human perception system is more
sensitive to the magnitude (amplitude) of the frequency components than to the
phase. This belief has led to a focus on the magnitude spectrum, which contains
essential information about the energy distribution across different frequency com-
ponents. However, there has been some research that challenges the conventional
wisdom of discarding phase information. Paliwal and Alsteris [37] provided evi-
dence that phase information could carry valuable information for certain tasks.
Additionally, Hedge et al. [38] proposed techniques that utilize phase information
in signal processing applications.

The spectral envelope represents the global shape of the magnitude spectrum
and is particularly informative about the resonance properties of the vocal tract,
which are unique among different speakers. To capture the spectral envelope, a
common approach is to employ a bank of bandpass filters. Each filter is designed
to pass a specific range of frequencies while attenuating others. The output of each
filter represents the energy within its respective frequency band. The spectral en-
velope modeling often involves allocating more filters with narrower bandwidths
in the lower frequency range, such as the Mel filterbank and Gammatone filter-
bank. This is motivated by psychoacoustic studies, which have shown that human
perception is more sensitive to changes in spectral shape at lower frequencies.
Therefore, allocating more resources (i.e., more filters) to capture fine details in
the spectral envelope where they matter most is beneficial. Once the signals from
the bandpass filters are obtained, they are typically integrated or smoothed to
estimate the energy in each frequency band. This integration process helps cre-
ate a representation of the spectral envelope robust to noise and variations. The
subband energy features have been popularly applied in different applications.

In practice, the dimensionality of the spectral envelope representation may
be reduced further to obtain a compact feature vector. Techniques like principal
component analysis (PCA) [39] or linear discriminant analysis [40] may be applied
to select the most discriminative components of the spectral envelope for tasks like
speaker recognition and emotion recognition. Additionally, followed by discrete
cosine transform [35], the MFCCs [41], inverse MFCC [42], Gammatone filterbank
cepstral coefficients (GFCCs) [43] are also popularly used.

Linear Prediction [44] is a powerful technique in signal processing, particularly
in speech and audio analysis. It offers an intuitive interpretation in both the time
and frequency domains. In the time domain, it models the correlation between
adjacent samples in a signal, which can be viewed as a form of autoregressive mod-
eling. In the frequency domain, LP models the signal as an all-pole filter, which
corresponds to the resonance structure of the signal. This provides a meaningful
and interpretable representation of the underlying signal dynamics.
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LP estimates a set of predictor coefficients that describe the linear prediction
model. These coefficients provide valuable information about the signal’s charac-
teristics, such as spectral properties and resonance frequencies. However, they are
often transformed into other feature representations to enhance their robustness
and reduce correlation. LPCCs [45] are derived from LP coefficients by applying
the cepstral analysis, which models the spectral envelope of the signal in a manner
similar to MFCCs. LPCCs are often used in speech and audio processing tasks
like speech recognition. LSFs [45] represent LP coefficients that offer improved nu-
merical stability and less correlation between features. They are frequently used
in speech coding and synthesis. PLP [46] coefficients are another feature repre-
sentation derived from LP coefficients. They are designed to mimic the human
auditory system’s perception of sound and are widely used in speech processing
and recognition. The transformation of LLP coefficients into these derived features
allows for more robust and informative representations that are better suited for
various applications.

2.2.2 Prosodic Features

Prosody plays a critical role in speech and speaker recognition because it en-
capsulates various non-segmental aspects of speech that convey important in-
formation about the speaker’s identity, emotions, and communication style [47].
Prosody encompasses features extending over long speech segments, including syl-
lables, words, and even entire utterances. These features capture speech’s rhythm,
melody, and intonation patterns, which can be highly distinctive for different
speakers.

Prosody contains valuable cues for speaker recognition. [47, 48]. Differences in
speaking style, language background, and emotional expression are often reflected
in prosodic patterns. For example, individuals may have unique speaking rates,
intonation contours, and stress patterns contributing to their distinct prosodic
fingerprints. One of the challenges in text-independent speaker recognition is ef-
fectively modeling and extracting prosodic information. This includes capturing
instantaneous prosodic features (e.g., pitch at a specific moment) and long-term
prosodic patterns (e.g., speaking rate over an utterance). Balancing these two
aspects is crucial for accurately characterizing speaker differences. To enhance the
robustness of speaker recognition, prosodic features are often combined with other
information sources, such as spectral features and phonetic information. This mul-
timodal approach leverages the complementary nature of different feature types to
improve recognition accuracy.

Fundamental frequency (F,), also known as pitch, is one of the most crucial
prosodic parameters in speech analysis, and it plays a significant role in various
speech-related tasks [49]. The mean value of F,, is closely linked to the physiological
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characteristics of the speaker, particularly the size and tension of the vocal folds
within the larynx [50]. A larger larynx with longer vocal folds tends to produce
a lower-pitched voice, resulting in a lower mean F,. Conversely, a smaller larynx
with shorter vocal folds leads to a higher-pitched voice, resulting in a higher mean
F,. Therefore, the mean FO can be considered an acoustic correlate of larynx
size. For example, male speakers, on average, have larger larynxes and longer
vocal folds than female speakers, leading to lower mean F, values in male voices
compared to female voices. In addition to physiological factors, F, also reflects
learned characteristics related to the speaker’s manner of speaking. The temporal
variations in pitch, known as pitch contours or intonation patterns, are highly
informative about how a speaker articulates words and conveys meaning. These
variations are influenced by factors such as language, dialect, regional accent,
and speaking style. For example, different languages and dialects may exhibit
distinct pitch patterns for questions, statements, and exclamations. Additionally,
individual speakers may have idiosyncratic pitch patterns that contribute to their
unique speaking style.

Combining F0-related features with spectral features has proven to be effective,
particularly in challenging and noisy conditions. Fj, represents the rate at which the
vocal folds vibrate during speech production and is closely related to the perceived
pitch of the voice. F,-related features, such as pitch contours and statistics, provide
valuable information about a speaker’s unique vocal characteristics [51, 52].

Duration-related prosodic features [53], such as pause statistics and phoneme
or phone duration, capture temporal aspects of speech. Differences in speaking
rate, hesitation patterns, and rhythm can be indicative of speaker-specific traits.
Incorporating duration features can complement other prosodic and spectral fea-
tures. Speaking rate refers to the speed at which a speaker articulates words or
syllables. It can vary widely between speakers and maybe a distinctive character-
istic for speaker recognition. Features related to speaking rate, such as syllable
rate or phoneme rate, can be informative for identifying speakers.

2.2.3 Timbral Features

Timbre plays a key role in music and audio perception, conveying emotional and
perceptual information vital in various audio information processing fields. Timbre
is a multifaceted set of auditory attributes that collectively define the quality or
character of a sound. Typically, timbre encompasses various spectral and harmonic
features that provide distinct characteristics to a sound [54]. This unique quality
allows us to differentiate between sounds, even when they share identical pitch
and loudness levels. For example, when both a guitar and a flute play the same
note with equivalent amplitude, each instrument produces a sound with its own
unmistakable tone color or timbral identity [55].
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The timbral characteristics belong to psychoacoustic attributes, and each cor-
responds to a specific sensation when one listens to a song [56]. Psychoacoustics
is a field dedicated to exploring the intricate relationship between acoustics and
psychology, specifically how humans perceive and interpret sound. It is impor-
tant to notice that the scores generated by the algorithm do not replicate these
characteristics accurately due to the inherent subjectivity associated with human
sensory experiences.

Numerous studies have delved into modeling timbre and developing objective
metrics for each timbral attribute [57]. An influential example comes from the Uni-
versity of Surrey, which formulated timbral models within the framework of the Au-
dio Commons project. These models have gained widespread acceptance and are
extensively employed in psychoacoustic research [58]. The algorithm underlying
these models draws on various literature sources that describe exemplary computa-
tional models and incorporates findings from subjective experiments. Additionally,
these models prove valuable for statistical analysis, as the calculated metric can
serve as an indicator, enabling researchers to assess and analyze the timbral at-
tributes of sounds quantitatively. In accordance with references [59, 60, 61, 62],
this section provides a brief introduction to several key timbral attributes, which
include sharpness, roughness, hardness, and brightness. More information, such
as the boominess and depth, can be found in [62, 63].

Sharpness is a metric associated with the perception of sharp or shrill sensa-
tions. Sharpness exhibits an increase in magnitude when the center frequency is
shifted to a higher range. Based on this, Zwicker introduced the concept of acum.
One acum is defined as a unit of narrow-band noise centered at 1,000 Hz with a
loudness level of 60-phon [61]. Subsequently, a sharpness model was developed,
and it is calculated as follows:
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In the formula, S represents sharpness, N’ (t) denotes the loudness density
within the critical-band rate . Loudness, an intrinsic attribute of auditory sen-
sation, is quantified in phons. g¢(t) refer to the weighting factor for S at that
particular rate. Based on psycho-acoustic experiments, the weighting factor is de-
fined as 1.0 for the frequency range up to 3,000 Hz, rapidly increasing to 4.0 for
higher frequencies.

Roughness, as described in [61], is a perceptual sensation arising from rel-
atively rapid amplitude modulation changes. In this context, the change is not
associated with fluctuations in loudness but rather pertains to alterations in sound
quality [59]. The score provided by the roughness extractor serves as a represen-
tation of how the amplitudes interact to simulate the sensation of roughness.
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Calculating the apparent roughness of an audio signal involves several methods,
with this thesis primarily reviewing the approach introduced in [64, 62]. Firstly,
the audio signal is segmented into frames of 50 milliseconds each. These frames
are then subjected to windowing using a Hanning window and subsequently zero-
padded to the nearest power of two following each frame. Subsequently, an FFT
is applied to each frame, and the magnitudes of the frequency components for all
frames are normalized. This normalization ensures that the maximum magnitude
across all frequencies and frames equals 1.0, facilitating consistent comparisons
and measurements.

Following the FFT and normalization processing, a peak-picking algorithm is
employed on each frame to identify the peaks present within the frequency spec-
trum. For each pair of peaks detected within a frame, the roughness is calculated
as follows:
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where R refer to the roughness, A,,.. and A,,;, represent the maximum and min-
imum magnitudes of the peak pairs, while f,,.,, and f,,;, correspond to the max-
imum and minimum frequencies of the two peaks, respectively. The cumulative
roughness for a frame is calculated by summing the roughness values of all the
roughness pairs within that frame. The overall roughness for an entire audio file
is determined by calculating the mean of the roughness values across all frames.
Hardness in sound perception is essentially a blend of two factors: loudness
and harshness. When a sound is described as harsh, it means that there is an
imbalance in the audio core of the sound. The audio core, in this context, refers to
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the frequency range between 2kHz and 5kHz, which corresponds to the range where
the human ear is most sensitive. Therefore, hardness is a metric to measure how
pleasant or soothing a sound is by evaluating the harmony between its loudness
and frequency range, as perceived by the human ear. In essence, it quantifies
how well the balance between these two attributes aligns with human auditory
preferences.

The timbral attribute of hardness has garnered significant attention in research,
as highlighted by Pearce et al. in 2016 [65]. Notably, [66] conducted a study sug-
gesting that the initial phase or onset of a sound plays a pivotal role in shaping
our perception of hardness. Solomon [67] made a contribution by identifying the
perceptual dimension of hardness/softness as a fundamental psychological dimen-
sion of timbre. This work posited a hypothesis that this attribute may be linked
to rhythmic distinctions among stimuli, thus suggesting a potential connection
between timbral qualities and rhythmic characteristics. Additionally, Freed’s re-
search in 1990 [68] introduced a model for perceiving mallet hardness in the context
of single percussive sounds. This model considered four key acoustic correlates:
Spectral Mean Level (This represents a form of the long-term average spectrum,
which provides insights into the overall spectral content of a sound.), Spectral
Level Slope (Similar to cepstrum analysis, this attribute pertains to the rate of
change in spectral levels across frequencies, shedding light on the sound’s spectral
characteristics.), Spectral Centroid Mean (This is a measure of the mean spec-
tral centroid over time, quantifying the center of mass of the sound’s frequency
distribution on the bark scale.), and Spectral Centroid (This attribute calculates
the time-weighted mean of the spectral centroid, providing a dynamic perspective
on the sound’s centroid location over time.). [62] developed three key metrics to
represent hardness, including attack time, attack gradient, and spectral centroid
of attack. Subsequently, a linear regression model was employed to predict the
perceived hardness based on these parameters. Interested readers may refer to
[66] for further details.

Brightness, a timbral attribute of considerable research interest, has been
explored in depth. Some studies have revealed that the spectral centroid is a
metric strongly correlated with the perception of brightness [69, 70]. However,
alternative research suggests that an even more effective predictor of brightness
is the ratio of high-frequency components to the total energy in the sound signal
[71, 72]. Recently, Pearce’s recent work surveyed existing models and introduced
a new model for brightness that incorporates both a spectral centroid variant
and a spectral energy ratio, offering a comprehensive approach to capturing the
perception of brightness in sound [66]. The calculation processes are introduced
in the following paragraph.

Firstly, an audio signal is divided into small frames and converted to the fre-
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quency domain using FFT. A sample-by-sample half-octave smoothing technique
is then used to smooth the magnitude frequency response for each audio frame.
This smoothed response is subsequently employed to derive two metrics, includ-

ing the frequency-limited spectral centroid, which specifically considers frequencies
above 3 kHz (SCs;) and ratio.

n(Nyquis
ZnESkzgz) K f(n)x(n)

SC?’k - n(Nyquist ’ (27)
aniiklgz) ) x(n)
Zn(Nyquist) (Il)

Ratio = oo (2.8)
Zn(QOHz) (n)

Where n(s) represents the bin number corresponding to frequency s, f(n) denotes
the frequency associated with the nth bin, z(n) represents the magnitude of the
nth bin, n(Nyquist) is the bin number corresponding to the Nyquist frequency.
Finally, a linear regression is employed to derive results related to brightness.

B = 25.8699 + 64.0127((logy(Ratio) + 0.4410g1(SCsy)). (2.9)

Recently, timbre features have been analyzed and applied for music emotion
classification [73, 74, 75] and audio classification (machine sound) [76].

2.2.4 Spectral Temporal Modulation Features

The spectral and temporal signal details, such as formant transitions temporal
amplitude variations, intensity, duration, and pitch variations, are rich sources of
task-specific information in speech and audio processing. Properly extracting and
analyzing these features can significantly improve the accuracy and robustness of
various speech and audio analysis systems.

Numerous temporal or spectral modulation features have been introduced and
put into practice. For example, in the FAD task, Wu et al. [77] suggested uti-
lizing magnitude and phase modulation features for detecting synthesized speech,
enhancing the security of speaker verification systems. As shown in Fig. 2.4,
the modulation spectrum extraction procedure involves taking the STFT of the
speech signal and computing the magnitude and phase spectrum. The modulation
spectrum is then obtained by taking the STFT of the logarithm of the magni-
tude spectrum. Finally, the temporal modulation features are extracted from the
modulation spectrum using PCA to reduce the dimensionality of the feature vec-
tor. This study [77] shows that the fusion of phase modulation features and phase
spectrum features achieves the best detection performance.
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spectrogram.
In the emotion recognition field, Zhu et al. [23] believe that the temporal

modulation clues derived from the temporal envelope provide a lot of important
information related to the perception of vocal emotion. Based on this, they inves-
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tigate the effectiveness of modulation spectral features with consideration of the
concept from the human auditory mechanism. These features were used to per-
ceive data collected from vocal-motion recognition experiments. Fig. 2.5 shows
the specific extraction process of modulation spectrograms. In Fig. 2.5, the audi-
tory filterbank, such as the Gammatone and Gammachirp filterbanks introduced
in Section 2.1.2, is firstly used to filter the emotional speech signal into subbands.
The Hilbert transformation is then utilized to calculate the temporal envelope.
The modulation filterbanks were finally used to decompose temporal envelopes
into different modulation frequency bands. The results show that the modulation
spectrograms are quite different among emotions, especially sadness and joy. It
means the modulation spectral features are crucial for vocal emotion perception.
The aforementioned finding can be further verified in [22] and [78]. These two
studies focus on applying temporal modulation features in DNN-based emotion
recognition systems. They also believe that the human auditory system can easily
perceive the variation in the time domain of different kinds of emotions. However,
combining these informative features with sophisticated NN architectures should
be deeply considered. As shown in Fig. 2.6, [22] proposed a novel method by
combining the 3D convolutions and attention-based sliding recurrent neural net-
works (ASRNNs) to extract more helpful information. The evaluation results in
two commonly used emotion datasets show that the proposed method (ASRNNS)
can effectively recognize speech emotions based on temporal modulation cues.
Additionally, inspired by the multi-resolution analysis characteristics of hu-
man brains, [78] proposed a novel temporal modulation feature, named the multi-
resolution modulation-filtered cochleagram (MMCG), to capture the variations of
arousal and valence values of short-term frames in a long sequence. As shown in
Fig. 2.7, four modulation-filtered cochleagrams at varying resolutions are com-
bined to create the MMCG. Furthermore, a parallel long short-term memory
(LSTM) architecture was designed to mimic the multi-temporal dependencies of
the MMCG. Extensive trials conducted on the RECOLA and SEWA datasets
show that, out of all the analyzed features, MMCG offers the best recognition
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performance in both datasets.

STM features can also be used for discriminating different speakers [79]. For
example, as shown in Fig. 2.8, Kinnunen et al. proposed to use the joint acoustic-
modulation frequency feature for speaker recognition [80]. The extraction proce-
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dure consists of three steps. The spectrogram is first calculated using conventional
short-term Fourier analysis. Next is another short-term Fourier analysis along the
DFT output amplitude envelopes. Lastly, these short-term modulation spectra are
subjected to a time-average. By using this feature with the conventional static and
dynamic cepstra feature, a slight improvement was achieved. In order to extract
more effective speaker discriminative information and decrease the feature dimen-
sion, a low-dimensional feature that captures the shape of the modulation spectra
was also proposed by Kinnunen [81]. As shown in Fig. 2.9, they believed that
the proposed modulation representation could provide more information related
to speaking rate and other stylistic attributes, hence improving the performance
of the speaker recognition system.

More applications of modulation representations can also be found in speech
intelligibility [20, 21] and speech recognition [25, 82].
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2.3 Machine Learning-based Audio Detection and
Verification Methods

2.3.1 Speaker Verification (SV)

ASV aims to confirm a speaker’s stated identity by comparing tested and registered
speech. Usually, for both registration and test speech, a low-dimensional feature
rich in speaker individuality is extracted first. These features are then mapped
to deep embedding representations and used to calculate the verification score
using some comparison criterion. There are text-dependent and text-independent
SV variations. Text-dependent SV requires the speech content to be fixed to a
specific phrase. This thesis focuses on proposing advanced feature representations
for text-independent SV. A detailed flow diagram of ASV is depicted in Fig. 2.11.

SV is commonly used for security and access control purposes. It is employed in
various applications, including telephone banking, voice-controlled devices, secure
facility access, and other scenarios where voice authentication is necessary to con-
firm a person’s identity. For example, banks and financial institutions use SV as
an additional layer of security for phone-based customer authentication, allowing
customers to access their accounts, check balances, or perform transactions over
the phone. Law enforcement agencies use SV in forensic investigations to match
voice recordings with known suspects or to identify potential witnesses. Also, SV
may be used in voice-activated in-car systems to authenticate drivers and provide
personalized settings and access to features.
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Figure 2.9: The extraction of modulation spectrogram features for speaker verifi-
cation.

The extraction of speaker discriminative information is commonly based on
the i-vector system [83, 84]. Then, the probabilistic linear discriminant analy-
sis(PLDA) backend is employed for scoring. This method can be further improved
by replacing the universal background model (UBM) with DNN models [85, 86],
improving the ability of phonetic modeling of the UBM. However, an i-vector
system’s components are often trained on complimentary subtasks; they are not
jointly optimized for verification purposes.

In 2014, Variani et al. [87] introduced a DNN-based approach to obtain more
speaker-related discriminative information for text-dependent speaker recognition.
This method involved extracting features from the activation function of the last
hidden layer, known as d-vectors, which served as sentence-level representations.
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Subsequently, similarity scores were assessed by calculating the cosine distance
between enrollment and test utterances. In 2017, David Snyder [2] proposed a dif-
ferent set of speaker embeddings referred to as x-vectors, which were derived after
the statistics pooling layer. The complete architecture of the x-vector extractor is
illustrated in Fig. 2.10.

As shown in Fig. 2.10, the first five layers incorporated a time delay neural net-
work (TDNN) to extract frame-level features. Subsequently, the statistics pooling
layer computed the mean and standard deviation of the TDNN output, thereby
generating a segment-level representation. The x-vector has served as a fundamen-
tal baseline in numerous competitions. More recently, more advanced DNN-based
systems have emerged, leading to substantial improvements in ASV performance
due to their robust nonlinear mapping and learning capabilities. However, it is
worth noting that the performance of a DNN-based SV system is significantly
dependent on the effectiveness of the front-end acoustic features.
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2.3.2 Fake Audio Detection (FAD)

With the advancement of deep learning and generative models, generating high-
quality synthetic audio has become increasingly easier. This includes speech syn-
thesis, voice cloning, and audio deepfakes. As a result, distinguishing between real
and fake audio has become a significant challenge. FAD, also known as Audio
Deepfake Detection (ADD), is the process of identifying and verifying whether an
audio recording has been manipulated, synthesized, or altered with the intent to
deceive or mislead. The goal of this technology is to distinguish between genuine,
unaltered audio recordings and those that have been created using various audio
deepfake techniques. The importance of FAD techniques can be found in Fig. 2.11.

The ASVspoof (Automatic Speaker Verification Spoofing and Countermea-
sures) [88, 89] and ADD [90] challenges are well-known competitions in the fields
of FAD. The ASVspoof challenge is a series of competitions designed to address
the vulnerabilities and security concerns in ASV systems. The ADD challenge
focuses on detecting audio deepfakes, which are manipulated or synthesized au-
dio recordings generated using deep learning techniques. Both the ASVspoof and
ADD challenges provide a platform for researchers and data scientists to collab-
orate, benchmark their models, and advance the capabilities of audio deepfake
detection systems. The latter is more challenging due to more advanced synthesis
techniques being added.

In recent years, a lot of advancements have been made in the FAD field. The
architecture, including a light convolution neural network (LCNN) followed by two
bi-directional long short-term memory (Bi-LSTM) units, a global average pooling
layer, and a fully connected output layer, is popularly used as a baseline [91].
This is because LCNN and Bi-LSTM models are well-suited for sequential data
processing tasks, a fundamental requirement in audio analysis. In the context of
ADD, audio signals are inherently sequential in nature, as they involve variations
in sound over time. LCNN and bi-LSTM can capture temporal dependencies and
patterns within audio data, making them suitable for this task.

In addition, Subramani and Rao [92] proposed two lightweight convolutional
network models, named EfficientCNN and RES-EfficientCNN, to detect synthetic
audio. Their experimental results show that the proposed method can perform bet-
ter with fewer parameters. To overcome the vanishing gradients problem during
the training of very deep neural networks, Moustafa Alzantot [7] proposed to use a
deep residual convolutional network to perform FAD. In this work, three different
acoustic features, including the LFCC, log-magnitude STFT, and CQCC, are used
to train three models separately. Finally, model fusion is conducted to improve
the performance further. More recently, self-supervised methods have been intro-
duced [93]. Self-supervised models are pre-trained on large-scale datasets, learning
valuable representations from generic tasks. These learned representations can be
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fine-tuned on the target ADD task. This transfer of knowledge can significantly
boost the model’s performance.

Since this study focuses more on acoustic feature extraction, more advanced
deep-learning architectures will not be reviewed. Interested readers can refer to
[94] for more details.

2.3.3 Machine Anomalous Sound Detection (ASD)

Machine ASD, also known as audio anomaly detection, is a field of research focused
on automatically identifying unexpected or irregular sounds in audio data. This
area has gained significant attention due to its relevance and importance in various
applications and industries. For example, in industrial settings, the ability to de-
tect abnormal sounds in machinery can prevent costly breakdowns and downtime.
This leads to more efficient maintenance practices and cost savings. Additionally,
Machine ASD can assist in remote patient monitoring and early disease detection.
It enables healthcare professionals to identify health issues in patients through
audio cues. This thesis focuses on the voice data of different machines, such as the
fan, bearing, gearbox, etc., to detect factory machine anomalies.

A complete workflow of the machine ASD system is depicted in Fig. 2.12. It
involves continuously collecting data from sensors embedded in machines, extract-
ing features, detecting anomalies using machine learning algorithms, and informing
the workers to take necessary measures. The research on ASD can be classified into
two types of problems [95], i.e., supervised ASD and unsupervised ASD. In super-
vised ASD, recordings of anomalous events that need to be detected are available
during the training phase. This means that the system is provided with labeled
examples of both normal and anomalous sounds. In unsupervised ASD, there is a
lack of recordings of the anomalous events during the training phase. The system
is only provided with recordings of normal sounds, and no labeled examples of
anomalous events are available. Generally, researchers focus on unsupervised ASD
due to the difficulties in collecting anomalous events that can cover all kinds of
anomalies.

In recent years, a lot of DNN-based methods have been proposed to improve
the performance of unsupervised ASD. These method contain the architectures
of CNN [96], WaveNet [97, 98], KNN [99], autoencoder (AE) [100], and even pre-
trained [101] models. Among these methods, AEs and their variations are the most
popular in unsupervised ASD. There are three main reasons. First, AEs reduce the
dimensionality of audio data by encoding it into a lower-dimensional representation
(the "latent space”) and then decoding it back to its original form. This dimen-
sionality reduction can help capture essential features and minimize noise, which
is crucial for ASD. Second, AEs are trained to minimize the difference between
the input and the output (reconstruction) in an unsupervised manner. During in-
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ference, if the reconstruction error for a given audio segment is significantly high,
it indicates an anomaly. This makes the use of anomalous sounds in the training
stage not necessary. Last, AEs can be designed in various architectures, including
convolutional AEs for capturing spatial patterns, recurrent AEs for modeling tem-
poral dependencies, and more. This versatility allows them to adapt to different
types of audio data. This thesis tests the effectiveness of our proposed feature rep-
resentation for detecting machine anomalies using a simple AE-based approach.
More specifics can be found in Chapter 6.
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Chapter 3

Representations Based on
Spectral Temporal Modulation
Analysis

3.1 General Introduction of Proposed Features

As we explained above, the human auditory system can effectively perceive TSI in
different acoustic scenarios. This ability depends on the special signal-processing
mechanism of the human auditory system. A large number of studies have shown
that STM analysis of temporal amplitude envelope is very important in the human
auditory system, and the simulation of this process using computable models can
be applied in several applications.

In STM analysis, spectral modulation refers to variations in the spectral con-
tent of a signal over time. It can capture information related to changes in the
formants and other spectral attributes. Temporal modulation, on the other hand,
is associated with variations in the temporal characteristics of sound, such as tim-
bre and prosody-related attributes. These temporal modulation representations
can reveal how sound changes over time and help in the perception of timbre
and other temporal aspects. STM analysis deals with both spectral and temporal
modulation of audio to perceive auditory attributes related to audio production.

Inspired by this, as shown in Fig. 3.1, this thesis proposed feature representa-
tions based on frequency domain analysis, time domain analysis, and STM analysis
and introduced in Section 3.2, Section 3.3, and Section 3.4, respectively. These
three sections correspond to three research questions to be studied: (Q1) Which
frequency regions are more important for TSI extraction? (Q2) Can we represent
TSI in the time domain? and (Q3): Can STM analysis obtain more TSI? The
first and second research questions can help us confirm the importance of spectral
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Figure 3.1: The statement of research philosophy. Q1, Q2, and Q3 correspond to
three research questions described in the text content.

and temporal attributes in the representation of TSI, hence extracting more TSI
in the STM analysis.

3.2 Frequency Domain Analysis

Influenced by the differences in the physiological structure of speech organs, the
speech synthetic methods, and the physical characteristics of different machines,
discriminative information used for ASV, FAD, and machine ASD tasks are dis-
tributed nun-uniformly in the frequency domain. For example, the glottis is an
important articulator to modulate the air input from the lung. The vibration fre-
quency of the glottis from a normal adult ranges between 60 and 400 Hz due to the
differences of glottis length and stiffness among different speakers [102]; The nasal
cavity is the largest side branch within the vocal tract. The nasal cavity with the
sinuses demonstrates significant SDI from 1 kHz to 2 kHz when producing nasal
and nasalized sounds [103, 104]; In addition, the distinguishing information tends
to be concentrated in the high-frequency area when the machine is wearing out.
Which frequency regions are more important for a specific task is still not clear.

In this section, two data-driven methods based on F-ratio and frequency-wise
attentional neural networks are proposed to quantify the importance of different
frequencies in ASV, FAD, and machine ASD tasks. The quantification results of
each task are described in Chapter 4, Chapter 5, and Chapter 6.
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3.2.1 Quantification of Frequency Importance Using F-ratio

The Fisher’s ratio (F-ratio) is a statistical-based method and widely used to mea-
sure the discriminative ability of a feature for pattern recognition [105]. It has
been used to evaluate the importance of different frequencies in speaker recogni-
tion [106], [107], emotion recognition [108], and replay attack detection [109]. The
calculation of the F-ratio requires no training data and is comparatively straight-
forward and efficient.

For ASV, the frequency bands with more discriminative features should possess
high inter-class variances and low intra-class variances among different speakers.
Based on this, the F-ratio is defined as:

M
ﬁ Zi:1(ui - U)2

M N ; )
ﬁ Zi:l Zj:l ($Z — u;)?

where xf is the acoustic feature variable (subband energy is used in this study) of
the jth speech frame of speaker ¢ with j = 1,2,..., N, and + = 1,2,..., M, and u;
and u are variables that represent the subband energy averages for speaker ¢ and
for all speakers, respectively, which are defined as:

LN | Mo N
uzzﬁz;mf, u:mz;z;xf (3.2)
i= i=1 j=

Equation (3.1) is the ratio between the inter-speaker variance and intra-speaker
variance of speech power in a given frequency band. A larger value obtained in
a frequency band means that more speaker information is encoded in that band.
Similarly, the calculation of the F-ratio for FAD and machine ASD can use the
same method introduced above but with different character meanings.

In Eq. (3.1), the discrimination measurement that uses F-ratio is based on a
single-mode Gaussian distribution assumption of the subband power energy vari-
able. It is possible that the distribution could be multi-mode with a mixture of
distributions. In addition, the frequency importance is calculated in each frequency
band independently. Therefore, it cannot reflect the nonlinear and joint relation-
ship among different frequency bands. To solve this disadvantage, a DNN-based
quantification method is proposed in the following section.

F-ratio = (3.1)

3.2.2 Quantification of Frequency Importance Using Frequency-
wise Attentional Neural Network

DNN-based models have been successfully used for ASV. Due to the strong ca-
pacity in speaker discriminative feature extraction, the performance of ASV has
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been significantly improved. However, as a black box modeling method in DNN,
it is difficult to understand which acoustic features are specifically relevant to
speaker discrimination. Unlike most studies, we obtain information about which
frequency components are important for speaker discrimination by explicitly in-
serting a frequency-wise attention module in a DNN-based speaker recognition
task. Our method consists of a frequency-wise attention architecture and a simple
ResNet, which is illustrated in Fig. 3.2, to learn the importance of each frequency
band. Motivated by channel-wise attention in image recognition [110], we designed
the frequency-wise attention module to map the input feature X to weighted fea-
ture X, and X = [Xy,Xa, ..., Xp], where x; € RY*" represents the i-th frequency
band of input feature X, h is the frame index, w = 1, D is the number of frequency
components. Specifically, convolution operations are first carried out in x; along
the time axis using a shared one-dimensional convolution layer. We then apply
global average pooling (GAP) for each channel to obtain the channel feature Z:

Z = z1,29,...,2p], (3.3)

where z; represents the feature of the i-th frequency component. The importance
of each frequency component Z (attention layer) can be learned after using the
softmax function. The weighted feature map is calculated as follows:

X=7Z®X, (3.4)

where ® represents the outer product of vectors. The architecture of this ResNet-
based SV system is shown in Fig. 3.3. Three one-dimensional convolutional layers
combined with three residual blocks are used to generate a frame-level feature for
utterance X;. For the three convolutional layers, the kernel size is (5 x 5) and the
number of channels varies from 64 to 256. For each residual block, two convolution
layers with the same kernel size (3 x 3) and stride (1 x 1) and a rectified-linear-
unit function are used in the back of the first convolution layer. After the average
pooling layer, segment-level speaker embeddings can be extracted from a 1024-
dimensional fully connected layer (FCL). Then, the embeddings are mapped into
a number corresponding to that of speakers in the training data. Finally, we use
the cross-entropy loss as an objective during the optimization of the entire network.

3.2.3 Extraction of Cepstral Features Using Data-Driven
Non-uniform Filterbank

The previous two sections describe how to quantify the importance of different
frequencies. By using the above method, we can get the importance weights for
different frequencies. These weights can be used to design data-driven non-uniform
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Figure 3.3: Architecture of residual network (ResNet).
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filterbanks (UNF'), which then be used to extract cepstral features, named non-
uniform filterbank cepstral coefficient (NUFCC).

Specifically, to emphasize the importance of frequency regions with relatively
high quantification scores, the distribution density of the triangular band-pass
filters is assigned to be directly proportional to the average quantification score

(Qscore)- Qscore 18 calculated by:

Zz‘]\il Z,

Qscore — N 5 (35)

where N is the number of utterances, Z is the quantification score of ith utterance.
The steps for designing an NUF are as follows:

e calculate the weight k£ based on the Qgcore, & = f5/(2 X Sum(Qscore)), where
fs is the sampling rate,

e calculate the cumulative Sum of weighted Qgcore, Sum = Cumsum(k X

Qscore) ’

e fit the curve of the mapping frequency from the linear scale to the adaptive
scale by cubic spline interpolation,

e calculate the center frequency of the triangular band-pass filters C(i) based
on the fitting curve, and

e design a NUF with the same bandwidth.

The cepstral feature (NUFCC) is calculated by applying a discrete cosine trans-
form (DCT) to the log filterbank outputs. DCT plays a significant role in com-
pressing the information contained in the filterbank outputs and reducing the
dimensionality of the feature representation. This operation is the same as the
MFCC feature extraction.

3.3 Temporal Features Using Jitter and Shim-
mer

Prosody refers to the melodic and rhythmic aspects of speech, including variations
in pitch, loudness, duration, and intonation. Jitter and shimmer are acoustic mea-
sures that provide information about the stability and irregularities in vocal fold
vibration and intensity. These measures can be related to prosody because varia-
tions in vocal stability and irregularities can affect the melodic aspects of speech,
such as pitch and loudness modulation. Previous studies have demonstrated the
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efficacy of these features in characterizing voices with pathological prosody [111].
It is reasonable to regard jitter and shimmer as valuable features for distinguishing
between genuine and fake speech.

Jitter and shimmer features represent variations in Fj and amplitude of adja-
cent glottis periods, respectively. They reflect the characteristics of amplitude and
frequency perturbation (AFP). To illustrate the disparity in AFP between gen-
uine and fake speech, particularly under degraded speech quality, two segments of
genuine and fake speech were chosen with identical linguistic content (/i/). These
segments are depicted in Figure 3.4. To visualize the difference in AFP, an ampli-
tude normalization operation was conducted, scaling the amplitudes to the range
of [0,1]. From Figure 3.4, it is evident that the stability of the fake-speech segment
notably decreased in terms of both amplitude and frequency /period.

As shown in Fig. 3.5, the extraction process of jitter and shimmer involves three
essential steps [112]. First, the Fj is estimated using general Fjy estimation meth-
ods. The estimated Fjy contour is used as a “reference” signal for further period
detection. Therefore, the accuracy of F, estimation directly affects the effective-
ness of jitter and shimmer features. Second, the boundary of each fundamental
period is detected using waveform matching with a phase constraint algorithm.
Lastly, jitter and shimmer are calculated by considering several adjacent periods.
In this section, we roughly introduce three state-of-the-art methods for estimating
Fy: IRAPT [113], YIN [114], and SWIPE [115]. Subsequently, we provide the
calculation method for the jitter and shimmer features.

3.3.1 F, Estimation Algorithms

Choosing an appropriate Fj estimation algorithm entails considering several trade-
offs. These include the upper and lower bounds of the Fj search range, time and
frequency resolution, robustness, computational complexity, and delay.

IRAPT: The main target of the IRAPT algorithm [113] is to estimate the
instantaneous pitch values accurately, particularly in scenarios where there are
rapid frequency modulations or noisy conditions. The IRAPT algorithm utilizes
a robust framework that is less sensitive to rapid frequency changes and noise.
Although designed to be robust, the IRAPT algorithm may still be influenced by
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Figure 3.6: Schematic diagram of calculation of jitter and shimmer. A; refer to
the amplitude of the ith period, and F; refer to the frequency of the ith period

certain artifacts or specific types of noise, which can affect the accuracy of pitch
estimation. In addition, the algorithm may perform less accurately for extreme
pitch ranges, where the instantaneous pitch values exhibit significant variations.

YIN: The YIN algorithm is based on the concept of the autocorrelation func-
tion and is particularly effective in handling non-periodic and noisy signals. The
YIN algorithm provides an effective method for F estimation, particularly in
speech and music signals, with notable advantages in terms of computational effi-
ciency and noise robustness. However, its applicability may be limited in certain
scenarios with complex harmonic content or overlapping sounds.

SWIPE: The main theory behind the SWIPE algorithm is inspired by the
sawtooth waveform, which is known for its periodic nature. The algorithm utilizes
a comb-filtering approach to identify the Fy by searching for the best match be-
tween the input signal and a series of synthetic sawtooth waveforms with varying
periods. The key idea is to find the period that produces the highest correlation or
similarity measure between the synthetic waveform and the signal being analyzed.
The SWIPE algorithm offers a robust and efficient approach to Fj estimation,
particularly in scenarios involving speech and music signals.

3.3.2 The Definition of Jitter

Jitter, as depicted in Fig. 3.6, measures the variability of the fundamental period
between consecutive periods, representing short-term variations rather than volun-
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tary changes in Fy. In this paper, the jitter is utilized to provide some information
related to the stability of speech-synthesis systems. Building upon the findings in
[112], the following jitter features are considered:

1. average and continuous differences of jitter between consecutive periods (AJ1/CJ1);

2. relative average and continuous perturbation of jitter, which evaluates the
smoothness of period duration over 3 adjacent periods (AJ2/CJ2) [116];

3. average and continuous period-perturbation quotient of jitter, which quan-
tifies the pitch period variability over 5 consecutive periods (AJ3/CJ3);

4. average and continuous frequency perturbation quotient of jitter (A.J4/C J4),
which aims to eliminate the influence of frequency ”drift” and provide a more
accurate index of underlying jitter in 55 consecutive periods.

Let F'(4) represent the frequency of the ith fundamental period in an utterance.
The parameters L,, with p = 2,3, 4, represent the number of consecutive periods
used in calculating AJ2/CJ2, AJ3/CJ3, and AJ4/C J4, respectively. Specifically,
Ly is set to 3, L3 to 5, and Ly to 55. N is the total number of fundamental periods.
With these definitions, we can calculate AJ1/CJ1, AJ2/CJ2, AJ3/CJ3, and
AJ4/CJ4 as follows:

N1 i [F() = F(i = 1)

AJl = : x 100, (3.6)
%sz\ilF(z)
FG)—F(i—1
o= (f) - (i - ) s 100, (3.7)
NZ¢:1F(Z)
N-f -t R
N1 2y byt |[F(0) = F(0)]
AJp = — x 100, (3.8)
NZi:lF(z)
F(i)—F
CJp |1(Z)N O 100, (3.9)
N i:lF(Z
where
— 1 H_Lp;l
F(z’):L—p Z IF(k). (3.10)
k=i— =2
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3.3.3 The Definition of Shimmer

Shimmer, a measure of variation in expiratory flow during articulation, has been
successfully utilized in previous studies [112]. The ADD2022 and ADD2023 databases
exhibit frequent amplitude variations in fake audio. Therefore, in this paper, we
explore the potential usefulness of shimmer as a feature in FAD. Five shimmer
features are considered for analysis. The first feature, AS1/CS1, represents the
average and continuous basic shimmer measure. It is defined as the average ab-
solute difference between the amplitudes of consecutive periods divided by the
average amplitude [116]. To mitigate the influence of long-term changes in vocal
intensity on AS1/CS1 and obtain a more effective representation of shimmer, we
calculate four additional amplitude-perturbation quotients of shimmer. These are
denoted as AS2/CS2, AS3/CS3, AS4/CS4, and AS5/CS5. The computation
of these shimmer features follows a similar approach as that used for jitter. The
calculations for the shimmer features are presented as follows:

M1 i [A() — A - 1)

AS1 = ‘ x 100, (3.11)
%Ei]ilA(Z)
A1) — A1 —1
cs1 =] (? . (=D g0, (3.12)
NZi:lA(Z)
N-fe=l N~ T
v S |AG) - AD)|
ASp = - N2 . x 100, (3.13)
NZi:lA(Z)
Al —T
CSp = M x 100, (3.14)
NZ¢:1A(Z)
where
I
A(l) = — A(k). 3.15
=g 3 AW (3.15)

2

A(i) is the amplitude of the ith period, L,, with p = 2, 3,4, 5, represent the number
of consecutive periods used in calculating AS2/CS2, AS3/CS3, AS4/CS4 and
AS5/C S5, respectively. Specifically, Ly is set to 3, Ls to 5, Ly to 11, and Ls to
55.
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3.4 Spectral Temporal Modulation Representa-
tions

The calculation processes of STM representations are depicted in Fig. 3.7. Firstly,
different filterbanks are used to decompose the input signal x(¢) into a series of
frequency bands. In this step, we choose the MFB, GTFB and NUF. The calcula-
tion of NUF has been introduced in Section 3.2.3. The design of GFB is based on
the ERB scale. The shape of a Gammatone filter has been visualized in Fig. 2.2.
The center frequencies and bandwidth of Gammatone filters can be derived based
on the number of filterbanks and ERB expression. Therefore, the GFB is also
named ERB filterbank. The thesis set the number of channel as 80, the frequency
range from 60 to 7600Hz. The impulse response of k-th Gammatone filter can be
represented as:

gi(t) = At"Dexp(2mb; ERB( fi.)t)cos(2fit), (3.16)

with
ERB =24.7(4.37f; + 1), (3.17)

where A refers to the amplitude, n is the order of GFB, which is set as 4 in our
experiments, by represents the bandwidth of the k-th filter, and f; is the center
frequency if k-th filter. The output of the k-th channel is expressed as:

y(t) = gr(t) * (1), (3.18)

where * is the convolution.

Secondly, the Hilbert transform and squared operations are implemented to
compute the power envelope of each frequency band. Following is the down-
sampling step, which aims to convert the modulation sampling frequency to an
audible range and decrease the feature dimension. The Hilbert transform that we
used is a standard function from MATLAB. Let’s define LPF as a low-pass filter
with a cut-off frequency of 160Hz. The output of LPF is:

er(t) = LPF[|Hilbert(y(t))|?], (3.19)

Lastly, a two-dimensional FF'T is performed to transfer the resampling power
envelope to the STM representations. The absolute value is calculated as the final
representation.

STM = |2DFFT(e(t))], (3.20)

The STM representations represent the dynamic variations present in the speech
signal across different spectral and temporal scales.
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Chapter 4

Speech Security Using Speaker
Identity Verification

The diversity of speech organs (e.g., the glottis [102], nasal cavity [117, 103, 104],
piriform fossa cavities [118, 119], and vocal tract length [120]) non-uniformly pro-
vides speaker-dependent information to different frequency components in the
acoustic spectrum. We believe that quantifying the effect of frequency compo-
nents on the speaker identity can help us to understand the relationship between
speakers’ physiological structure and acoustic speech signals and extract more
speaker discriminative information.

This Chapter is the application of proposed feature representations in the
speaker identity verification task. The quantification methods have been intro-
duced in Section 3.2. In this chapter, first, the i-vector-based ASV system is
introduced. The quantification results of frequency importance for the ASV task
are then introduced. Finally, the effectiveness of proposed NUFCC and STM
representations are evaluated using the I-vector-based ASV system.

4.1 Application of Proposed Feature Represen-
tations to I-vector-based SV

I-vector is proposed by Dehak [121]. It combines the subspace of speaker difference
and the subspace of channels together in the modeling stage, which reduces the
limitation on the training corpus. Also, the calculation is simple, and the perfor-
mance is stable. Given a speech, its Gauss mean supervector M can be divided
into the following form:

M=m+Tw (4.1)
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Figure 4.1: The flow diagram of i-vector-based ASV.

where m refer to UBM mean supervector, it has nothing to do with the specific
speaker and the channel information, and M is the UBM mean supervector for
the given speech, and T is the global differential space matrix. w is the change
factor containing the speaker and channel information, namely I-vector. In the
training and feature mapping process of the i-vector model, sufficient statistics of
each speech segment should be calculated (Baum-Welch statistics):

k) _ (k)
N = Et Ve (4.2)
B _ k) (k)
F® = % Yer O (4.3)
R _ (k) (KT
Sé ) = Et Yer O (4.4)

where Nc(k), E™ and s represent the zero-order statistics, first-order statistics,
and second-order statistics of speech segment K on the c-th GMM component,
Ot(k) represents the acoustic characteristics of speech segment k at time index ¢,
75,’? represents the posterior probability of acoustic characteristics Ot(k) on the c-th
GMM component.

B 5 Nupa (O 16, 3.
ct T ~
Zf/:l We, NUBM<Ot(k) 3 My Zc/ )

where ¢ denotes the total number of mixed components, w,, y. and ) correspond
to the weighted of the ¢;, Gauss components, mean and covariance respectively.
The i-vector is able to cope with more massive data due to its significantly reduced
computational load. At the same time, i-vector has an excellent performance in
cross-channel situations. The flow diagram of i-vector-based ASV are depicted in

(4.5)
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Table 4.1: Statistics of training and testing sets
Set  Speakers Utterances

Train 70 6,999
Test 30 2,998
Total 100 9,997

Fig.4.1. In this thesis, different features are compared based on the i-vector ASV
system.

4.2 Experiment data and matrix

The Japanese versatile speech corpus [122] consists of audios from 100 native
Japanese speakers. The database was recorded in a clean environment at a 24-
kHz sampling rate. To train our model, we selected a set of 9,997 sentences from
100 speakers to learn the nonlinear combined effect of the frequency components
on speaker identity. All the sentences were downsampled from 24 kHz to 16 kHz.
The average length of each utterance was 7.92 s, and the total length of the speech
data was 21.86 hrs. In i-vector-based ASV, the same speech data introduced above
was divided into training (70 speakers) and testing (30 speakers) sets. The details
of the training and testing sets are summarized in Table 4.1.

4.3 Experimental setting

We used power spectrum (PS), subband power spectrum (SPS), and subband
log power spectrum (SLPS) as front-end input of the proposed frequency-wise
attentional neural network. The extraction of these three features was without
frequency warping operations. The filterbank used for SPS and SLPS features
extraction was a triangular band-pass filter with a linear frequency scale, and the
dimension was set to 512.

In the frequency-wise attention module shown in Fig. 3.2, the kernel size of the
one-dimensional convolution layer is (5 x 1), and the number of output channels is
64. The dimension of the attention layer corresponds to the number of frequency
components that were set to 512. In the ResNet-based backbone module, three
one-dimensional convolutional layers combined with three residual blocks are used
to generate a frame-level feature for an utterance. For the three convolutional
layers, the kernel size is (5 x 5) and the number of channels varies from 64 to 256.
For each residual block, two convolution layers with the same kernel size (3 x 3)
and stride (1 x 1) and a rectified-linear-unit function are used in the back of
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the first convolution layer. After the average pooling layer, segment-level speaker
embeddings can be extracted from a 1024-dimentional fully connected layer. Then,
the embeddings are mapped into a number corresponding to that of speakers in
the training data. In the training stage, 3-s utterances, including 300 frames, were
randomly selected from each raw waveform, and 128 utterances were grouped as
one batch fed into the NN. The number of training epochs is set to 30.

For i-vector-based ASV, the UBM and i-vector extractor were trained on the
training set, and 30,000 test pairs, including half positive trials and half negative
trials, were randomly generated from the testing set. The Gaussian mixture num-
ber of UBM was set to 128, and the dimension of the i-vector was set to 300. We
used the equal error rate (EER) and minimum decision cost function (minDCF)
with Pigrget = 0.01 as the evaluation metrics of the ASV [123].

4.4 Analysis of Frequency Importance for ASV

Figure 4.2 shows the speaker discriminative abilities of each frequency component
quantified using the F-ratio-based quantification method and DNN-based quan-
tification method. The comments in the parentheses refer to the front-end input
feature types for the training of our method. We compare the two methods by
showing all the results using normalization with values ranging from 0 to 1. The
quantification results show the distribution of speaker discriminative information
in the frequency domain was non-uniform and most of the discriminative infor-
mation was concentrated in the low-frequency region. Using our method with
different input features, we could obtain consistent results with peaks and valleys
located in similar frequency regions on the curves. Moreover, the quantification
results with PS as an input feature had fewer fluctuations than others.

Figure 4.3 illustrates the normalized plot of different frequency warping scales
to compare our method with other methods. We can observe that the frequency
warping based on data-driven methods has a high-frequency resolution in the low-
frequency regions (below 400 Hz), which is discriminative information expected
from the glottis based on knowledge from [102]. Compared to the F-ratio-based
quantification method, the normalized scale from our method (red-solid curve)
indicates a higher frequency resolution from 1 kHz to 2 kHz. Based on [103] and
[104], this peak is possibly related to the antiresonance contributed by the nasal
cavity and sinuses, which is another essential factor for speaker discrimination that
the F-ratio method could not reveal.
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Table 4.2: Results of the proposed feature representations in i-vector-based ASV
systems. The results are shown in terms of EER and minDCF based on a Japanese
databases.

Acoustic feature EER (%) minDCF (0.01)
UFCC 3.092 0.417
MFCC 2977 0.363
GTCC 1.908 0.204
F-ratio-based NUFCC 2.084 0.215
DNN-based NUFCC (SLPS)  1.800 0.219
DNN-based NUFCC (PS) 1.698 0.236
DNN-based NUFCC (SPS) 1.597 0.206
STM 9.47 0.680

4.5 Results and discussion

Based on different frequency warping scales, NUF can be designed using the steps
described in Section 3.2.3. Two examples of the designed NUF are depicted in
Fig. 4.4. The specially designed NUF can then be used to extract the cepstral
features for ASV.

The ASV results in Table 5.3 indicate that acoustic feature extraction using
an NUF can substantially improve speaker discrimination abilities. In addition,
NUFCC extraction with our method can perform better than the F-ratio-based
quantification method in both EER and minDCF. This indicates that the designed
NUF can work well in the cepstral domain. This also indicates that the quantifica-
tion results from using our method can capture more speaker discriminative factors,
such as the relationships among different frequency bands. The NUFCC feature
designed with our quantification method using SPS as input decreases the EER
from 2.084% (F-ratio-based method) to 1.597, resulting in a relative improvement
of 23.4%.

However, the STM representations derived from the NUF cannot further im-
prove the performance according to our current experiments. This may because
of the i-vector that we used initially designed for short-term features. Due to the
broader temporal context of STM representations, there is generally a lower count
of available training vectors, which will decrease the discriminative ability of the i-
vector-based ASV system. More sophisticated DNN architectures will be designed
to be more suitable for the proposed feature representations.
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4.6 Summary

In this chapter, we quantified the nonlinear combined effect of frequency compo-
nents on speaker identity. A frequency-wise attention structure combined with a
ResNet was designed to learn the importance of different frequency bands by con-
sidering resonance and antiresonance. The quantification results with our method
using three input features consistently indicated that SDI is non-uniformly dis-
tributed in the frequency domain and most of the discriminative information is
concentrated in the low-frequency region. In addition, the quantification results
from using our method indicated that the antiresonance frequency induced by the
nasal cavity from 1 kHz to 2 kHz is another essential factor for speaker discrimi-
nation that the F-ratio method could not reveal. To further evaluate our findings,
we designed a non-uniform subband processing strategy based on the quantifica-
tion results using our method for speaker feature extraction and did ASV. Finally,
compared with the NUFCC designed with the F-ratio-based method, the NUFCC
designed with DNN-based method achieved 23.4% relative improvement in EER.
These results also confirmed that further emphasizing the spectral structure around
the antiresonance frequency region could enhance speaker discrimination. Finally,
we try to use the proposed DNN-based NUF to conduct STM analysis. Unluck-
ily, the current results by using the STM representations cannot achieve good
performance in the ASV task. More attempts will be made in the future.
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Chapter 5

Secure Speech Communication
based on FAD Approach

Usually, the distinctions between genuine and fake speech stem from the challeng-
ing issue of unnaturalness in speech synthesis [124]. Moreover, the unnaturalness
in synthesized speech is often caused by the limitations in capturing and repro-
ducing rich and diverse prosody information. Prosody related to representations
of non-linguistic information of voice is a key issue for solving the unnaturalness of
synthesized speech. Therefore, exploring prosody differences between genuine and
fake speech holds great promise in providing discriminative information for FAD.

This chapter applies proposed feature representations, especially the jitter and
shimmer features, to the FAD task to build a secure speech communication envi-
ronment. First, the combination of proposed feature representations and the light
convolutional neural network (LCNN)-based FAD System is introduced. Consid-
ering the differences in feature dimension, AFP (jitter and shimmer) features are
used as complementary features for conventional features. Two different architec-
tures are designed for the evaluation of different features. The architecture shown
in Fig. 5.1 is used for the evaluation of AFP features. While architecture shown
in Fig. 5.2 is used for the evaluation of STM representations. In the parts of the
result, we analyze the differences between genuine and fake speech using temporal
features. Finally, the evaluation results in the ADD2022 and ADD2023 challenges
are reported.

5.1 Application of Proposed Feature Represen-
tations in LCNN-based FAD System

Previous studies [125, 126] have demonstrated that a shallow network is suffi-
cient for downstream tasks, including anti-spoofing tasks. Therefore, this thesis
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chooses a LCNN [126] based architecture as the baseline system to evaluate the
performance of all feature representations. As depicted in Fig. 5.2, this LCNN
is accompanied by two Bi-LSTM, a global-average pooling layer, and two fully
connected output layers [127]. The dimensions of the Bi-LSTM layers match the
output dimensions of the LCNN. This specific architecture is commonly referred
to as an LLGF network in the literature [91, 128].

Designing an FAD system that can combine the jitter and shimmer features
with a conventional acoustic feature reasonably is also a challenging point. Fig.
5.1 illustrates the proposed FAD system, which combines jitter and shimmer fea-
tures with a Mel-spectrogram. We adopt a late-fusion approach to add jitter and
shimmer features to the baseline system. Specifically, the jitter and shimmer fea-
tures are first extracted using the method introduced in Section 3.3. Next, these
extracted features are utilized as input for two fully connected layers (FC_1 and
FC_2). The resulting output from FC_2 is combined with the output of global
average pooling (GAP) [129], employing distinct weights (w; and ws). Different
weights used here aim to regularize dynamic ranges of different features. This com-
bined output is then passed into two additional fully connected layers (FC_3 and
FC_4). Finally, to compute the score of each audio, a sigmoid function is employed.
The detailed architecture of the LCNN-BLSTM model, including the kernel shape,
the output shape of each layer, and the number of trainable parameters are listed
in Table 5.1.

An objective function named binary cross entropy (BCE) is used for optimizing
the model parameters. BCE is defined as:

N

Lpcr=—Y [yilog Py(x;) + (1 — ;) log(1 — Py(x,))] (5.1)

=1

where N refers to the number of samples, § denotes model parameters, y; and
Py(x;) are respectively the ground truth of the i-th training sample and its corre-
sponding output probability from the model.

5.2 Experiment data and matrix

The datasets from the ADD2022 [90] and ADD2023 [130] challenges were selected
to assess the effectiveness of the proposed method. These challenges aim to shape
the future direction of detecting deep synthetic and manipulated audio in multi-
media. In ADD2022, all tracks share the same training and development datasets,
while an individual adaptation dataset is provided for fine-tuning and evaluation in
each track. The ADD2023 comprises only the training and development datasets.
For evaluation purposes, test datasets for ADD2022 and ADD2023 are available

62



Scores
A

Sigmoid

N

Dense layer

Dense layer

A

Buijood
abelane
9|90|9

L

Bi-LSTM
Bi-LSTM

N

NNO1

‘suoryejuasaldal ainjea) pesodoid Jo uoryen[ess oy} 10 pasn WoISAs JOHTT Y, :g'G oIns1

N

suolneju
-9saudal

alnjes)
psodoud

"




Table 5.1: Architecture of LCNN-BLSTM-based deep classifier for FAD.

Type Kernel Shape Output Shape Param
Feature_CS3 - [64, 404] -
Feature_Mel-spectrogram - [64, 80, 404] -
Conv2d 0 [, 64, 5, 5] [64, 64, 404, 80] 1.66k
MaxFeatureMap2D_1 - [64, 32, 404, 80]
MaxPool2d_2 ; [64, 32, 202, 40] -
Conv2d_3 32, 64, 1, 1] [64, 64, 202, 40] 2.11k
MaxFeatureMap2D_4 - [64, 32, 202, 40]
BatchNorm2d_5 - [64, 32, 202, 40] -
Conv2d 6 32, 96, 3, 3] [64, 96, 202, 40] 27.74k
MaxFeatureMap2D_7 - [64, 48, 202, 40] -
MaxPool2d 8 ; [64, 48, 101, 20] -
BatchNorm2d_9 - [64, 48, 101, 20] -
Conv2d_10 [48, 96, 1, 1] [64, 96, 101, 20] 4.704k
MaxFeatureMap2D_11 - [64, 48, 101, 20]
BatchNorm2d_12 - [64, 48, 101, 20] -
Conv2d_13 [48, 128, 3, 3] [64, 128, 101, 20] 55.42k
MaxFeatureMap2D_14 - [64, 64, 101, 20] -
MaxPool2d_15 - 64, 64, 50, 10] -
Conv2d_16 [64, 128, 1, 1] [64, 128, 50, 10] 8.32k
MaxFeatureMap2D_17 - [64, 64, 50, 10] -
BatchNorm2d_18 - [64, 64, 50, 10] -
Conv2d_19 [64, 64,3, 3] [64, 64, 50, 10] 36.93k
MaxFeatureMap2D_20 - [64, 32, 50, 10] -
BatchNorm2d_21 - (64, 32, 50, 10] -
Convad 22 32, 64,1, 1] [64, 64, 50, 10] 2.1k
MaxFeatureMap2D_23 - (64, 32, 50, 10] -
BatchNorm2d_24 - [64, 32, 50, 10] -
Conv2d_25 32, 64, 3,3 [64, 64, 50, 10] 18.50k
MaxFeatureMap2D_26 - [64, 32, 50, 10] -
MaxPool2d_27 ; 64,32, 25,5 -
Dropout_28 - [64, 32, 25, 5] -
LSTM_Lblstm 5 25, 64, 160]  154.83k
LSTM_Lblstm ; [25, 64, 160]  154.88k
GAP - [64,160] -
FC_1 ; 64,256)  103.68k
FC_2 . 64,160]  41.12k
Feature_Concat - (64, 564] -
FC3 - 64, 128] 4100k
FC_4 ; (64, 2] 258
Total - - 653.41k
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Table 5.2: Statistics information for the training, development, adaptation, and
test datasets of the ADD2022 and ADD2023 challenges. The duration values are
presented in a format indicating the minimum, mean, and maximum durations.

Dataset Genuine Fake Total Duration (sec.)
Training 3,012 24,072 27,084 0.86/3.15/60.01
Development 2,307 21,295 223,602 0.86/3.16/60.01
Adaptation 300 700 1,000 1.13/3.63/60.01
Test - - 109,199 0.35/5.51/217.46
Training 3,012 24,072 27,084 0.86/3.15/60.01
ADD 2023 Development 2,307 26,017 28324 0.86/3.16/60.01
Test ; - 11,8477 0.35/5.51/217.46

ADD 2022

online. These datasets contain unseen audio samples obtained from various speech-
synthesis systems. Notably, these samples present more real-life and challenging
multimedia scenarios than those in the ASVspoof2021 challenge [88]. This paper
uses the data from the track of low-quality FAD (LF) in ADD2022 and the track
of audio fake game detection (FG-D) track in ADD2023. The difference between
these two datasets is from the setting of the competition system, the FG-D track
in the ADD2023 challenge includes two rounds of testing. The second round test
is more difficult, so this paper considers the results from the second round only.
Table 5.2 provides statistical information regarding these datasets.

The performance of the proposed FAD system was assessed using the equal
error rate (EER), following the same evaluation method used in the ADD2022
and ADD2023 challenges.

5.3 Experimental setting

The Mel-spectrogram was extracted by using the MelSpectrogram module in the
torchaudio.trans forms library [131]. The parameters used in the STFT were
configured as follows: a fast Fourier transform size of 1024, a window length of
512, and a hop length of 256. In cases where the audio duration is shorter than 4
seconds, zero padding is applied. The resulting Mel-spectrogram has dimensions of
[64 x 80 x 404], denoting the batch size, number of Mel filterbanks, and number of
frames. The YIN and SWIPE algorithms, implemented through the [ibf0 toolbox
[132], are used in this paper. The dimension of each continuous shimmer feature
is [64 x 1 x 404].
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Figure 5.4: Comparison of discrimination of CS1, CS2, CS3, CS4, CS5, CS3 (A),
CS3 (AA), and CS3 (AAA) for the ADD2022 adaptation set. The dimensions of
these features were decreased to two and plotted by using the t-SNE toolkit [3].
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Figure 5.5: Comparison of CS3 features extracted from genuine and fake speech.

Data augmentation techniques (including the introduction of reverberation,
babble, and music noise) were used during the extraction of the Mel-spectrogram
feature to enhance the diversity of the training dataset, hence enhancing the ro-
bustness of the back-end classifier. Additionally, voice activity detection (VAD)
[133] was utilized in the pre-processing stage to minimize disturbances caused by
silence clips. The training process consisted of 30 epochs, and the model that
yielded the best results was compiled using the Adam optimizer, with a learning
rate of 0.0001.
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5.4 Analysis of Differences Between Genuine and
Fake Speech Using Temporal Features

This section examines the discrimination of various jitter and shimmer features
by using statistical methods. The aim is to identify effective features for FAD.
The most promising features are selected and combined with the Mel-spectrogram
feature as the front-end input for an LCNN-BLSTM classifier.

The mean and variance of four averaged jitter features (AJ1, AJ2, AJ3, and
AJ4) and five averaged shimmer features (AS1, AS2, AS3, AS4, and AS5) were
analyzed in both the Train + Dev. (left column) and Adp. datasets (right column)
as depicted in Fig. 5.3. The top graphs represent the results of genuine speech,
while the bottom graphs illustrate the results of fake speech. Notably, the mean
and variance of AS1, AS2, AS3, AS4, and AS5 exhibited an increase in the case
of fake audio compared with genuine audio. This difference was more pronounced
in the Train + Dev. dataset. It is also clear that amplitude perturbation in the
fake audio is much more unstable. This amplitude-perturbation instability of fake
audio could provide discriminative information for accomplishing FAD.

The continuous-shimmer features (C'S1, C'S2, C'S3, C'S4, and C'S5) were cal-
culated to capture continuous variations in the speech waveform, providing more
discriminative information than the averaged shimmer features. PCA was used
to visualize the discrimination capability of the continuous-shimmer features, re-
ducing the dimensions to two and depicted in Fig. 5.4. Among these features,
C'S3 exhibited the fewest overlapping samples, indicating that it facilitated eas-
ier separation between genuine and fake speech. To enhance feature discrimina-
tion and incorporate dynamic variation characteristics, the first, second, and third
derivatives of C'S3 were considered (C'S3 (A), CS3 (AA), and CS3 (AAA)), as
depicted at the bottom of Fig. 5.4. It is evident from the figure that discrimina-
tion performance improved with the use of C'S3 (A) and further with C'S3 (AA),
with the best performance achieved by C'S3 (AA). However, the discrimination
performance of C'S3 (AAA) was lower than that of C'S3 (AA). In general, C'S3
and its dynamic features exhibit greater potential for successful FAD.

Fig. 5.5 illustrates the C'S3 feature values for both genuine (blue) and fake
(red) audio, providing an intuitive distinction between the two. The plot makes it
evident that the CS3 feature exhibits more pronounced perturbation in fake audio
than genuine audio.

5.5 Performance of Shimmer Features

This section is divided into two parts. The first part presents the results and discus-
sion derived from ADD2022, demonstrating the efficacy of the shimmer features.
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Table 5.5: FAD results (EER) in the test set of ADD2023 Challenge using different
combination weights between the Mel-spectrogram and CS3 AA feature.
Front-end features  Data augmentation Weight Test set (%)

Mel-spectrogram+CS3(AA) v 4:1 38.79
Mel-spectrogram+CS3(AA) v 3:2 35.77
Mel-spectrogram+CS3(AA) v 1:1 36.18
Mel-spectrogram+CS3(AA) v 2:3 40.70
Mel-spectrogram+CS3(AA) v 1:4 40.14

The second part encompasses the results and discussion obtained from ADD2023,
focusing on the utilization of various Fj estimation methods.

5.5.1 Results and discussion in ADD2022

The discrimination performance of C'S3 and its dynamic features (C'S3 (A), C'S3
(AA), and CS3 (AAA)), measured by the EER, is presented in Table 5.3 and
categorized into three parts on the basis of the utilization of data augmentation
and VAD methods. We focus on the results obtained from the test dataset only,
as they exhibit the same trend as the Adp. dataset. The baseline system, which
utilizes an LCNN-BLSTM model with a Mel-spectrogram as input, achieved an
EER of 38.63%. However, the static and dynamic CS3 features yielded higher
EERs than the Mel-spectrogram. It is important to note that the dimension of the
Mel-spectrogram is 80 times larger than that of the shimmer features. A specific-
designed classifier could further improve the performance of shimmer features.
By incorporating additional reverberation, noise, and music during Mel-spectrogram

extraction, the EER was decreased to 33.47%. Combining the Mel-spectrogram
with C'S3, CS3 (A), CS3 (AA), and CS3 (AAA) further decreased the EER,
which is consistent with the results of statistical analysis. The best result (31.50%)
was achieved when combining the Mel-spectrogram with C'S3 (AA), resulting in
a 5.89% improvement in EER compared with using only the Mel-spectrogram
(33.47%). However, combining the Mel-spectrogram with C'S3 and C'S3 (AA),
which have the same distribution state (as shown in Fig. 5.4), led to a slight in-
crease in EER (from 31.50% to 32.28%). Applying VAD to filter out interference
information from silent clips decreased EER to 29.90%.

5.5.2 Results and discussion in ADD2023

Table 5.4 presents the experimental results conducted using three distinct methods
for Iy estimation. To ensure fairness, the losses of the selected epoch remain
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Table 5.6: Evaluation results of STM representations. Different numbers and types
of filterbank are used for the calculation of STM representations.

Results (EER %)

Adp. set Test set

Front-end Features

LFB 0.24 11.02
MFB 3.34 10.82
GFB 1.18 9.68
NUF 2.20 9.33
STM (NUF,64) 7.61 9.06
STM (NUF,80) 6.81 9.80
STM (NUF,128) 7.30 9.54

nearly unchanged (around 0.37). Implementing data augmentation significantly
reduces the EER from 61.21% to 41.29%. Moreover, utilizing C'S3, C'S3 (A), and
CS3 (AA) in conjunction with the Mel-spectrogram feature contributes to further
reducing EER. These results validate the efficacy of utilizing pathological prosody
information, specifically the shimmer features, for FAD.

Comparing the Fy estimation algorithms, both the YIN and SWIPE methods
improve the effectiveness of the shimmer features and exhibit lower EER values
than the IRAPT algorithm. The reason for this may be that both YIN and SWIPE
encompass a broader frequency search range and higher robustness for natural
speech. The best result is achieved when extracting the C'S3 (AA) feature with
the YIN algorithm, resulting in an EER of 36.18%.

The exploration results of different combination weights between the Mel-
spectrogram and CS3 (AA) features are presented in Table 5.5. The optimal
result is achieved when the weight is set at a ratio of 3:2. This results in a signifi-
cant improvement of 13.3% compared with using the Mel-spectrogram only, which
yields a performance of 41.29%. This finding indicates that setting different com-
bination weights can balance the effects of inconsistencies in the dynamic range of
different features.

5.6 Performance of STM Representations

This section first tests the performance of different filterbanks, including the linear
filterbank (LFB), MFB, GFB, and the proposed UNFB. Then, STM representa-
tions derived from NUF with channel numbers 64, 80, and 128 are tested. All
results tested in the ASVspoof 2019 challenge are listed in Table 5.6. This thesis
focus on the introduction of test set results since the test set contains more unseen
data.
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By comparing various filterbanks, the newly proposed DNN-based NUF demon-
strates superior performance, yielding an EER of 9.33%. This outcome reaffirms
that a data-driven NUF can extract more TSI. The utilization of such filterbanks
for deriving STM representations should theoretically be more effective, and the
performance of STM align with our expectations. The best performance is 9.06%
when the channel number setting as 64.

5.7 Summary

This chapter applies the proposed feature representations in the FAD task. First,
we investigate the prosody information differences in the voice represented by us-
ing the jitter and shimmer features for the FAD task. In accordance with the
statistical analysis results, the most promising features were selected and incorpo-
rated with a DNN-based FAD system. To further enhance the performance of the
proposed FAD system, two additional F estimation methods, namely YIN and
IRAPT, were utilized in place of the IRAPT algorithm when extracting features.
Different weights were tested to find out the optimal combination between the
Mel-spectrogram and shimmer features.

Statistical analysis results indicate prosody differences captured by the shim-
mer features, especially the CS3, can provide important information to distinguish
between fake and genuine speech. This finding can be further verified by combin-
ing the static and dynamic CS3 features with the Mel-spectrogram and integrating
them into the LCNN-BLSTM-based FAD system. The results obtained from the
ADD2023 dataset indicate that utilizing YIN and SWIPE algorithms can further
improve the performance of the FAD system due to the accuracy of Fy detection
and broader frequency search range. During the online test of ADD2022, EER
decreased from 33.47 % to 31.50 % in the absence of VAD, namely an improve-
ment of 5.89 %. During the online test of ADD2023, a combined weight of 3:2
resulted in a significant improvement. The EER decreased from 41.29 % to 35.77
%, achieving an improvement of 13.37 %.

To propose more effective STM representations, we compare the performance
of different filterbanks in the ASVspoof challenge. The most potential filterbanks
are used to derive the STM representations. Filterbanks with different channel
numbers are also discussed. The overall results show that data-driven NUF out-
performs commonly used filterbank, including the LFB, MFB, and GFB. Finally,
the STM representation with channel number 64 achieved the best performance
in the test set of ASVspoof 2019 challenge.
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Chapter 6

Factory Automation Based on
Machine ASD

ASD for machine condition monitoring enables workers to arrange maintenance
work to fix machine problems in the earliest stages of anomaly, thus reducing
maintenance costs and preventing damage. Developing advanced ASD systems
is an important component of the fourth industrial revolution and has received
increasing attention in recent years.

The log Mel spectrum (LMS) is widely used as an acoustic front-end in an
NN-based ASD system [134, 135, 136]. The Mel filterbank (FB) is designed on
the basis of the pitch perception of the human ear. It has a higher resolution in
the low-frequency regions and a lower resolution in the high-frequency regions [41].
However, it can be argued that the human ear is not the most effective in detecting
machine anomalies. Moreover, different types of machines have different vibration
frequency regions depending on their physical property. Consequently, the dis-
criminative information of sounds emitted from different types of machines may
be encoded non-uniformly in the frequency domain. The Mel FB may filter out
important information at the high-frequency regions, decreasing the performance
of an ASD system. Therefore, quantifying the importance of the frequencies of
different types of machines for ASD is necessary.

This chapter aims to apply the proposed quantification method of frequency
importance, which is introduced in Chapter 3, in the machine ASD task. Addition-
ally, STM representations are also applied to extract more TSI information. First,
an autoencoder-based ASD architecture is introduced. All of our proposed features
are tested using this architecture. The experiment data and matrix, experimental
setting, and experimental results and discussion are described in Section 6.2,6.3,
and 6.4, respectively.
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6.1 Proposed Methods

The calculation of the F-ratio for machine m can be defined as

_ % Zc(um,c - um)2
= o

ﬁ Zc Zi:l(‘rm,e - um,c)2
where xfmc is the sub-band energy of the ¢-th audio of class ¢ with i =1,2,..., N,

m € {fan, gearbox, bearing, slider, toycar, toytrain, valve}, and ¢ € {normal, anomaly}.
The equations

) (6.1)

m

1 - 1 gy
Um,c = N;xﬁn,c and Um = Q_NZ;me’C

c

are used to calculate the variables that represent the sub-band energy averages for
class ¢ and for all classes, respectively.

Equation (6.1) is the ratio between the inter-class variances and intra-class
variances of speech power in a given frequency band. A larger value obtained in
a frequency band means that more discriminative information is encoded in that
band.

Based on the F-ratios, seven different filterbanks for seven types of machines
are designed to extract more discriminative information. The log non-uniform
spectrum (LNS) was extracted by replacing the filterbank used in the extraction
processes of the log mel spectrum (LMS). The detailed process of our proposed
ASD systems is shown in Fig. 5.1, the autoencoder (AE) model includes an encoder,
bottleneck layer, and decoder modules. All modules consist of fully connected
layers. The mean squared error (MSE) is used as the cost function to optimize
the overall system. In the testing phase, audio with high reconstruction error was
treated as anomalous sound.

6.2 Experiment data and matrix

We used the dataset provided by the DCASE2022 Challenge Task 2 [137, 138].
The dataset is comprised of normal and anomalous sounds produced by seven
types of machines, i.e., fan, gearbox, bearing, slide, tor car, toy train, and valve.
Sounds recorded from each type of machine are divided into six sections in accor-
dance with the differences in machine configurations; sections 01, 02, and 03 are
organized in the development dataset; sections 04, 05, and 06 are in the evaluation
dataset. During the analysis step, we used {100 normal,100 anomaly}x3x7 clips
of the development data to calculate F-ratios. During the training step, we used
1,000x3x7 clips of the development data to train the AE model. It is worth noting
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that the data used to calculate the F-ratio is not used for model training. During
the evaluation step, we used 200x3x7 clips of test data in both the development
and evaluation datasets to evaluate the effectiveness of the proposed method. The
length of each clip was fixed to 10s.

The area under the curve (AUC) and partial-AUC (pAUC) for the receiver
operating characteristic (ROC) curves were used to evaluate the proposed ASD
method. The formulae of AUC and pAUC can be found in [134]. Generally,
AUC and pAUC are the average sums of anomaly scores. However, the difference
between pAUC and AUC is that pAUC is designed to focus on a low false-positive-
rate portion of the ROC curve over a pre-specified range of interest [0,p = 0.1]. In
practical situations, if an ASD system generates false alarms frequently (high false-
positive rate), the system is not trustworthy. Therefore, using pAUC to encourage
a high true-positive rate under low false-positive-rate conditions is essential.

The DCASE2022 challenge [139] provides the formulae to calculate AUC and
pAUC for each machine type, section, and domain as follows:

1 Mo N
AUCna = 5= SN H(A(x]) = A7) (6.2)

d*'n =1 =1

PNy | N

1

PAUCn = 15137 Zl ;H(Ag(xf) — Ag(27)), (6.3)
where H(z) is a sign function that returns 1 if x > 0 and 0 otherwise. Ay(+) is the

proposed ASD that produces an anomaly score for each input clip.
where m,n, and d = {source, target} are a machine type, a section, and a
domain, respectively. N, is the number of normal test clips in the domain d in
the section n in the machine type m, N,I the number of anomalous test clips in
the section n in the machine type m, and N, the number of normal test clips
in the section n in the machine type m. H(x) is a sign function that returns 1 if
x > 0 and 0 otherwise. Ay(-) is the proposed ASD that produces an anomaly score

for each input clip. {xi_}f»vzdl and {x;’}f\fl are normal and anomalous test clips in
domain d in section n in machine type m, respectively. The difference between
pAUC and AUC is that pAUC is design to focus on a low false-positive-rate portion
of the ROC curve over a pre-specified range of interest [0,p = 0.1]. In practical
situations, if a ASD system generates false alarms frequently (high false-positive-
rate), the system is not trustworthy. Therefore, using pAUC to encorage high
true-positive-rate under low false-positive-rate conditions is essentially important.
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6.3 Experimental setting

To extract the LMS, 10-s audio clips were first split into different frames with
frame lengths of 64 ms and hop lengths of 32 ms. The Mel-spectrogram feature
was then extracted with the following parameters: n_f ft=1024, hop_length=>512,
num_filters=128, and power = 2.0. We extracted the LNS using the same config-
uration but different FBs compared with the LMS. Five consecutive frames with
a sliding window were concatenated into one feature vector with a dimension of
640 and fed into the detector. For example, we assume that the input signal is
X = {X;}, where X; € RM and M and T are the number of Mel-filters and
time-frames, respectively. Then, the acoustic feature at ¢ is obtained by concate-
nating consecutive frames of the feature as vy € R”, where D = P x M, P = 5,
M =128 and D = 640. The reconstruction error is calculated as:

T
1 2
B0 = 57 D =00 (6.4
where r(1;) is the vector reconstructed by the AE model, and || - ||2 is Lo norm.

The AE model had four dense layers with 128 dimensions for the encoder/decoder
and one bottleneck layer with 8 dimensions. We trained the model for 100 epochs
using the Adam optimizer [140] with a learning rate of 0.0001 and batch size of
128.

6.4 Results and discussion of Spectral Features

The quantification results of discriminative information for ASD for each machine
are shown in Fig. 6.2. We also illustrate the frequency-band importance of the Mel
scale for comparison. This result can be understood as the derivative of the Mel
scale. It is evident that the frequency importance in the Mel scale decreased with
the increase in frequency. The quantification results using the machine-wise F-
ratio indicate that the discriminative feature for ASD of each type of machine was
encoded non-uniformly in the frequency domain. There are many discriminative
features concentrated in the high-frequency regions, such as the gearbox and slider.

Based on the F-ratios, we designed the machine-wise ASD systems on accor-
dance with the pipeline shown in Fig. 6.1, and carried out experiments to examine
its effectiveness. The results of harmonic mean (HM) and arithmetic mean (AM)
in both development and evaluation datasets are listed in Tables 6.1 and 6.2,
respectively. All results are shown in percentages, and the improved results are
highlighted in bold.

The proposed LNS generally improved the performance in both development
and evaluation datasets for most of the machines. The LNS obtained the highest
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Table 6.1: Overall results by using the proposed (LNS) and baseline (LMS) features
in terms of AUC (%) and pAUC (%) in the development dataset.

AUC pAUC
LMS LNS LMS LNS
AM 6422 66.48 5325 56.11

Machines Sections

Toy car
HM 63.01 65.00 53.23 56.05
. AM 51.20 57.35 50.49 52.65

Toy train
HM 49.55 56.74 50.48 52.62
. AM 56.68 65.75 50.93 58.18

Bearing
HM 55.65 65.12 50.86 57.70
B AM  64.45 60.68 58.39 56.79

an

HM  63.14 59.23 57.93 56.40
AM 65.54 70.10 59.00 59.93

Gearbox
HM 65.28 69.79 58.74 59.26
) AM 63.68 69.95 56.54 62.49

Slider
HM 62.77 68.98 56.27 62.28
AM 50.59 54.53 50.33 50.72
Valve

HM 50.38 54.41 50.29 50.70
AM 59.48 63.55 54.13 56.69

Average

HM 55.05 60.13 53.76 56.20
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Table 6.2: Overall results by using the proposed (LNS) and baseline (LMS) features
in terms of AUC (%) and pAUC (%) in the evaluation dataset.

AUC pAUC
LMS LNS LMS LNS
AM 5920 70.43 56.91 63.32

Machines Sections

Toy car
HM 57.07 66.74 56.46 62.49
. AM 4473 46.13 50.26 49.09

Toy train
HM  44.44 43.53 50.25 49.06
. AM 44.79 51.86 50.23 51.09

Bearing
HM 43.20 51.43 50.17 51.09
B AM 48.81 50.90 51.07 51.46

an

HM 4791 50.54 51.02 51.43
AM 51.63 54.45 50.40 52.32

Gearbox
HM 50.40 53.09 50.40 52.19
) AM  49.16 48.35 50.61 50.23

Slider
HM  44.52 4445 50.56 50.18
AM 45.60 45.31 49.65 49.68
Valve

HM 45.15 45.27 49.62 49.67
AM 49.13 52.49 51.31 52.45

Average

HM 47.14 49.78 51.13 52.00
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Figure 6.3: Results in the evaluation dataset of DCASE2022 Challenge Task 2
using sounds recorded from the fan and toy car. Blue and red dots correspond to
the baseline and proposed systems, respectively. The higher AUC and pAUC, the
better performance.
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improvement in the bearing of the development dataset and in the toy car of the
evaluation dataset, which are relative improvements of 17.02 and 16.94 % for HM,
respectively. By using the proposed LNS, averaged HMs improved from 55.05 to
60.13% in the development dataset and from 47.14 to 49.78% in the evaluation
dataset, achieving relative improvements of 9.22 and 5.60% respectively.

There are two exceptions. The proposed LNS provided better performance in
the fan of the evaluation dataset, but the performance degraded in the development
dataset. In contrast, the LNS performed better in the slider of the development
dataset even when degradation occurred in the evaluation dataset. This could be
because the frequency-band importance is calculated independently with Eq. (6.1),
which makes it difficult to consider the combined effects of each frequency com-
ponent for all machines with the F-ratio. A more suitable quantification method
could further improve performance.

Figure 6.3 shows a comparison of results between our proposed method with
83 other methods for fan and toy car. Each dot corresponds to a different system
proposed in the DCASE2022 Challenge Task 2. There was a significant improve-
ment by replacing the LMS of the baseline (blue dot) with the LNS extracted with
our quantification results (red dot). The other state-of-the-art methods appeared
to have higher performances; however, they employ heavy deep NNs containing
hundreds of millions of parameters and pre-trained models. It appears that our
proposed LNS feature with a simple AE-based detector can achieve results com-
petitive with systems composed of more sophisticated models and training data.

6.5 Results and discussion of STM Representa-
tions

In this section, we derive the temporal modulation (TM), spectral modulation
(SM), and STM representations using the Gammatone (GFB), Mel (MFB), and
the proposed data-driven non-uniform filterbanks (NUF) with channel number 80,
respectively. The overall results of using the proposed feature representations in
terms of AUC (%) and pAUC (%) in the development dataset are listed in Table
6.3. All results are shown in percentages, and the improved results are highlighted
in bold.

The results indicate that incorporating TM representations can enhance the
performance of time-frequency (TF) features. For instance, utilizing TM leads to
an improvement in the AUC (target) metric for AM from 47.55 % to 49.62 %, and
for HM, the enhancement is from 41.48 % to 45.21 %. Additionally, the results
demonstrate that the inclusion of STM, which encompasses both SM and TM,
further enhances accuracy. Particularly, the STM derived from the proposed NUF
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achieves a noteworthy 52.19 % in the AM of AUC (target), reflecting a significant
7.9 % improvement compared to the MFB feature (48.36 %).

6.6 Summary

This chapter applies the proposed spectral features and STM representation in
the machine ASD task. First, we quantified the importance of different frequen-
cies for the anomalous detection of seven types of machines using a data-driven
statistical-based quantification method (machine-wise F-ratio). We found that
the discriminative features of each machine were encoded non-uniformly in the
frequency domain. To highlight such important frequencies, we designed non-
uniform FBs that have high resolutions in the frequencies with high F-ratios and
used them to extract the LNS. The correctness of quantification results and effec-
tiveness of the proposed LNS were verified in the DCASE2022 Challenge Task 2
with a simple AE-based detector. Compared with the LMS, the LNS achieved a
relative improvement of 9.22 and 5.60% in development and evaluation datasets
in terms of averaged HM of AUC, respectively. Furthermore, the performance was
further improved when we used the STM representations derived from the pro-
posed NUF, and the TM contribute more effectiveness compare with the SM in
the machine ASD task.
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Chapter 7

Conclusion

7.1 Summary

Acoustic feature extraction from raw speech can be useful in many application
fields, including human-computer interaction, speech security, industrial automa-
tion, and others. This study aims to extract advanced feature representations that
can contain more task-specific discriminative information for automatic speaker
verification (ASV), fake audio detection (FAD), and machine anomalous sound
detection (ASD) tasks. These three applications cover data of speech, machine-
synthesized speech, and non-speech. Therefore, the conclusion of this study has a
certain generalization.

Inspired by the human auditory mechanism, frequency domain analysis, time
domain analysis, and spectral temporal modulation (STM) analysis are imple-
mented to achieve the research target. Both time and frequency domain analyses
can help us confirm the importance of different auditory attributes and provide
guidance for the designing of the STM analysis methods. This study believes that
the STM analysis deals with both spectral and temporal modulation of audio to
perceive auditory attributes related to audio production, hence providing more
discriminative information for different tasks.

In the frequency domain analyses, this study investigates the importance of
different frequency regions for ASV, FAD, and machine ASD tasks. The proposed
methods aim to answer the question of which frequency regions are more impor-
tant for task-specific information (TSI) extraction. The frequency-wise attention
structure combined with a ResNet is proposed to quantify the nonlinear combined
effect of frequency components. The experimental results from these three applica-
tions consistently indicate that TSI is non-uniformly distributed in the frequency
domain, and more distinguish information can be extracted by highlighting such
important frequencies. Moreover, the frequency modulation is related to the cep-
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stral analyses. Therefore, the effectiveness of the proposed non-uniform filterbank
cepstral coefficients (NUFCC) indicates that the spectral modulation contains a
lot of discriminative information for different applications.

In the time domain analysis, the jitter and shimmer features which are related
to the timbre and prosody information are investigated in the FAD task. Jitter and
shimmer features reflect the characteristics of amplitude and frequency perturba-
tion (AFP). We aim to answer the research question of whether can we represent
TSI in the time domain. The experimental results indicate that both the static
and dynamic shimmer features of voice can provide discriminative information and
are complementary to the traditional spectrum-based systems in the FAD task.
This finding can help us confirm the importance of temporal modulations.

In the STM analysis, we want to answer the research question of can STM rep-
resentations obtain more TSI. The data-driven NUF designed from the frequency
analysis stage is utilized to derive the STM representation, which is an advanced
feature representation proposed in this study. By using the STM representations,
variations in the spectral and temporal domains should be included. According
to the current results from these three applications, the STM representations can
achieve competitive performance in the FAD and machine ASD tasks, which cov-
ering synthesized speech and non-speech signals. However, in the ASV task, the
current results are inconsistent with our initial expectations. It seems that the po-
tential problem arises from the machine learning methods (i-vector) that we used
initially designed for short-term features. Due to the broader temporal context of
STM representations, there is generally a lower count of available training vectors.
Moreover, various modulation frequencies carry distinct auditory information, and
the significance of this information varies across different applications. Feeding all
the information to the back-end classifier results in redundant data, as not all of
it is equally crucial for different purposes. Consequently, a specific-designed DNN
architecture may be required to deal with these problems.

In conclusion, spectral analysis, temporal analysis, and STM analysis are cru-
cial in the human auditory system. More advanced and distinguished feature rep-
resentations can be developed by considering these important auditory attributes.
Current research still has plenty of room to improve in the application of STM
representations.

7.2 Contributions

This study focuses on the extraction of feature representations with the inspira-
tion of the human auditory mechanisms. The proposed methods can be used in
different audio detection and verification tasks, such as ASV, FAD, and machine
ASD. Therefore, this study contributes to society by improving the security and
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reliability of digital speech communication systems. This study can also accelerate
the process of factory automation, providing predictive maintenance, minimizing
downtime, optimizing production efficiency, and reducing overall costs. Moreover,
this study contributes to our broader understanding of how humans perceive speech
from production, benefiting not only for security and technology but also for fields
like biology, linguistics, psychology, and cognitive science.

7.3 Future Work

Applying STM representations in different acoustic scene analyses still has a lot of
room for improvement. Future works will focus on the following issues to maximize
the effectiveness of STM representations in different acoustic applications.

e Analyzing the robustness of STM representations in the presence of noise is
a crucial aspect, especially for practical applications where real-world envi-
ronments often introduce various forms of noise. Future work will conduct a
comprehensive analysis of the types and levels of noise present in real-world
scenarios. Understand the characteristics of noise in the application domain
and how it interacts with STM representations.

e Designing DNN architectures to extract discriminative information from
STM representations is necessary. The STM representations contain more
long-term information and different feature channels have different resolu-
tions. One possible way is to design a DNN to handle multiple resolutions.
This can involve incorporating multiple parallel pathways or using archi-
tectures like U-Net, which are known for handling multiple resolutions ef-
fectively. Utilizing convolutional layers with different filter sizes to capture
information at different scales is another possible way. In addition, incor-
porating attention mechanisms allows the model to focus on specific parts
of the input sequence. Spatial and temporal attention mechanisms can be
particularly useful for dealing with varying resolutions.

e Integrating STM representations with traditional acoustic features is a promis-
ing approach to leverage the strengths of different types of features. There are
several feature fusion methods will be considered. Early fusion concatenates
the STM representations and traditional features at the input level before
feeding them into the model. This method combines information from both
feature sets at the beginning of the processing pipeline. Late fusion trains
separate models on STM and traditional features and combine their predic-
tions at a later stage. This method allows the model to learn independent
representations for each feature set and then combine them. In addition,
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attention mechanisms are another commonly used feature fusion approach.
It implements attention mechanisms to dynamically weigh the importance of
STM and traditional features based on the context. Attention mechanisms
allow the model to focus on relevant features for different inputs.
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