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Abstract 
  

The human body naturally expels many different gases through respiration and 

skin. These gases can be monitored and used as a noninvasive diagnosis tool for many 

diseases. With this application in mind, there have been many studies on high-sensitive 

gas sensors. Usually, a large number of different compounds have to be monitored at the 

same time for an accurate diagnosis. In order to achieve this, it is common practice to use 

an array of different sensors along with machine learning techniques. Another possibility, 

still not well explored, is to use the electronic noise of only one device to differentiate the 

compounds. 

In this work, the possibility of using the low-frequency noise of suspended 

graphene nanoribbons (GNR) fabricated through chemical vapor deposition (CVD) for 

gas identification is explored. Commercially available CVD graphene (Graphenea) on a 

300 nm SiO2 and Si substrate was used. The metal contacts (Cr + Au) were patterned with 

electron beam lithography and deposited through physical vapor deposition, followed by 

a lift-off process. The GNR was defined with electron beam lithography, and the graphene 

was suspended by etching the SiO2 with buffered hydrofluoric acid (BHF). The noise 

measurement was performed by monitoring the current of the device using a lock-in 

technique. Experiments with oxygen show that oxygen causes an increase in the low-

frequency noise of the GNR by the appearance of a random telegraph signal (RTS). The 

RTS observed is anomalous (it only appears at some time periods), with an average dwell 

time in the high-resistance state of 2.9 ms, and an average dwell time in the low-resistance 

state of 2 ms for one device with GNR width and length of 200 nm. In another device 

(same dimensions) it was noticed that the average dwell time increased from around 6 ms 

to 35 ms during the measurement period. A possible explanation for the observed RTS is 

that it is caused by oxygen molecules’ movements (vibration, rotation, and diffusion) 

before they can finally find an energetically more stable configuration. Once this 

configuration is found, the molecules chemisorb on the graphene and the RTS stop. 

The initial experiments with oxygen are promising. However, part of the metal 

contacts is also suspended because the BHF diffuses rapidly under the graphene. As a 

result, the metal areas that have graphene underneath are also suspended. Two main issues 

are present because of this. The first one is that there is a higher possibility of device 

collapse. The second issue is that the RTS may be caused by the adsorption of oxygen on 

the graphene underneath the contacts. Devices with metal-graphene-metal (MGM) 

contacts were fabricated to solve these issues. In this new structure, the SiO2 in the contact 

region is etched with CF4 reactive ion etching. Metal was deposited on the open regions, 



 

and only after it, the graphene was transferred to the sample. Therefore, the graphene in 

the contact region is on a metal layer, avoiding the over-etching under it. The top metal 

layer is used to ensure good resistance contact and to leave only the channel area exposed. 

A new sample was fabricated using the MGM contact structure. 1 nm of tin was 

deposited in half of the sample’s devices to verify if it could act as an adsorption site and 

increase sensitivity. Experiments with ethanol, acetone, benzene, and oxygen were 

performed. Changes in the low-frequency noise were observed only for oxygen 

(appearance of RTS). No conclusive difference was observed between the devices with 

and without tin. Likely, the tin formed a film covering the graphene (instead of 

nanoparticles). As a result, the number of adsorption sites (and device sensitivity) could 

not be increased. Lastly, from the results with oxygen, there is good evidence that the 

width of the GNR must be considered. Therefore, the effect of gases on the graphene’s 

low-frequency noise may be increased with further device optimization. 

 

Keywords: Suspended graphene, Random telegraph signal, Low-frequency noise, 

Oxygen adsorption, Gas sensor.  
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Thr Threshold  

tox Isolator thickness [cm] 



 

Tr Transfer rate from the LIA to the computer [Hz] 

tup Dwell time in the up state [s] 

V Average voltage [V] 

V Volume [m3] 

VD Drain Voltage [V] 

vF Fermi velocity [m/s] 

VG Gate voltage [V] 

W Channel width [m] 

Wmask EBL mask channel width [m] 

X(t) In-phase component  

Y(t) Quadrature component  

ΔI Current difference between two RTS states [A] 

ε Dielectric permittivity  [F/cm] 

θ Phase angle [rad] 

ρ resistivity [kΩ/□] 

σ(t) Time-dependent electrical conductance [S] 

σstd Standard deviation  

τ Wavelet parameter translation  

τc Average dwell for a trap to capture an electron [s] 

τdown Average dwell time in the down state [s] 

τe Average dwell for a trap to emit an electron [s] 

τup Average dwell time in the up state [s] 

Φ(f) Wiener filter  

Ψ(t) Wavelet mother  

ω Frequency [rad/s] 

ωm Modulation Frequency [rad/s] 

𝜑 Demodulation phase angle [rad] 

 

 

 

  



 

List of Constants 

Symbol Description Value 

e Elementary charge 1.6 x 10-19 C 

i Imaginary number √−1  

kB Boltzmann’s constant 1.380649 x 1023 J/K 

ħ Reduced Planck’s constant 1.054571817 x 10-34 J∙s 



1 

 

Chapter 1   

Introduction 

 Overview of Research 

 Recently, there has been great interest in research and development of high-

sensitive gas sensors for medical diagnostics, agriculture, indoor gas monitoring, etc. The 

human body naturally exhales volatile organic compounds (VOCs) through respiration 

and skin. Alterations in the composition of these compounds can be used to diagnose 

many diseases [1]. For example, changes in the concentrations of compounds like acetone, 

ammonia, and ethanol are linked to gastric cancer, diabetes, liver disorder, mental and 

physical stress, and kidney diseases [2-6]. [2] [3] [4] [5] [6]. 

 The sensitivity necessary for these applications is in the range of parts per billion 

(ppb) [7]. Thus, there is intense research on developing high-sensitive gas sensors. 

Graphene is a two-dimensional material made of a sheet of carbon atoms arranged in a 

hexagonal manner [8]. Because of its electrical and mechanical properties, it has gained 

a lot of attention since the fabrication of single-layer graphene was demonstrated in 2004 

[9].Thanks to its high surface area (2630 m2/g) and electron mobility (2.5 x 105 cm2V-1s-

1), graphene is a promising candidate to be used in gas sensing [10]. As a matter of fact, 

graphene is sensitive enough to detect adsorption/desorption events of single molecules 

[11] [12].  

 VOCs exhaled by the human body are a complex mix of many gases. Thus, 

usually, it isn’t enough to monitor just one compound for a precise medical diagnosis [13]. 

Therefore, an electronic nose (E-nose) capable of differentiating the composition and the 

proportion of the compounds is necessary. E-noses usually are made from an array of 

sensors. Each sensor of the array has selectivity to different gases, and the smell patterns 

can be identified and differentiated with machine learning techniques like principal 

component analysis (PCA) and neuron networks [14]. Since graphene lacks selectivity, it 

is common to functionalize it with different materials to obtain selectivity to a specific 

gas. A compost of graphene and NO nanosheet has demonstrated selectivity towards NO2 

[15]. Graphene-nanopored activated carbon was used for ammonia sensing [16], while 

carbon molecular sieve/graphene and ZnO/graphene were used for ethanol [17] [18]. 

Many other examples of graphene-based gas sensors can be found in the literature [19-

24]. [19] [20] [21] [22] [23] [24]. 

 Another interesting strategy to create an E-nose is to take advantage of changes 



2 

 

in the electronic noise to identify and discriminate different gases/smells. This would be 

advantageous because a single sensor could be used as an E-nose instead of an array of 

sensors. A single-sensor E-nose would simplify the fabrication processes and reduce the 

size and overall cost. It has already demonstrated that the electronic noise spectrum of 

commercial gas sensors can be used to differentiate the smell of senna tea leaves, potato 

chips, and white pepper [25]. The low-frequency noise of pristine graphene can be used 

to differentiate gases like ethanol, methanol, tetrahydrofuran, chloroform, and acetonitrile 

[26]. Setiad et al. demonstrated that Protoporphyrin, Zn-Protoporphyrin, and 

Phosphomolybdic acid cause random telegraph signal (RTS) in a carbon nanotube and 

that it can be used to discriminate these substances [27]. 

 

 Motivation and Contribution 

 To use electronic noise as a tool to identify different substances and eventually 

use it as a single-device E-nose, the material utilized must be highly sensitive to 

adsorption of gas molecules. Also, it is of interest that the material has low intrinsic noise. 

Graphene possesses both characteristics. Rumyantsev et al. used the noise spectrum of 

exfoliated graphene on SiO2 substrate to identify some gas vapors [26]. Lorentzian bulges 

appear on the low-frequency spectrum of the graphene device at a characteristic 

frequency. The characteristic frequency depends on the gas to which the graphene is being 

exposed. Therefore, it can be used for gas identification. However, the bulges aren’t 

present for every gas vapor tested, even though resistance changes were observed. 

Though it was argued that the bulges may be caused by charge traps, the mechanism 

behind the appearance of the bulges is not well understood yet. 

 The work by Rumyantsev et al. is an impressive proof of concept. However, they 

concentrated only on organic vapors, and exfoliated graphene cannot be fabricated on a 

large scale. To verify if this method is viable for practical applications, it is of interest to 

investigate if lighter molecules can have a similar effect on graphene obtained by 

chemical vapor deposition (CVD). In this work, commercially available CVD graphene 

(Graphenea) was used. Graphene nanoribbons (GNR) were fabricated following a usual 

top-down lithography process. It is known that CVD graphene is more defective than 

exfoliated graphene, which increases its intrinsic noise. This issue can be overcome by 

suspending the GNR since suspended graphene has lower noise than graphene supported 

on a substrate [28]. 

 Another point is that the bulges in the spectrum can be an indication of RTS. 

Therefore, it seems advantageous to perform measurements on the time domain. The 
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frequency response can be analyzed by calculating the spectrum from the measured time 

series. In this work, measurements in the time domain were performed through an 

alternate current (AC) lock-in technique [29] [30]. The advantage of this method is that 

an analysis in both domains could give more information on the physical mechanism. 

Lastly, the possibility of using tin nanoparticles as adsorption sites to enhance the 

response of the GNR is investigated. 

 

 Document Organization 

 

 This document is organized as follows: 

 Chapter 1 presents the motivation and background of this work and summarizes 

the organization of this document. 

 Chapter 2 gives the background necessary to comprehend the main results of 

this research. An introduction to the electronic properties of graphene is provided, as well 

as the main mechanisms used in gas sensors based on graphene. The fundamentals of 

noise and the physical mechanisms behind electronic noise are presented. A review of the 

intrinsic noise of graphene is also provided. 

 Chapter 3 discusses in detail the fabrication process of the suspended GNR. 

Two different structures were considered: suspended contact structure and metal-

graphene-metal structure. Unintentionally, part of the metal contacts is also suspended as 

an unavoidable consequence of the fabrication process used for the first structure. Since 

the effect of the suspension of metal contacts is unclear, a second structure, where the 

metal contacts aren’t suspended, was fabricated. Lastly, the measurement setup used to 

measure low-frequency noise is described. 

 Chapter 4 describes the effect of oxygen on devices with suspended contacts, 

where it was noticed that oxygen can cause RTS on suspended graphene. 

 Chapter 5 presents the results obtained under exposure of suspended graphene 

(pristine and functionalized with tin) on ethanol, acetone, benzene, and oxygen. 

 Chapter 6 summarizes the conclusions obtained from this work and outlines 

possible future works on the subject.  
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Chapter 2   

Research Background 

 Basics of Graphene Electronic Transport 

 The band structure of a single layer of graphite was already studied in 1947 [31]. 

Each carbon is organized in a hexagonal lattice, and the distance from the three nearest 

neighbors (a) is 1.42 Å (Figure 2.1). Three of the electrons form strong, hybridized sp2 

bonds (σ-bond). The fourth electron forms the 2pz orbital (π-bonds), perpendicular to the 

lattice plane. The electron conduction occurs mainly through the π-bond. Considering the 

π-bond and using a tight-binding model, the eigenvalues E(k) as a function of the 

reciprocal space vector (k) is given by [8] 

 

𝐸±(𝒌 ) =  ±ℎ√3 + 𝑤(𝒌 ) − ℎ′𝑤(𝒌 ),                               (2.1) 

𝑤(𝒌 ) = 2 cos(√3 𝑘𝑦𝑎) + 4 𝑐𝑜𝑠 (
√3

2
 𝑘𝑦𝑎) 𝑐𝑜𝑠 (

3

2
 𝑘𝑥𝑎),                 (2.2)       

 

where h is the nearest hopping energy (~2.8 eV), and h’ is the next nearest-neighbor 

hopping energy. Figure 2.2 shows the electronic dispersion given by Equation 2.1 and 

Equation 2.2.  

 

 

Figure 2.1 Graphene lattice in real and reciprocal spaces. 
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Figure 2.2 Graphene’s electronic dispersion [8]. 

  

 Near the K and K’ points (Dirac points) in the reciprocal lattice, the electronic 

energy dispersion can be approximated by a linear dispersion:  𝐸±(𝒒) ≈  ±ħ𝑣𝐹|𝒒| [32],  

where ħ is the reduced Planck’s constant (1.0545781 x 10-34 J∙s), q is the momentum 

relative to the Dirac points, and vF is the Fermi velocity of π electrons (vF ≈ 1 x 106 m/s) 

[31]. The K and K’ points are called Dirac points because the linear dispersion near them 

is similar to the one obtained from the Dirac equation for relativistic particles. It is 

interesting to note that graphene has no band gap between the conduction and valence 

bands. Because of this, graphene is considered a semi-metal. 

 An important characteristic of graphene is that the charge carrier density (n) can 

be modulated with gate voltage (VG). A metal electrode is used to apply a gate voltage to 

the graphene through an isolator with thickness tox and dielectric permittivity ε. By doing 

so the graphene resistance can be modulated. If a drain voltage (VD) is applied to one of 

the remaining terminals, the graphene can be used as a field effect transistor (FET). Figure 

2.3 shows a schematic of the bias applied in such cases. 

  

 

Figure 2.3 Graphene field effect transistor Configuration. 
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 The induced carrier density is given by: 

𝑛 =
𝐶𝐺𝑉𝐺

𝑒
,                                                              2.3 

𝐶𝐺 =
𝜀

𝑡𝑜𝑥
,                                                                2.4 

where CG is the gate capacitance in F/cm2, and e is the elementary charge (1.6 x 10-16 C). 

Another important characteristic of graphene is that it can induce electrons and holes, 

depending on the polarization of VG. Ideally, at VG = 0 V, the Fermi energy (EF) is at the 

Dirac point, between the valence and conduction bands (at the point of encounter between 

the upper and lower energy cones). In this situation, the density of holes and electrons are 

the same, and the transfer characteristic of the graphene FET (drain current (ID) vs VG 

curve) is at its minimum. If positive gate voltage is applied, the EF moves upwards, and 

electrons are induced in the graphene channel. As a result, the current increases. If 

negative gate voltages are applied, holes are induced (EF moves downwards) and the 

current increases again. In short, the transfer characteristic presents ambipolar behavior, 

as illustrated in Figure 2.4 

 

Figure 2.4 Transfer characteristics of undoped Graphene FET, and the energy band 

diagram illustration on each branch. 

  

Figure 2.4 illustrates a specific situation, where the graphene is not doped by 

impurities and/or substrate. In real cases, it is very common for graphene to have some 

doping due to interactions with the substrate, metal contacts, resist leftovers, etc. In that 

case, the minimum of the transfer curve will not be at VG = 0 V. The gate voltage in which 

the minimum of the curve happens is an indicator of graphene doping, and it is called the 
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charge neutrality point (CNP). In the case of n-type doping, there will already be electrons 

in the conduction band induced by the doping when VG = 0 V. Thus, negative VG must be 

applied to reach the CNP. In other words, the CNP shifts to the left of the graph. In a 

similar way, the CNP shifts to the right in the case of p-type doping (Figure 2.5). Taking 

this into consideration, the total carrier density (ntot) in the graphene channel can be 

approximated by [33]:  

 

𝑛𝑡𝑜𝑡 =  √𝑛0
2 + 𝑛(𝑉𝐺 − 𝐶𝑁𝑃)2,                                            2.5 

 

where n0 is the residual carrier concentration at VG = CNP. 

 

 

Figure 2.5 Effect of doping on the charge neutrality point of graphene. 

 

 Graphene Gas Sensors 

As a two-dimensional material, every effect on graphene can be considered a 

surface effect. Therefore, it is expected that it will be very sensitive to changes in its 

environment, which makes graphene a promising material to be used in sensors. The 

sensing is usually performed by monitoring the graphene current and/or resistance 

changes under exposition to different gases. Under absorption, there are two main effects 

from the gas molecules. One is the increase in the Coulomb scattering, which increases 

the graphene resistance. Single CO2 molecule physisorption was detected by this method, 

where it was noted that single adsorption/desorption events increased/decreased the 

resistance of a GNR by about 60 Ω (Figure 2.6) [12]. Another effect is the doping caused 

by electron transference to/from the graphene sheet. In that case, the influence on the 

graphene resistance depends on the intrinsic doping of the device. If the graphene was 
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originally n-doped and a donor molecule is adsorbed to its surface, the resistance will 

decrease because there will be more free electrons available for electrical conduction. If 

an acceptor molecule is adsorbed, there will be fewer electrons, and the resistance will 

increase. Either way, it is very common to monitor the resistance changes under exposure 

to the target gas. Figure 2.7 shows the effect of NO2 at a concentration of 100 particles 

per million (ppm) on the graphene current [34]. 

 

 
Figure 2.6 Detection of adsorption/desorption of single CO2 molecule in suspended 

graphene. Adsorption causes an increase in resistance of around 60 Ω, while desorption 

causes a reduction of around 60 Ω [12]. 

 

 

Figure 2.7 Current response of graphene under exposure to 100 ppm NO2 gas [34]. 
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 A disadvantage of graphene is that it is still difficult to control the doping level 

during fabrication. The substrate, left-over lithography resist, and humidity influence the 

doping level of graphene [35] [36]. Under exposition to a gas, the electrical current level 

of graphene will depend on the Coulomb scattering, and on the intrinsic doping level. 

Therefore, it is difficult to consistently obtain a relationship between resistance changes 

and gas concentration for different devices. Especially when the intrinsic doping level 

can have a large variation from device to device. Another way to use graphene as a gas 

sensor is to monitor its CNP. As illustrated in Figure 2.5, doping causes a shift in the CNP 

of the device. If the target gas is a donor, the CNP shift will be negative (graphene will 

be more n-doped). In the case that the gas is an acceptor, the CNP shift will be positive. 

By using this method, the sensing of ammonia at 500 parts per trillion (ppt) has been 

demonstrated (Figure 2.8) [16]. 

 

Figure 2.8 Graphene-based sensor for ammonia. (a) Transfer characteristics at 

atmospheric air and at 500 ppt of NH3 diluted in atmospheric air. (b) CNP shift at different 

NH3 concentrations [16]. 

  

 Another disadvantage of graphene is its lack of selectivity. It is difficult to say 

only from the CNP shift, for example, if a large shift is due to a low concentration of a 

gas with large doping, or a large concentration of a gas with low doping. NH3, for example, 

is a strong donor (charger transfer of 0.018 electrons per molecule), while CO is a weak 

donor (charger transfer of 0.001 electrons per molecule) [37]. To overcome this issue is 

very common to functionalize graphene with different materials. In that case, the material 

used in the functionalization will provide selectivity (possibly through some chemical 

reaction with the target gas), while the graphene still provides high sensitivity [38]. With 

an array of sensors with different selectivity, it is possible to correctly identify different 

gases. Along with CNP shift, other parameters, like electron and hole mobility, can be 
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extracted and used along with machine learning techniques to discriminate some gases 

(Figure (2.9)) [39]. Another option that needs more investigation is to use electronic noise 

as a parameter to sense and identify gas molecules. 

 

Figure 2.9 3D plot in different gas environments for electron mobility (µe), hole mobility 

(µh) and their ratio (µe/µh). Adapted from [39].  

 

 Basics of Electronic Noise 

 Noise is caused by random (stochastic) variations and must be analyzed from a 

statistical point of view. In this section, the basics of mathematics used in noise studies, 

along with a brief review of the physical origin of electronic noise in solid-state materials 

are presented. 

 

2.3.1. Mathematical Modeling of Noise  

 As a stochastic process, noise can be characterized by a probability density 

function pr(x). It gives the probability that the outcome of a measurement (denoted here 

by x) will fall in a determined interval. The probability that a measurement will fall inside 

an interval between x1 and x2 is given by: 

 

Pr(𝑥1 < 𝑥 ≤  𝑥2) =  ∫ pr(𝑥)𝑑𝑥
𝑥2

𝑥1

.                                            2.6  
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In other words, the probability is given by the area under the curve described by 

pr(x), limited by the interval (x1, x2] (Figure 2.10). Naturally, the entire curve area is 

normalized and equal to 1: 

∫ pr(𝑥)𝑑𝑥 = 1.                                                             2.7
∞

−∞

 

 

Figure 2.10 Illustration of a probability density function. 

 

Other important parameters are the mean (𝑥̅ ) and the standard deviation (σstd) of the 

distribution:  

𝑥̅ = ∫ 𝑥𝑝𝑟(𝑥)𝑑𝑥,
∞

−∞

                                                         2.8 

𝜎𝑠𝑡𝑑 = √∫ (𝑥 − 𝑥̅)2𝑝𝑟(𝑥)𝑑𝑥.
∞

−∞

                                             2.9 

  

A very common distribution is the Gaussian distribution, given by  

 

𝑝𝑔𝑠(𝑥) =  
1

𝜎𝑠𝑡𝑑√2𝜋
𝑒𝑥𝑝 [−

1

2
(

𝑥 − 𝑥̅

𝜎𝑠𝑡𝑑
)

2

] .                                  2.10 

  

This distribution is important because the fluctuations caused by a large number 

of random events (like the thermal noise of solid-state materials) tend to have a Gaussian 

distribution.  

 Often, it is useful to obtain the frequency spectrum of the noise. The noise is 

random; therefore, it will have different values for different times. However, given that 

the signal is ergodic (a process where the statistics don’t change with the time and can be 

determined from a single sample), the spectrum of any sample will be the same [40]. 
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Usually, the power of the noise under a determined band is the main figure of interest, 

and the power spectral density (PSD) is used to calculate it. Be f, the frequency in Hz, 

and a function ξ(t), where t is the time, the Fourier transform is given by  

 

𝜉(𝑓) =  ℱ[𝜉(𝑡)] =  ∫ 𝜉(𝑡)𝑒−𝑖2𝜋𝑓𝑡𝑑𝑡,
∞

−∞

                               2.11 

 

and the inverse transform is  

𝜉(𝑡) =  ℱ−1[𝜉(𝑓)] =  ∫ 𝜉(𝑓)𝑒𝑖2𝜋𝑓𝑡𝑑𝑓.
∞

−∞

                               2.12 

  

From the Parseval’s theorem we have that the Fourier transform of the energy of 

the signal in an interval [0.T] is given by [41]  

 

∫ |𝜉(𝑡)|2𝑑𝑡 
𝑇

0

=  ∫ |𝜉(𝑇, 𝑓)|
2

𝑑𝑓.                                      2.13
∞

−∞

 

 

Scaling both sides by T results in the power of the signal, that is given by 

 

1

𝑇
∫ |𝜉(𝑡)|2𝑑𝑡 

𝑇

0

=  ∫
|𝜉(𝑇, 𝑓)|

2

T
𝑑𝑓 =  ∫ 𝑆(𝑇, 𝑓)𝑑𝑓,               2.14 

∞

−∞

∞

−∞

 

 

where S(T, f ) is the power spectral density function, and is given by: 

 

𝑆(𝑇, 𝑓) =  
|𝜉(𝑇, 𝑓)|

2

T
.                                                  2.15 

  

It can be noticed from Equation 2.14 that by integrating the S(T, f ) in a certain 

frequency band, the power in that band is obtained. By integrating S(T, f ) for all 

frequencies, the total power of the signal is obtained. 

 Usually, colors are used as an analogy to describe the noise’s frequency content. 

A PSD with a constant value, for example, is usually called white noise. A parallel to the 

white light, that has all the colors. Other examples of colored noise and their frequency 

content are shown in Table [42]. In this work, the main object of study was the 1/f noise 

(pink noise). 
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Color Frequency content 

Purple f 2 

Blue f 

White 1 

Pink 1/f 

Red/Brown 1/f 2 

Table 2.1 Colored noise and their frequency content [42]. 

 

2.3.2. Electronic Noise in Solid State Materials 

 Electronic noise can be divided into two main categories: intrinsic and extrinsic 

[43]. Extrinsic noise is caused by the influence of electromagnetic waves, mechanical 

vibration, electromagnetic fields emitted by motors and transformers, etc. Intrinsic noise 

(focus of this work) is generated inside the devices and is caused by the random variations 

of charge carriers.  

 One kind of noise present in any conductor is the thermal noise, also known as 

Johnson-Nyquist [44] [45]. It originates from the thermal random movement of electrons 

and has a Gaussian distribution. The voltage PSD (Sv(f )) in this case is constant for all 

frequencies and is given by 4kBTR, where kB is the Boltzmann’s constant (1.380649 x 10-

23 J/K), T is the temperature in Kelvin, and R is the resistance of the conductor.  

 Another type of noise that presents a constant PSD is the shot noise. It originates 

from the random passage of electrons over a potential barrier [46]. The current PSD (SI) 

in this case is given by 

 

𝑆𝐼(𝑓) = 2𝑒𝐼𝐷𝐶 ,                                                            2.16 

 

where IDC is the mean of the current, and e is the elementary charge (1.6 x 10-19 C). 

 Besides the white noise described above, semiconductors, metals, and resistors 

usually present low-frequency noise with a 1/f spectrum. The origin of the 1/f noise was 

and is the subject of much debate, and different systems have different causes. Hooge 

uses a semi-empirical model based on mobility fluctuations to describe the 1/f noise [47]. 

Be µ the mobility, a0 the Hooge’s parameter, and Ne,h the number of charge carriers, the 

PSD is modeled as 

𝑆(𝑓) =
µ2𝑎0

𝑓𝑁𝑒,ℎ
.                                                              2.17 
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In the case of semiconductors, McWhorter showed that 1/f spectrum in 

semiconductors can be caused by trapping/de-trapping of charge carriers [48]. Given that 

1/τe is the probability per unit of time that an electron will be emitted from a trap, and that 

1/τc is the probability that the electron will be captured. The capture and emission of one 

electron by one trap is a two-state Markov process with a PSD given by 

 

𝑆(𝑓) =  
1

𝜏𝑒 +  𝜏𝑐

4

(
1
𝜏𝑒

+  
1
𝜏𝑐

)
2

+ (2𝜋𝑓)2

.                                    2.18 

 

The PSD of equation 2.18 has a Lorentzian form and follows a f -2 behavior, not 

the 1/f that is more commonly observed. For many individual traps, McWhorter showed 

that if the traps have a 1/τc distribution, and that τe and τc are inversely proportional to the 

effective capture cross-section, the 1/f spectrum is the result of the summation of each 

trap’s contribution, as schematically shown in Figure 2.11 (axes in logarithmic scale). 

 

Figure 2.11 Illustration of 1/f noise originated from the sum of PSD of a trap distribution. 

  

It is important to note that the origin of 1/f noise will depend on the material and 

device, and there isn’t a single general theory for every situation.  

 Another type of noise of interest is the random telegraph signal (RTS), also called 

random telegraph noise (RTN), popcorn noise, or burst noise. It is characterized by 

random changes of current between two or more well-defined states, and usually, it is 

attributed to the trapping/de-trapping of carriers. As the transistors’ size reduced, the total 

number of charge carriers involved in the flow of electrical current also reduced. As a 

result, trapping/de-trapping of just one or a few carriers has a large effect on the total 
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electrical current. In metal-oxide-semiconductor field effect transistors (MOSFET) 

specifically, the study of RTS and low-frequency noise is of great interest, because it can 

be used to investigate the oxide quality by determining the traps density and their energy 

levels [49]. Figure 2.12 shows an example of drain current variations in a MOSFET with 

a channel width of 1.2 µm, and a channel length of 0.35 µm [50]. 

 

 

Figure 2.12 Random telegraph signal in a MOSFET for different gate voltages [50]. 
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 A two-state RTS is characterized by the dwell time in each state. Be the state 

with a higher value (electrical current or resistance, for example) the “up state”, and the 

state with a lower value, the “down state”, tup is the dwell time in the up state before a 

transition, tdown is the dwell time in the down state, and ΔI is the difference between the 

two states, as illustrated in Figure 2.13. 

 

Figure 2.13 Illustration of a RTS, showing the dwell time in the up state (tup) and in the 

down-state (tdown). 

 

 As the name implies, the transitions to each state in an RTS occur at random 

times. Therefore, the dwell times are also random. However, modeling of the RTS can be 

done by considering 1/τup as the probability per unit of time that the system will change 

from the up state to the down state, and 1/τdown as the probability per unit of time that the 

system will go from the down state to the up state. In that case, tup and tdown have the 

following probability distributions [51]: 

 

pr(𝑡𝑢𝑝) =  
1

𝜏𝑢𝑝
𝑒𝑥𝑝 (−

𝑡𝑢𝑝

𝜏𝑢𝑝
) ,                                             2.19 

pr(𝑡𝑑𝑜𝑤𝑛) =  
1

𝜏𝑑𝑜𝑤𝑛
𝑒𝑥𝑝 (−

𝑡𝑑𝑜𝑤𝑛

𝜏𝑑𝑜𝑤𝑛
) .                                      2.20 

 

Equation 2.19 and Equation 2.20 show that tup and tdown are exponentially 

distributed, with mean and standard deviation equal to τup and τdown, respectively. The 

cumulative distribution function (F) of the tup distribution shown in Equation 2.19 is given 

by F = 1 – exp(-tup /τup). By rewriting it as -ln(1-F) = tup /τup, and plotting it as a function of 

tup, the slope of the resulting line will be 1/ τup. The same can be done for tdown by taking F = 

1 – exp(-tdown /τdown). Therefore, by plotting -ln(1-F) of the percentiles of the dwell times, one 

can estimate the average dwell times from the linear regression and use it to characterize the 

RTS. It is also a useful test to verify if the measured RTS is a Poisson process. 
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 Naturally, the spectrum of the RTS is also of interest. In an analog way to 

equation 2.18, the PSD of an RTS is a Lorentzian curve and is given by [51]: 

 

𝑆(𝑓) =  
1

𝜏𝑢𝑝 +  𝜏𝑑𝑜𝑤𝑛

4(𝛥𝐼)2

(
1

𝜏𝑢𝑝
+  

1
𝜏𝑑𝑜𝑤𝑛

)
2

+ (2𝜋𝑓)2

.                          2.21 

  

Usually, along with RTS 1/f noise and thermal noise are also present. Since the 

total PSD will be the result of their superimposition, the RTS shows in the spectrum as a 

bulge in the background 1/f noise at a characteristic frequency fc as shown in the 

schematic in Figure 2.14. Also, the characteristic frequency is related to the mean dwell 

times by 

2𝜋𝑓𝑐 =  
1

𝜏𝑢𝑝
+  

1

𝜏𝑑𝑜𝑤𝑛
.                                                 2.22 

 

Figure 2.14 Schematic of bulge in the 1/f noise caused by the RTS. 

 

 To better localize the bulge and determine the characteristic frequency of an RTS, 

it is common to plot the product of PSD and frequency. In this plot, the 1/f becomes a 

constant line, and the bulge appears as a peak at fc (Figure 2.15) 

 

Figure 2.15 Representation of a plot of the product of S(f) by the frequency with a peak 

due to RTS. 
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 Lastly, it is important to point out that measurement of noise usually is done by 

measuring the current PSD at a fixed voltage, or the voltage PSD at a fixed electrical 

current. Given that the noise is caused by the variations in the resistance of the sample, 

and by following the Kirchhoff law, the PSDs are related in the below manner: [52] 

 

(
𝑆𝐼(𝑓)

𝐼2
)

𝑉=𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡
=  (

𝑆𝑉(𝑓)

𝑉2
)

𝐼=𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡
=  

𝑆𝑅(𝑓)

𝑅𝑑
2 ,                             2.23 

 

where I is the average current, V is the average voltage, SR is the resistance noise PSD, 

and Rd is the differential resistance. In summary, the normalized PSD is the same 

regardless of which electrical signal is being measured. 

 

 Low-Frequency Noise in Graphene 

It is widely accepted that 1/f noise can have many different origins, depending on 

the material and the system under study. Since 1/f noise was first demonstrated in 

graphene in 2008 [53] [54], there have been many studies on this subject. The PSD is 

proportional to I2 in graphene, which means that the noise is simply modulated by changes 

in the graphene conductance [55]. Values for the normalized PSD are usually in the range 

of 10-9 to 10-7 Hz-1 at 10 Hz [56]. These values are relatively low, making graphene an 

attractive option to be used in applications where low noise is required.  

The gate voltage also influences the noise of graphene. Noises amplitude with a V-

shape with the minimum near the Dirac point [57], and M-shape [58] [59] have already 

been demonstrated (Figure 2.16). With larger VG, there are more charge carriers. Since 

the noise amplitude in Hooge’s model (mobility variation) is inversely proportional to the 

number of carriers (Equation 2.17), mobility variations alone cannot explain this behavior. 

Therefore, it is believed that charge trapping/de-trapping in the substrate interface is 

responsible for the M and V-shapes [60]. However, by removing the influence of the 

substrate, there is evidence that the intrinsic 1/f noise of graphene is caused by mobility 

variations [61] [62]. 
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Figure 2.16 Graphene electronic noise dependence on gate voltage. (a) Normalized PSD 

as function of gate voltage for different frequencies, showing a V-shape [57]. (b) 

Electrical current noise as a function of the gate voltage, showing a M-shape [58]. 

 

While noise is undesirable, it can be useful for some applications. Rumyantsev et 

al. used the noise spectrum to differentiate some gas vapors [26]. They used exfoliated 

graphene on a SiO2 substrate and noticed that a bulge in the PSD appears when exposed 

to different gas vapors (Figure 2.17). The fc can be used as an individual signature of each 

gas vapor, and reproducibility among different devices was demonstrated. Table 2.2 

summarizes the relationship between the vapor gas and the fc obtained in reference [26]. 

 

Vapor fc (Hz) 

Ethanol 400-500 

Methanol 250-400 

Tetrahydrofuran 10-20 

Chloroform 7-9 and 1300-1600 

acetonitrile 500-700 

toluene NA 

Methylene 

chloride 

NA 

Table 2.2 Characteristic frequency of supported graphene for different vapors [26]. 
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Figure 2.17 Product of the Power Spectral Density and the frequency under exposition to 

different vapor gases [26]. 

 

 Noise was also used to study the diffusion of neon atoms on the graphene surface 

at cryogenic temperatures [63]. It was shown that the at temperatures lower than 10 K, 

diffusion and clustering of neon atoms are the main responsible for the low-frequency 

noise in a ultra-clean suspended graphene. Another possible application is to use noise as 

a parameter to increase the response time of gas sensors. Usually, the recovery time is 

very long in graphene gas sensors based on resistance changes. However, the response 

time to the noise caused by the gas is much faster. Therefore, the response time can be 

vastly improved by using the resistance along with noise as parameters [64] (Figure 2.18).  

 

 

Figure 2.18 Graphene’s resistance (R) and relative resistance variance (δR2/R2) response 

to methanol [64].  
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Chapter 3   

Suspended Graphene Nanoribbon Fabrication 

and Noise Measurement  

 Suspended Metal Contact Structure 

  

 Devices with suspended GNR were fabricated in a clean room localized at Japan 

Advanced Institute of Science and Technology (JAIST) and maintained by the Center for 

Nanomaterials and Technology. As will be commented on later, besides the GNR, a 

portion of the metal contacts are also suspended in this first design. The samples were 

fabricated from 4” wafers obtained from the company Graphenea. The wafer consists of 

a silicon substrate, a 300 nm thick SiO2 layer on both sides and a monolayer of CVD 

graphene on top (Figure 3.1(a)). To cut the wafer into 15 x 20 mm samples, the graphene 

side was spin-coated with polymethyl methacrylate (PMMA) at 4000 rotations per minute 

(RPM) for 60 seconds (estimated thickness of 0.18 µm), followed by baking on a hot 

plate at 180 °C for 5 minutes. The PMMA layer is necessary to protect the graphene 

during the dicing. The wafer was cut into different samples by the A-WD-10B dicing 

machine from Tokyo Seimitsu Co., Ltd (Figure 3.1 (b)). 

 

 

Figure 3.1 a) Picture of monolayer graphene wafer on SiO2/Si substrate. b) A-WD-10B 

dicing machine. 
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 Reactive Ion Etching (RIE) with CF4 gas (Figure 3.2 (a)) was used to etch the 

backside SiO2. The etching was performed for 9 minutes at a pressure of 4 Pa, gas flux of 

20 standard cubic centimeters per minute (SCCM), and radio frequency (RF) power of 

100 W. A picture of the RIE machine is shown in Figure 3.2 (a). After the RIE, the PMMA 

was removed in hot acetone (60º C) for 30 minutes, followed by rinse in isopropyl alcohol 

(IPA) for 5 minutes. For further cleaning, the sample was annealed using an infrared 

furnace (Figure 3.2(b)). The annealing was performed in an Ar+H2 (10%) environment at 

a flow rate of 0.5 L/min at 300 ºC for three hours. 

 

Figure 3.2 (a) Reactive Ion Etching machine. (b) Infrared furnace used during annealing. 

  

After the annealing, the first electron beam lithography (EBL) was performed. 

All the EBL steps in this work were performed using an ELS-700 Electron beam 

lithography system (Elionix) (Figure 3.3). The masks were created using the AutoCAD 

software from Autodesk. The first EBL was used to define the metal PADs that will be 

used during the measurements and register markers necessary for alignment in subsequent 

EBL steps. Figure 3.4(a) shows the marks of the metal PADs and the circular register 

marks R3. Figure 3.4(b) shows the cross-format register mark R2. R2 is used to align the 

position and rotation of the entire sample, while the R3 marks are used to align each chip 

individually. Before each EBL, the sample was cleaned in acetone for 5 minutes, followed 

by IPA for 5 minutes. 
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Figure 3.3 ELS-7500 Electron Beam Lithography System (Elionix). 

 

 

Figure 3.4 AutoCAD masks. (a) Metal PAD and R3 register marks. (b) R2 register marks. 

 

A bilayer of methyl methacrylate (MMA) and PMMA was used as electron-beam 

resist. The MMA was spin-coated at 2000 RPM for 60 seconds, followed by soft baking 

in a hot plate for 5 minutes at 180 ºC. The estimated thickness of the resist is around 0.3 

µm. Next, the PMMA was spin-coated at 4000 RPM for 60 seconds, followed by baking 

on a hot plate at 180 ºC for 5 minutes. The PMM layer has an estimated thickness of 0.18 

µm. The electron beam current was set to 1 nA, with a dose time of 0.21 µs (dose of 130 

µC/cm2). The development was performed with MIBK:PIA 1:1 (Kayaku Advanced 

Materials) for 40 seconds, followed by rinse in IPA for 30 seconds. 

Before metal deposition, the exposed graphene was removed using oxygen RIE 

at a pressure of 4 pa, RF power of 30 W, and a gas flow of 10 SCCM for 10 seconds. The 

metal was deposited through physical vapor deposition (PVD) using an electron beam 

thermal evaporator (Figure 3.5). 5 nm thickness of chromium was deposited to ensure 

adhesion to the SiO2, followed by 75 nm of gold. The lift-off process was performed in 

hot acetone (60 ºC) for 30 minutes. 
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Figure 3.5 Electron beam thermal evaporator used during physical vapor deposition. 

 

 The next step was to define the metal contacts with graphene. Instead of MMA 

and/or PMMA, AR-P 6200.09 resist was used to obtain better resolution. The sample was 

spin-coated with the electron beam resist at 4000 rpm for 60 seconds, followed by soft-

bake at 150 ºC for 1 minute. The final resist thickness is estimated to be 0.3 µm. The EBL 

was performed with an electrical current of 250 pA and dose time of 0.52 µs per dot (total 

dose of 130 µC/cm2). The development was performed with developer AR 600-546. 5 nm 

of chromium, followed by 25 nm of gold were deposited by electron beam PVD. The lift-

off process was performed with the remover AR 600-71 at 80 ºC for 5 minutes. A 

screenshot of the metal contact mask of one of the devices is shown in Figure 3.6 

 

 

Figure 3.6 Metal contacts mask shown in yellow. 

 



25 

 

 A bilayer of PMMA and negative electron-beam resist AR-N 7520.07 was used 

to define the nanoribbon regions. The function of the negative resist is to protect the 

graphene in the desired area, while the unprotected graphene will be removed through 

RIE. The function of PMMA is to facilitate the lift-off process since it is much easier to 

remove PMMA with acetone than to remove the AR-N resist with the AR 300-76 remover. 

The sample was spin-coated with PMMA at 4000 rpm for 60 seconds and baked on a hot 

plate for 5 minutes at a temperature of 150 ºC. AR-N 7520.07 was spin-coated at 4000 

rpm for 60 seconds and baked at 85 ºC for one minute. The EBL was performed with an 

electron beam current of 250 pA and a dose time of 0.4 µs. The AR resist was developed 

with developer AR 300-47 (50 seconds), followed by rinse in deionized water (DIW) for 

30 seconds. After development, the sample was baked once more on a hot plate at 85ºC 

for 1 minute to increase the resistance of the AR-N 7520.07 to RIE. Figure 3.7 shows the 

screenshot of the GNR mask (magenta rectangle).  

 

 

Figure 3.7 GNR mask of a device with 300 nm width and 200 nm length. 

 

 Finally, oxygen RIE (gas flow of 10 SCCM, pressure of 4 Pa, and RF power of 

35 W) was performed for 2 minutes and 20 seconds to remove the exposed PMMA and 

the graphene under it, while the graphene remains in the regions where the AR resist is 

present. The sample was cleaned by annealing it in an Ar+H2 environment at 300 ºC for 

three hours. 

 The GNR was suspended by etching the SiO2 in buffered hydrofluoric acid 

(BHF) for 45 seconds, followed by rinsing in DIW for 20 seconds three times (Figure 

3.8(a)). Approximately 70 nm of SiO2 were etched at an estimated rate of 90 nm/min. 

After dipping in DIW, the sample is kept in IPA. Finally, supercritical drying is performed 

with CO2 gas at a pressure of 14 MPa for 50 minutes with the desktop type supercritical 

rinser and dryer SCRD 4 (Figure 3.8 (b)). A simplified schematic of the entire fabrication 

process is shown in Figure 3.9. A Runsheet with the summarized fabrication steps and 

parameters is present in Appendix A. 
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Figure 3.8 GNR suspension. a) set-up for wet etching of SiO2 with BHF. b) Supercritical 

rinser and dryer SCRD 4. 

 

 

Figure 3.9 Schematic of the fabrication process of suspended graphene with suspended 

contacts. 

 

 Figure 3.10(a) shows the scanning electron microscope (SEM) image of a 

suspended GNR with channel width (W) and channel length (L) equal to 200 nm 

successfully fabricated by this method. It is important to notice that the metal contacts are 

also suspended, as indicated in Figure 3.10(b). This happens because the BHF can diffuse 

very quickly underneath the graphene [65], and the SiO2 of regions where the metal is on 

top of the graphene is also etched. Consequently, many devices collapsed on the substrate 

(Figure 3.10(c)). These devices are still working; however, they are not suspended 

anymore and weren’t used in this study. In the devices that remained suspended, the 

graphene underneath the metal contacts is exposed, and the gas molecules can adsorb on 

these regions. Therefore, it is not clear if any effect on the device’s resistance is caused 

by adsorption on the channel or on the contact region. To solve this problem, a new design 

was considered, and samples with a metal-graphene-metal (MGM) contact structure were 

fabricated. 
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Figure 3.10 a) Scanning Electron Microscope of one of the devices (W = L = 200 nm). b) 

Cross-section schematic in scale of a device with W = L = 200 nm. c) SEM image of a 

collapsed device. 

 

 Metal-Graphene-Metal Contacts Structure 

 To avoid the suspension of metal contacts, devices with a new structure were 

fabricated. In this new design, the GNR contacts will have a bottom layer of metal, a layer 

of graphene, and another layer of metal on top, forming a metal-graphene-metal contact 

structure. The metal below the graphene will avoid over-etching by the BHF, while the 

metal above the graphene will ensure that any observed effect will be in the graphene 

channel. Also, tin was deposited in some devices of the final sample to verify if 

nanoparticles can act as adsorption sites and enhance the effect of gas on the electronic 

noise. 

 In this process, a 4” Si wafer with 300 nm of SiO2 was used (no graphene on it). 

The dicing was performed the same way as it was done with the samples with suspended 

contact. The bottom oxide was etched with CF4 RIE, at a gas flow of 20 SCCM, a pressure 

of 4 Pa, and an RF power of 100 W for 9 minutes. Since there is no graphene on the 

sample yet, piranha cleaning was used to remove any organic contaminants from the 

substrate. 50 ml of H2O2 was poured into a beaker and mixed with 50 ml of H2SO4. After 
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waiting for 3 minutes for the solution reaction to stabilize, the samples were rinsed in the 

piranha solution for 15 minutes. After the cleaning, the samples were moved to a beaker 

with DIW (two times) and dried with a nitrogen air gun. 

 After the piranha cleaning, the first EBL step was performed. It is important to 

highlight that the first metal layer must be entrenched in the SiO2 substrate. This is 

necessary to avoid etching the oxide below the metal. Therefore, after EBL the exposed 

SiO2 area must be etched before the metal deposition and the resist used must be thick 

enough to not be completely etched away. Another point is that the metal PADs, register 

marks, and contacts are patterned at the same time, thus the resist AR-P was chosen. The 

SiO4 is etched with CF4 RIE, at a flow of 20 SCCM, pressure of 4 Pa, and an RF power 

of 100 W for 96 seconds, resulting in the etching of 80 nm of SiO2. In the datasheet of 

AR-P 6200.09, it is stated that the CF4 plasma etching rate at 5 Pa is 45 nm/min. Since 

the estimated thickness of the resist at 4000 RPM is 200 nm, only one layer could be 

enough since the total etching during the 96 seconds would be 72 nm. However, our RIE 

setup is not the same as the one used by the company to create the datasheet, and there 

might be some thickness variation in the sample. Therefore, two sample tests were 

prepared to verify if the AR-P thickness is enough. 

 To save time, only four devices were patterned in both sample tests. The first 

sample test was spin-coated with AR-P 6200.09 at 4000 RPM for 60 seconds and baked 

on a hot plate at 150 ºC for 1 minute. The second sample test was spin-coated two times 

with AR-P with the same parameters, with 1 minute of cooling at room temperature 

between each coating. Both samples-test were patterned with EBL at an electric current 

of 250 pA and dose time of 0.52 µS. The samples were developed with Developer AR 

600-546 developer for 90 seconds, followed by dipping in the stopper AR 600-60 for 30 

seconds and DIW for 30 seconds. Post-baking on a hot plate was performed at 130 ºC to 

increase resistance to RIE. The oxide etching was done with CF4 RIE for 96 seconds, and 

the metal was deposited with electron beam PVD. 5 nm of chromium at a rate of 1 Å/s 

was deposited, followed by 75 nm of gold at an average of 2.5 Å/s. The lift-off was 

performed with remover AR 600-71 at 80 ºC for 5 minutes. The lift-off wasn’t successful 

in the case of the first sample test (Figure 3.11(a)). For the second sample test, the entire 

process was a success (Figure 3.11(b)), and the SEM image confirms that there wasn’t 

considerable overdevelopment, with a gap of approximately 180 nm between the two 

metal layers (Figure 3.11(c)). 
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Figure 3.11 Sample tests’ results. a) First sample test showing that the lift-off wasn't 

successful. b) Optical microscope picture of the second sample showing that the lift-off 

process was a success. c) SEM image of the second sample showing the two metal 

contacts, separated by a gap of 180 nm. 

 

 Figure 3.12 shows the Atomic Force Microscope (AFM) image of the second 

sample test. It shows that in reality, the metal layer is 10 nm above the SiO2. It also shows 

that there is some roughness in the metal with variations of around 5 nm. It is important 

to point out that the main objective of this sample was to verify if the etching followed 

by metal deposition would be successful. In the main sample, a lower metal deposition 

rate (maximum of 2 Å/s) was used, and the thickness deposited was more carefully 

controlled, such that Figure 3.12 can be taken as a worst-case scenario. 
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Figure 3.12 Atomic force microscope image of the second sample test. 
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Since the first sample test showed problems during the lift-off process, the recipe 

of the second sample test 2 was used during the fabrication of the main sample. Thus, 

AR-P was spin-coated twice, and all the EBL parameters, CF4 RIE, and metal deposition 

are the same as commented previously. O2 RIE was used to remove any AR-P leftover 

(10 SCCM, 4 Pa, 30 W, 25 seconds) after the lift-off process. Figure 3.13 shows optical 

microscope images of the sample just after EBL (Figure 3.13(a)), after CF4 RIE (Figure 

3.13(b)), and after the lift-off process (Figure 3.13(c)). 

 

 

Figure 3.13 Optical microscope of the first contact layer deposition process. a) After EBL. 

b) After CF4 RIE. c) After lift-off process 

 

 The second main step is to transfer the graphene onto the sample. For this step, 

commercially available CVD graphene on a copper foil (Graphenea) was used. The 

graphene side of the copper foil was spin-coated with PMMA at 4000 RPM for 60 seconds 

and baked on a hot plate at 150 ºC for 2 minutes. O2 RIE at a flow of 10 SCCM, pressure 

of 4 Pa, and RF power of 30 W was performed for 25 seconds on the backside of the foil 

to remove graphene from it. The copper with graphene and PMMA was left on ammonium 

persulfate (APS) overnight to etch the copper. Only a foil of graphene/PMMA remained 

on the next morning. The graphene/PMMA was transferred to beakers with DIW 3 times, 

while the Si/SiO2 substrate was cleaned in acetone (5 minutes) and IPA (5 minutes). 

Finally, the graphene/PMMA foil was transferred from DIW to the Si/SiO2 substrate. 

Figure 3.14 shows a schematic of the graphene transfer process. 



32 

 

 
Figure 3.14 Schematic of the graphene transfer from a copper foil to the Si/SiO2 substrate 

 

 After the graphene transfer, the sample was left to dry at room temperature for 3 

hours to avoid the formation of water bubbles. Then, the sample was baked on a hot plate 

for 2 minutes at 200 ºC. After cooling down, the sample was left in acetone overnight. 

Annealing was performed in an infrared furnace for 3 hours at 300 ºC in an Ar + H2(10%) 

atmosphere at a flow rate of 0.5 l/min. 

 The next step is to deposit the top metal contact layer. EBL was performed using 

AR-P and the same parameters as before (the spin-coating was performed just one time). 

5 nm of chromium (rate: 1 Å/s) + 25 nm of gold (rate: 2.5 Å/s) were deposited by electron 

beam PVD, and lift-off was performed with remover AR 600-71 at 80 ºC for 5 minutes. 

Figure 3.15 shows the optical microscope images of one device after EBL and the lift-off 

process. 

 

Figure 3.15 Optical microscope images of the top contact metal layer deposition. a) After 

EBL. b) After lift-off process. 

 

 The definition of the GNR was performed in the same way as in the case of the 

sample with suspended contacts. Bilayer of PMMA and AR-N 7520.07 was used. The 

development was performed with developer AR 300-47 for 50 seconds and DIW rinse for 

30 seconds. Baking on a hot plate for 1 minute at 85 ºC was performed to increase the 

AR-N 7520.07 resistance to RIE. O2 RIE was performed for 2 minutes and 15 seconds 

(10 SCCM, 4 Pa, and 35 W). The resist was removed with acetone for 10 minutes, and 

the sample was cleaned with annealing in an Ar + H2(10%) atmosphere at a flow rate of 

0.5 l/min at 300 ºC for three hours. Figure 3.16 shows the optical image microscope 

pictures of a device before and after the oxygen RIE. 
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Figure 3.16 Optical microscope images of the definition of GNR step. a) After EBL. b) 

After O2 RIE. 

 

 Before the GNR was suspended, tin with a thickness of 1 nm was deposited in 

half of the sample’s devices. The tin was deposited by PVD in a resistive thermal 

evaporator. A metal mask was used to avoid the deposition of tin in half the sample. 

Finally, The GNR was suspended by wet etching the SiO2 in BHF for 50 seconds (75 nm 

etching at a rate of 1.5 nm/second), followed by supercritical drying in the same way as 

performed for the sample with suspended contacts. Figure 3.17(a) shows a simplified 

schematic of the entire fabrication process. Figure 3.18(a) shows the tilted SEM image of 

one of the devices and Figure 3.18(b) shows the SEM image of a device functionalized 

with tin. 

 

 

Figure 3.17 Schematic of the fabrication process of suspended GNR with metal-

graphene-metal contact structure. 
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Figure 3.18 SEM image of a suspended GNR with metal-graphene-metal contacts. (a) 

tilted image of a device with W = L = 400 nm. (b) frontal image of a device with GNR 

and tin with W = L = 1 µm. 

 

There was some overdevelopment during the definition of the bottom metal contact 

layer. Therefore, the real dimensions are different from the dimensions designed in the 

AutoCAD mask. Figure 3.19 shows a device with a mask length (Lmask) equal to 400 nm, 

but because of the overdevelopment, the real width is around 320 nm. Another point to 

notice is that over-etching also happened during the RIE step used to define the GNR 

width. As a result, the device has a real width of around 300 nm, while the channel in the 

EBL mask (Wmask) was projected to have 400 nm.  

 

Figure 3.19 SEM image of a device designed to have Wmask = Lmask = 400 nm, but with 

smaller length and width than projected. 
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Another issue is that for most devices with Wmask = Lmask = 200 nm, the last lift-off 

process wasn’t successful (Figure 3.20), and there is still a metal layer on the channel 

region. Because of this, these devices could not be utilized. All the SEM images were 

taken after the experiments so that the electron beam of the SEM would not alter the 

devices’ characteristics. 

 

Figure 3.20 SEM images showing that the metal in the graphene channel area wasn't 

properly removed during the liftoff process in devices with length and width equal to 200 

nm. 

 AC Lock-in Technique for Low-Frequency Noise 

Measurement 

 

 A problem with measuring low-frequency noise of a device is that amplifiers, 

and analog to digital converters present in measurement equipment also have low-

frequency noise following the 1/f behavior. This intrinsic noise of the measurement set-

up can hide the noise of the device, which is of interest for the purposes of this work. To 

overcome this issue, the AC lock-in technique was used [29] [30]. The basic principle is 

that an AC signal is applied to the device, such that its response will be at a higher 

frequency range, where the systemic noise is lower. The response of the device, then, can 

be recovered by demodulating the signal with a lock-in amplifier (LIA).  

 In the set-up utilized in this work, the Ultra-High Frequency lock-in amplifier 

(600 MHz) from Zurich instruments (Figure 3.21) generates a sinusoidal voltage signal 



36 

 

𝑣̃𝑑  =  √2𝑣𝑑 cos(2𝜋𝑓𝑚𝑡), where vd is the root mean square (RMS) value of the sinusoidal 

signal and fm is the frequency used for the modulation. This signal is applied to the drain 

terminal of the device, and the resulting electrical current is given by 𝑖𝑑(𝑡) =

 𝜎(𝑡)√2𝑣𝑑 cos(2𝜋𝑓𝑚𝑡 +  𝜃), where σ(t) is the time-dependent electrical conductance of 

the device and θ is any phase lag that may appear due to the cables’ length. Therefore, the 

current can be thought of as an AC signal ( 𝑣̃𝑑)  with amplitude modulated by the 

conductance of the device. During the measurements, fm was set to 5 MHz. 

 

 
Figure 3.21 UHF Lock-in Amplifier from Zurich Instruments used during the noise 

measurements. 

 

 The source terminal of the device is connected to the transimpedance amplifier 

HCA-400M-5K-C with a bandwidth (BW) of 400 MHz, and a gain (A) of 5 kV/A obtained 

from FEMTO (Figure 3.22). The datasheet states that the electrical current noise is 4.4 x 

10-22 A2/Hz at 100 MHZ, therefore it is unlikely that it will affect the noise measurements. 

The use of this amplifier is necessary to convert the electrical current signal into a voltage 

signal, so that the LIA can read it. This signal is given by 𝐴𝜎(𝑡)√2𝑣𝑑 cos(2𝜋𝑓𝑚𝑡), and 

is digitalized by the LIA analog-to-digital converter (ADC) at a sample rate of 1.8 x 109 

samples per second. The electrical current values can be obtained by simply numerically 

dividing the input of the LIA by A, which can be done in the LIA settings. Another 

important point that must be considered is that the maximum peak voltage that the LIA 

can read is 3.5 V. Therefore, care must be taken such that the current never goes higher 

than 700 µA at any moment. 
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Figure 3.22 Transimpedance amplifier HCA-400M-5K-C from FEMTO. 

 

 The demodulation is digitally implemented by the LIA, and it results in two 

components: an in-phase component (X(t)) and a quadrature component (Y(t)). The in-

phase component is obtained by multiplying the input signal by a reference at the same 

frequency as 𝑣̃𝑑 and phase 0º. The multiplication is given by:  

 

 √2 cos(𝜔𝑡) × 𝜎(𝑡)√2𝑣𝑑 cos(𝜔𝑚𝑡 + 𝜃) = 𝜎(𝑡)𝑣𝑑[cos(𝜃) + cos(2𝜔𝑚𝑡 +  𝜃)],   (3.1)  

 

where ω = 2πf, and ωm = 2πfm. By applying a low-pass filter (LPF), the high-frequency 

term (ωm) is filtered, and X(t) is given by 𝜎(𝑡)𝑣𝑑 cos(−𝜃). The quadrature component 

is obtained by multiplying the input signal by a reference signal with a phase of 90º, 

followed by filtering. In a similar way to the in-phase component, we have 𝒀(𝑡)  =

 𝜎(𝑡)𝑣𝑑 cos(𝜋/2 − 𝜃) =  𝜎(𝑡)𝑣𝑑 sin(−𝜃) . The magnitude of the demodulated signal 

(Irms(t)) is the quadradic sum of both components and it gives the RMS value of the current 

at each time (𝐼𝑟𝑚𝑠(𝑡)2 =  𝜎(𝑡)2𝑣𝑑
2[cos (−𝜃)2 +  sin (−𝜃)2] =  𝜎(𝑡)2𝑣𝑑

2). Therefore, 

the resistance as a function of time can be obtained by dividing vd by Irms. Figure 3.23 

shows a schematic of the entire measurement process. 
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Figure 3.23 AC lock-in measurement schematic with simulated signal as example. 

  

 The demodulation and filtering are performed digitally inside the LIA at a 

sampling frequency of 1.8 GHz. However, the data is transferred to the personal computer 

(PC) controlling the LIA at a transfer rate (Tr) chosen by the user. From sampling theory, 

it is known that if the sampling rate is smaller than the BW of the signal, the high-

frequency components can appear as low-frequency components through aliasing [66]. 

Therefore, Tr and the LPF BW must be chosen considering aliasing effects and storage 

memory of the PC. As will be shown later, noise measurements with 1 minute or less of 

duration were performed with an LPF BW of 78.45 kHz, and Tr = 219.7 kHz. Longer 

measurements (up to 10 minutes) had to be taken at Tr = 429 Hz, and the LPF BW was 

set to 30 Hz. The Tr in either case is more than two times that of the filter bandwidth, and 

it should be enough to avoid aliasing problems. 

 From the electrical current time series of the LIA, the PSD (SI) is estimated using 

Welch’s method [67]. In this work, SI was obtained with the function “pwelch” of 

MATLAB. The total signal is divided into four segments and an overlap of half the size 

of each segment was used during the calculations. The MATLAB code used to calculate 

the SI is shown as follows.  
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%I: electrical current vector 

%SI: power spectral density vector 

%f: frequency vector 

%Fs: Sampling frequency 

seg_size = round(length(I)/4); %size of each segment.  

n_overlap = seg_size/2; %overlap size 

[SI,f] = pwelch(I,seg_size,n_overlap,[],Fs,'ConfidenceLevel',0.95); 

  

 It is important to point out that σ(t) also includes the conductance of the cables. 

In the set-up used in this work, three biaxial cables with characteristic impedance of 50 

Ω were used. One cable is used to connect the output of the LIA to the device drain, one 

to connect the device source to the transimpedance amplifier, and the third is necessary 

to connect the amplifier to the input of the LIA. Therefore, it seems advantageous if the 

noise of the cables can be estimated. To do so, the cables were connected in series directly 

between the output and input of the LIA, and the voltage time series was monitored for 

30 seconds with vd = 100 mV, LPF BW of 78.45 kHz, and Tr = 219.7 kHz. The modulating 

frequency used was 5 MHz. Figure 3.24 shows the product between the normalized PSD 

and the frequency (remembering that SI/I
2 = SV/V2). The roughly horizontal curve in 

Figure 3.24 shows that 1/f noise is still present, and that the PSD x frequency has a value 

of approximately 2 x 10-8.  

 

 

Figure 3.24 Normalized Power Spectral density x Frequency of the biaxial cables. 
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 Another advantage of using an LIA to measure noise is that the X(t) and Y(t) 

components can be used for further signal processing and filtering. The power spectral 

density for frequencies lower than fm/2 can be approximated by [30]:  

 

𝑆𝐼 ≈  𝐺2[𝑆𝐼
0(𝑓𝑚 −  𝑓 ) +  𝐼𝑟𝑚𝑠

2 𝑆𝐼𝑑(𝑓)𝑐𝑜𝑠2(𝜑)],                        (3.2) 

 

where G is the amplifier(s) gain, SI
0 is the background noise, SId is the noise of the device, 

and 𝜑 is the phase angle of the demodulation. By demodulating at 𝜑 = 90º (component 

Y(t)), the background noise can be stipulated. With Y(t) as an estimative of the 

background noise, a Wiener filter (Φ(f)) was applied by multiplying the Fourier transform 

of the signal by the filter, which in the frequency domain has the following form [30]: 

 

𝛷(𝑓) =  
|𝑿̂(𝑓)|2 −  |𝒀̂(𝑓)|2

|𝑿̂(𝑓)|2
,                                          (3.3) 

 

where 𝑿̂(𝑓)  and 𝒀̂(𝑓)  are the Fourier transform of the X(t) and Y(t), respectively. 

Equation 3.2 is one of the reasons why fm was chosen to be 5 MHz, since it is only valid 

for frequencies way below the fm. Figure 3.25 shows the power spectral density for both 

components and the result of the filtering for a suspended GNR with W = L = 200 nm 

(suspended contact). To recover the filtered signal in the time domain, one just needs to 

apply the inverse Fourier transform. This filtering process was applied to all the data 

obtained by the LIA shown in this work. 

 

 

Figure 3.25 Power spectral density of X, Y component, and the resulting filtered signal.  
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Chapter 4   

Anomalous Random Telegraph Signal in 

Oxygen Environment 

 In this chapter, the effect of oxygen in two devices (Device A and Device B) is 

presented. Both devices were fabricated at the same time in the same sample with the 

suspended contact structure. Also, both have the same size (W = L = 200 nm). Oxygen 

was chosen as the object of this study because it has a large influence on graphene (charge 

transfer from graphene to the O2 of 0.2 electrons per molecule [37]) and because it is the 

second most abundant gas in our atmosphere. Therefore, the results obtained in this 

section may be useful for devices based on graphene that will operate in air and/or 

environments rich in oxygen. 

 Thermal and Current Annealing for Device Cleaning 

 After fabrication, it is unavoidable that resist leftovers from lithography 

procedures will be on the GNR. Also, exposure to air results in the adsorption of oxygen 

and water molecules on the graphene, resulting in doping [68]. Therefore, to study the 

effect of gas on pristine graphene, it is very important that the surface of graphene is as 

clean as possible. Annealing in a vacuum can be used to clean the graphene. 

 The sample was loaded into the gas chamber and left in a vacuum of 

approximately 6 mTorr. Device A was annealed by using electrical current annealing. In 

this process, a large drain current (250 µA) was applied to the device until the CNP was 

around 0 V. The transfer characteristics (ID vs VG) were obtained using the Keysight 

B1500 parameter analyzer (Figure 4.1(a)) and using the bottom Si as the gate electrode 

(Figure 4.1(c)).  
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Figure 4.1 Measurement. (a) B1500 Semiconductor Parameter Analyzer. (b) Gas chamber 

and measurement stage. (c) Schematic of the transfer characteristics measurement. 

  

Figure 4.2(a) shows the transfer characteristics of device A before the annealing, 

right after the annealing, and 4 hours after the annealing. The VG range was kept between 

-7 and 7 V to avoid the risk of collapse of the suspended GNR due to electrostatic forces. 

It can be noticed that hysteresis between the forward and backward sweep is not present 

in any measurement. This is a good indication that the device is suspended. In the case of 

suspended devices, the gate voltage sweep can charge carrier traps in the oxide interface, 

and hysteresis is usually observed between the forward and backward sweeps [69]. 

Initially, the graphene is p-doped and the CNP is not in the measurement range. After 

current annealing, impurities evaporate and/or diffuse away from the graphene [70], and 

the CNP is close to 0 V. However, after a waiting time in a vacuum, the CNP changes to 

positive values and is not in the measurement range anymore. Figure 4.2(b) shows the 

transfer characteristic taken in an interval of 24 minutes, where it is visible that the CNP 

slowly becomes more positive. Figure 4.2(c) shows the CNP obtained from Figure 4.2(b). 

The CNP shift seems to be slower than 1 V per minute. This rate also seems to slow down 

after some time. Therefore, the CNP shift won’t interfere with the measurements, 

especially if there is some waiting time before the noise measurements. 
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Figure 4.2 Current annealing of Device A. (a) Transfer characteristics of Device A before 

and after current annealing. (b) Transfer characteristic of Device A as it was cooling down 

in a vacuum. (c) CNP of Device A as it was cooling down.  

  

 It is known that graphene on SiO2 substrate will be n-doped when heated, and 

the CNP will become more positive as the sample cooldown [71]. However, this device 

is suspended, so there is no effect of the SiO2 on the graphene. It is important to point out 

that 6 mTorr is not a very good vacuum. The number of gas molecules inside the chamber 

can be estimated from PV = NkBT, where P is the pressure, V is the volume, N is the 

number of molecules, kB is the Boltzmann constant (1.380649 x 10^-23 J/K), and T is the 

temperature. The chamber used has a volume of approximately 2 liters, which results in 

N = 3.8 x 1017 molecules at room temperature and P = 6 mTorr (0.8 Pa). These molecules 

could eventually adsorb on the graphene and be responsible for the positive CNP shift. 

Also, impurities on the contacts could diffuse to the channel, and molecules physiosorbed 

near the device (metal contacts and SiO2 substrate), could desorb from their original place 
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and adsorb on the graphene. For device B, thermal annealing was used to try to eliminate 

the effect of nearby impurities. This time, the entire sample was heated at 150 ºC with a 

resistive heater for 4 hours. As can be seen in Figure 4.3(a), thermal annealing alone is 

not enough to bring the CNP to 0 V, and current annealing is still necessary. This happens 

because the temperature used is not enough to desorb molecules that are chemisorbed on 

defects and edges of graphene. However, it is enough to desorb molecules that are 

physiosorbed near the device. After the CNP is brought close to 0 V with current 

annealing, the shift is much smaller, and the CNP is around 4 V even after 3 hours of 

waiting time in a vacuum. A very similar behavior was observed when thermal annealing 

at 150 ºC for 3.5 hours was used before current annealing in Device A (Figure 4.3 (b)). In 

this case, the CNP is around 2 V even after 3.5 hours of waiting time in a vacuum. 

 While more investigation on the topic is necessary, these results reinforce the 

hypothesis that nearby impurities could be diffusing to the graphene channel and p-doping 

the device. Nevertheless, the investigation of this effect is beyond the scope of this work, 

and the main point is that the CNP shift will not affect the subsequent noise measurements. 

 

Figure 4.3 Transfer characteristics with thermal annealing. (a) Device B. (b) Device A.  

 

 Low-Frequency Noise in a Vacuum and Oxygen 

Environment 

 After the annealing, the resistance time series measurements of the devices were 

performed in vacuum and oxygen environments with the LIA using the lock-in technique 

explained in section 3.3. The two devices were measured on different days. For Device 

A, only current annealing was performed before the experiments. Thermal annealing 
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followed by current annealing was used before the measurements with Device B. An AC 

signal of 150 mV peak (vd = 106 mV) with fm = 5 MHz was applied to the drain terminal 

of the devices. The resistance time series was obtained as explained in section 3.3, 

followed by wavelet denoising (Appendix C). For completeness, the raw data obtained 

from the LIA (electrical current as a function of time) is shown in Appendix D. No gate 

voltage was applied during these measurements. Measurements of the resistance time 

series were performed for around 1 minute in a vacuum with pressure of 6 mTorr (Device 

A) and 8 mTorr (Device B). An LPF of order one and BW of 78.45 kHz was used to filter 

the signal during the demodulation. The Transfer rate was set to 219.7 kHz. Figure 4.4 

(a) and Figure 4.4(b) show the resistance time series of Device A and Device B, 

respectively. The noise shown looks like pink noise (1/f noise). However, a closer 

observation shows that at some moments, there is a resistance drop, as shown in Figure 

4.4(c) and Figure 4.4(d). Likely, this is caused by adsorption and desorption of gas 

molecules that are still present in the chamber. However, they are too rare and sparse to 

be statistically analyzed. 

 

 

Figure 4.4 Resistance time series in a vacuum. (a) Entire time series of Device A. (b) 

Entire time series of Device B. (c) 1.5 seconds section of time series of Device A. (d) 

Section of 1.5 seconds of the time series of Device B. 
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  The resistance of Device A was measured while pure oxygen was introduced 

into the chamber at a rate of 100 SCCM. The oxygen was introduced from a cylinder with 

grade 2 (purity greater than 99.999%) provided by Unosanso Ltd. Figure 4.5 shows the 

resistance time series (black line), and the standard deviation calculated in windows of 

10 seconds (red line). Due to memory concerns, this measurement was performed with Tr 

= 429 Hz and LPF BW = 39.18 Hz. From visual inspection, it can be noticed, that at 

around 250 seconds (P ≈ 370 Torr) there is an increase in the noise. This increase in noise 

can be confirmed by looking at the standard deviation. Initially, the standard deviation 

was between 50 Ω and 100 Ω. After 250 seconds, there is a sudden increase, and the 

standard deviation varies between 100 Ω and 200 Ω. While the increase in noise due to 

oxygen was observed, it is unclear if it was caused by the pressure change or the 

prolonged exposure to the gas. 

 

 

Figure 4.5 Resistance time series and standard deviation in windows of 10 seconds of 

Device A as oxygen is introduced into the gas chamber. 

 

 After the pressure arrived at 400 Torr, the oxygen flow was stopped, and 

resistance measurements at Tr = 219.7 kHz were performed. The same procedure was 

performed with Device B, though the resistance time series wasn’t monitored during 

oxygen introduction. Figure 4.6(a) shows the initial and end of the resistance time series 

in the oxygen environment of Device A, and Figure 4.6(b) shows the time series of Device 

B. It is clear that the increase in noise is due to the appearance of RTS. In Device A, what 

seems to be a usual two-state RTS is present. In Device B, the RTS has a more interesting 

behavior. Most of the time, the resistance has a value of approximately 31.2 kΩ, but at 

some periods (denominated as fast RTS), fast transitions between this value and 30.9 kΩ 
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are present. This corresponds to a percentage change of 0.96% between the high and low 

resistance values. Another important point is that the fast RTS seems to cease at the end 

of the measurement. This indicates that the RTS is the result of a transitory effect. While 

the RTS in device A seems more well-behaved, it also has differences between the 

beginning and end of the measurement, and it seems that the fast RTS becomes present 

at the end.  

 

Figure 4.6 Resistance time series in oxygen environment. (a) Device A. (b) Device B 

 

 RTS like the one observed in Device B has already been demonstrated in 

MOSFETs and is usually denominated as “anomalous RTS” in the literature. In that case, 

the anomalous RTS was attributed to oxide charge traps with metastable states [72] [73]. 

However, these devices are suspended, and the effect of the substrate traps cannot explain 

the RTS. 

 A possible origin for the RTS is the trapping/de-trapping of charges between the 

adsorbed graphene molecules. Taking the resistance value of 30.9 kΩ, and W = L = 200 

nm, the resistivity (ρ) of the GNR is 30.9 kΩ per square. Since the CNP is positive, at VG 

= 0, the major charge carriers are holes, and the 2-dimensional hole density (p2d) can be 
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estimated by p2d = 1/eµhρ. By considering a usual field effect transistor (FET) model, the 

mobility can be estimated by: µ = 
𝜕𝐼𝐷

𝜕𝑉𝐺

𝐿

𝐶𝐺𝑊𝑉𝐷
 [74]. The gate capacitance in the devices is 

given by the series arrangement of the SiO2 layer and the gap layer. Since 70 nm of the 

300 nm of SiO2 was etched, the final SiO2 has a thickness of 230 nm, and the gap between 

the substrate and GNR is 70 nm. Using the parallel plates capacitance relationship, the 

capacitance per area is given by ε/tox, where ε is dielectric permittivity, and tox is the 

isolator thickness (oxide and vacuum in this case). By using a dielectric constant of 3.9 

for SiO2, the total gate capacitance was calculated to be 6.86 nF/cm2. The 

transconductance (∂ID/∂VG) was obtained by taking the derivative of the curve in green 

in Figure 4.3(a) (curve taken 3 hours after current annealing). To reduce the noise, the 

derivative was smoothed by adjacent averaging in windows of 50 points (the total number 

of points of the measurement is 561). Figure 4.7 shows the transconductance as a function 

of VG, and it shows that for gate voltages lower than -4 V, the transconductance is 

approximately 1 nA/V. Finally, the mobility was calculated with these values and resulted 

in 146 cm2V-1s-1. However, it is worth mentioning that the mobility of 146 cm2V-1s-1 is 

much smaller than the values expected for suspended graphene. One of the possible 

explanations is that graphene in these devices has many defects. Another point is that the 

voltage applied is too close to the devices’ CNP, and the estimated mobility might be 

underestimated. 

 

Figure 4.7 Transconductance (∂ID/∂VG) of Device B 3 hours after current annealing in a 

vacuum as a function of gate voltage (VG). 
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 Using µh = 146 cm2V-1s-1, the carrier density was calculated to be 1.383 x 1012 

cm-2 for Device B. Considering the GNR area, there are roughly 554 holes at one 

determined time. If one of these holes gets trapped, the remaining holes give a carrier 

density of 1.386 x 1012 cm-2, and a resistivity of 30.95 kΩ per square, or a percentage 

change of 0.18% between the high and low resistivity. As commented before, the 

resistance change observed was 0.96%, such that it seems unlikely that the trapping/de-

trapping of one carrier is responsible for the RTS. However, the mobility might be 

underestimated, and the hypothesis that charge trapping/de-trapping is causing the RTS 

cannot be completely ruled out. 

 Another possible explanation is that the RTS is caused by the movement of the 

oxygen molecules before they find an energetically favorable site to chemisorb. Under 

adsorption, there will be charge transfer from oxygen molecules to the graphene, resulting 

in p-doping of graphene. Since the devices are already slightly p-doped, this effect tends 

to reduce the electrical resistance of the GNR. Another effect of oxygen adsorption is the 

increase of Coulomb scattering, which tends to increase the electrical resistance. 

Therefore, the total effect will depend on these two competing effects, and their 

contribution can depend on the oxygen molecules’ orientation, their relative position to 

the graphene plane, and on the adsorption site (if the adsorption site is a defect, and what 

kind of defect). For device B, most of the time, there is no RTS. In that case, the system 

(graphene, adsorbate, and gas) is in equilibrium. Once some disturbance occurs, some 

molecules could start oscillating on the graphene, changing their distance to the plane the 

contribution from doping and Coulomb scattering. At this moment it is unclear whether 

this is a collective effect, with the RTS being the average result of many molecules, or the 

effect of single/few molecules in specific adsorption sites. 

 Figure 4.8(a) shows the power spectral density of Device A and Device B in 

vacuum and oxygen environments. There is roughly no difference between the two 

devices in a vacuum, and the SI follows the 1/f α behavior. A linear fit between 1 and 1 

kHz shows that α has a value of 1.06 and 1.04 for Device A and Device B in a vacuum, 

respectively. After oxygen introduction in the chamber, the appearance of RTS shows as 

bulges in the 1/f spectrum. These bulges are very clear for both devices, but they seem to 

be in different frequency ranges, which is expected since it was already evident that the 

RTS in both devices is different by inspecting the resistance time series. The RTS bulges 

can be better observed by plotting the product of SI and the frequency (Figure 4.8(b)), 

where the bulges appear as peaks. For Device B, there is a clear peak around 200 Hz. For 

device A, the peak seems to be around 100 Hz. It is interesting to notice that the product 

between SI/I
2 and the frequency has a minimum value of around 5 x 10-8 (Figure 4.8(b)). 
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This value is just a bit higher than the estimated noise from the cables at the same bias 

conditions shown in Figure 3.24 (2 x 10-8). Since uncorrelated noise is summed [43], it 

can be concluded that the cables still have some effect on the measured noise. 

Nevertheless, the observed RTS PSD is larger than the background noise, so this is not a 

problem. 

 

 

Figure 4.8 Frequency response. (a) Power spectral density of Device A and Device B in 

vacuum and oxygen environments. (b) Product between the normalized power spectral 

density and the frequency of Device A and Device B in vacuum and oxygen environments. 

  

 Statistical Analysis 

A statistical analysis was performed on the RTS of both devices. For Device B, the 

regions with and without RTS were separated by taking the envelope of the signal. For 

such, the MATLAB function “envelope” with the option “peak” was used; with these 

settings, the envelope is obtained from the spline interpolation of maxima and minimum 

points (Figure 4.9(a)). The envelope amplitude was defined as the difference between the 

upper and lower limits of the envelope. Periods where RTS is present have a larger 

envelope amplitude than periods without it. As Figure 4.9(b) shows, there are two peaks 

in the histogram of the envelope amplitude (one at 165 Ω and another at 365 Ω). By 

considering only sections where the amplitude envelope is above 300 Ω, the fast RTS of 

Device B can be separated and analyzed.  
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Figure 4.9 Envelope of the resistance time series of Device B. (a) Signal and envelope of 

a 5-seconds section. (b) Envelope amplitude histogram. 

 

 Figure 4.10(a) shows the histogram and the Gaussian fitting of the regions with 

RTS of Device B. The Gaussian fitting was performed using the software OriginPro 2022. 

The Gaussian curves give an estimative of the distribution probability of the RTS and can 

be used in a cumulative sum (CUMSUM) algorithm to determine when a transition 

between two states has occurred (Appendix E). From the CUMSUM algorithm, the time 

in which each transition (from up to the down state, and vice versa) can be obtained. From 

the time, the mean dwell time in the up state (tup) and down state (tdown) can be obtained 

and stored in the order in which they occur. As commented in section 2, in the case that 

the RTS is a Poisson process, τup and τdown can be estimated by plotting -ln(1-F), where F is 

the exponential distribution cumulative function. Figure 4.10(b) shows the probability plot of 

the dwell times of Device B. The symbols were obtained from the percentiles of experimental 

data, and the lines are the respective linear regression. From the slope of the lines, it was 

found that τup = 2.9 ms, and τdown = 2 ms. Thus, on average, the GNR is in the high-

resistance state for 2.9 ms and in the low-resistance state for 2 ms when RTS is present.  
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Figure 4.10 Statistical analysis of RTS of Device B. (a) Histogram and Gaussian fitting 

of the resistance on regions where RTS is present. (b) Exponential Probability plot of the 

dwell times in each state of the fast RTS, and its linear regression, where F is the 

cumulative probability. 

 

 Since RTS is present during the entire measurement range of Device A, the entire 

time series was analyzed. Figure 4.11(a) shows the histogram and the Gaussian fittings 

of the Resistance. Like it was done with Device B, the dwell times for Device A were 

obtained through the CUMSUM algorithm. It is important to point out that the dwell times 

of Device A don’t follow the Exponential probability, which could indicate that the 

statistical behavior of the RTS is time-dependent. The temporal behavior of the dwell 

time was obtained to verify this hypothesis. Figure 4.11(b) shows tup as a function of time. 

Naturally, the individual values of tup don’t tell much, and an estimative for τup is necessary. 

A moving average filter with a window of 1000 points was used to obtain an estimative 

of the average dwell times (red line in Figure 4.11(b). The result is that the estimated τup 

increases from around 6 ms at the beginning of the measurements to approximately 35 

ms at the end. i.e., the transitions are becoming rarer with time. For the down state case, 

there is also some variation (τdown goes from 8 ms to around 3 ms). This strongly suggests 

that chemisorption is occurring at the end of the process. If physisorption was the main 

mechanism, the molecules could desorb at room temperature, and the average dwell time 

should be independent of time.  

In summary, both devices have shown temporal dependence on their RTS. Also, 

as shown in the histograms of Figure 4.10(a) and Figure 4.11(b), the time spent in the 

high-resistance state is longer than in the low-resistance state in both devices. However, 

the time constants are different in the two devices (a simple average gives τup, = 19.37 ms, 
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and τdown, = 4.9 ms for Device A). Therefore, the RTS is device-dependent and might be 

related to gas molecule adsorption on defects. Another possibility is that the dwell times are 

different because of the time dependence of the RTS. 

 

 

Figure 4.11 RTS analysis of Device A in an oxygen environment. (a) Resistance histogram 

of the entire measurement and Gaussian fitting. (b) Dwell time in the up state (tup) in the 

left-hand axis (black columns) and the estimated mean dwell time (τup) in the up state in 

the right-hand axis (red line). (c) Dwell time in the down state (tdown) in the left-hand axis 

(black columns) and the estimated mean dwell time (τdown) in the down state in the right-

hand axis (red line) 

 

 Experiment Repetition with Device B. 

Right after the first experiment with device B, the chamber was evacuated to around 

10 mTorr and thermal annealing was performed at 150 °C for 1.5 hours. As shown in 

Figure 4.12, the CNP is not in the measurement range anymore due to oxygen doping. 

After new current annealing by applying a current of 250 µA, the CNP shifted to around 

– 3V. The device was left in a vacuum overnight for 14 hours. By the end of this period, 
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the positive CNP shift was observed again. However, even after 14 hours, the CNP is 

around 5 V, just 1 V higher than the CNP in the first experiment (Figure 4.3). This 

reinforces the argument that the CNP shift after many hours is negligible in the time scale 

of the noise measurements. 

 

 

Figure 4.12 Transfer characteristics of Device B after thermal and current annealing. 

 

 To confirm that there aren’t big chances in noise while the device is in a vacuum, 

the resistance was monitored in a vacuum for 5 minutes using the usual parameters for 

long measurements (Tr = 429 Hz, LPF BW = 39.18 Hz). Figure 4.13 shows the resistance 

time series (black line) and its standard deviation calculated in windows of 10 seconds 

(red line), where no change with time was noticed.  

 

 

Figure 4.13 Resistance time series and standard deviation of Device B in a vacuum. 
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 After the measurement shown in Figure 4.13, a new time series with a faster 

transfer rate was taken to analyze the electrical noise (in the same way as in the first 

experiment). Figure 4.14(a) shows the total resistance time series in a vacuum, and Figure 

4.14(b) shows a section of 15 ms of duration. While the resistance baseline is around 28.6 

kΩ, very sharp transitions to 29 kΩ are visible. These sharp transitions have a duration of 

just a few samples. Given that the sampling period is 4.5 µs, it is likely that their duration 

is even shorter, but the measurement setup could only capture the slower ones. As 

commented previously, the vacuum in the chamber is not very good. At a pressure of 6 

mTorr (the pressure in this experiment), there are still 3.8 x 1017 molecules in the gas 

chamber. Therefore, these sharp transitions may be caused by the adsorption/desorption 

of leftover gas molecules.  

Pure oxygen was introduced into the chamber until the pressure arrived at 400 

Torr. Figure 4.14(c) shows the resistance time series in the oxygen environment after the 

influx was stopped. By comparing Figure 4.14 (a) and Figure 4.14 (c), the reduction of 

the resistance by the effect of doping by oxygen is clear. Also, by looking at a short section 

(Figure 4.14(d)), it becomes clear that the sharp transitions to higher resistance values are 

not present anymore. There are many more molecules able to adsorb on the graphene after 

oxygen introduction into the chamber. The larger coverage of the GNR may work as a 

protection film, and adsorption/desorption noise is reduced. Instead, there are some 

transitions with a larger duration to a lower resistance state. This behavior has similarities 

to the RTS observed previously. However, the transitions this time were too few, and a 

proper statistical analysis could not be performed. Chemisorption is a possible 

explanation behind the change in the RTS in the oxygen environment. During the first 

experiment, oxygen molecules were chemisorbed on the graphene, and when the 

experiment was repeated, there were fewer active sites for chemisorption. Also, the 

current annealing could have changed the structure of the GNR, and defects could’ve 

been removed and/or modified. However, the possibility of the RTS caused by oxygen 

having influence from defects needs further investigation. 

After the measurement in an oxygen environment, the chamber was evacuated 

to around 10 mTorr. Five minutes after the evacuation, new measurements were 

performed (Figure 4.14(e)). This time, the resistance time series shows a hybrid of the 

two previous behaviors. Figure 4.14(f) shows that the general noise increased if compared 

to the measurements in oxygen (the total standard deviation increased slightly from 32.98 

Ω to 49.4 Ω in a section of 0.5 seconds). This is expected if previously physiosorbed 

molecules desorb, giving space for adsorption/desorption noise to take place. Another 

point is that transitions to a low-resistance state are still present. 
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Figure 4.14 Resistance time series of Device B from the second experiment. (a) Total 

time series in a vacuum. (b) Section (15 ms) of resistance time series in a vacuum. (c) 

Total time series in oxygen environment. (d) Three-seconds section of resistance time 

series in oxygen environment. (e) Total time series after chamber evacuation. (f) Eight-

second section of resistance time series after chamber evacuation.  
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Finally, Figure 4.15 shows the transfer characteristics before the RTS 

measurements (vacuum), after the measurements in an oxygen environment, and after the 

device was left in a vacuum of around 6 mTorr for 8 hours. In a vacuum, the CNP was 

originally at 4 V. The CNP shifts in the positive direction and is not visible in the measured 

range after oxygen introduction because of p-doping. After 8 hours in a vacuum, there 

was no noticeable change in the transfer curves, and the p-doping due to oxygen remains. 

If physisorption was occurring, the molecules would desorb after such a long time in a 

vacuum, and some shift in the CNP would be noticeable. Since that is not the case, it can 

be concluded that the chemisorption of oxygen molecules caused the doping. 

 

Figure 4.15 Transfer characteristics of Device B in a vacuum, in oxygen environment and 

after 8 hours in a vacuum. 

 

It seems clear that the process of oxygen chemisorption oxygen on suspended 

graphene can cause RTS. However, the exact mechanism still needs more investigation. 

In particular, the influence of defects and impurities still needs to be investigated. As 

commented in Chapter 3, the devices presented in this chapter have suspended metal 

contacts, and the graphene under the metal contacts is also exposed. Because of this, it is 

unclear if the RTS is due to adsorption on the GNR channel or on the graphene under the 

metal contacts. In order to remove this uncertainty and investigate the effect of other gases 

on the suspended GNR, an improvement in the device design is necessary.  
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Chapter 5   

Low-Frequency Noise of Tin-functionalized 

Suspended Graphene Nanoribbon 

RTS with oxygen was observed in devices fabricated following the first design. 

However, the SiO2 substrate is also etched in the contact area of those devices. Because 

of this, many devices collapsed on the substrate. Another issue is that, even for the devices 

that remained suspended, a large area under the suspended contacts has graphene exposed 

(much larger than the graphene channel). Therefore, it isn’t clear if the RTS is a channel 

or contact effect. To solve this problem, a new sample following a new design was 

fabricated. In this sample, the Metal-Graphene-Metal (MGM) contacts avoid the 

excessive over-etching by BHF.  

Another point is that defects may be acting as adsorption sites, and their influence 

on the RTS presented in Chapter 4 is unclear. If that is the case, defect engineering could 

be useful to enhance or reduce this extra noise. However, this approach is technically 

challenging, and small variations in the defects’ position and structure may lead to large 

variations among devices. Another possibility is to use nanoparticles as adsorption sites. 

In this case, many adsorption sites can be introduced in the hope that the average effect 

of these sites will result in lower variation among different devices. In this work, tin (1 

nm thickness) was deposited in half of the sample devices to investigate the possibility of 

using nanoparticles as adsorption sites to enhance the effect of gas molecules on the 

device’s noise. Tin was chosen, because of previous experience using tin nanoparticles to 

functionalize graphene [75]. In this chapter, the results obtained from a sample fabricated 

following the MGM contact structure (Section 3.2) are presented. 

  

 Low-Frequency Noise in a Vacuum. 

Initially, the effect of tin on the intrinsic noise of the devices was verified. This time 

current annealing wasn’t used because its effect on the tin deposited on the graphene isn’t 

clear. Thermal annealing was performed at 400 ºC for 4 hours in a vacuum of 6 mTorr. 

Eight devices were measured in a vacuum of 6 mTorr with the AC lock-in technique. The 

current of each device was measured for 30 seconds, with the following parameters: fm = 

5 MHz, Tr = 219.7 kHz, LPF BW = 78.45 kHz, and vd = 50 mV. Four of the devices 

(group with “C” in the denomination) were functionalized with tin, while the other four 

(group “F”) were not. All the devices were fabricated in the same sample, at the same 
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time. all devices have the same mask dimensions (Wmask = Lmask = 400 nm), though their 

real dimensions can be smaller than planned due to over-etching and overdevelopment. 

Table 5.1 summarizes the devices’ nomenclature and which of them were functionalized.  

 

Graphene functionalized with tin (1nm) 

Device C-21 

Device C-22 

Device C23 

Device C-24 

Graphene 

Device F-21 

Device F-23 

Device F-24 

Device F-34 

Table 5.1 Device nomenclature summary. 

 

To compare the devices, it is easier to analyze their noise spectrum. The PSD was 

calculated using Welch’s method, as already described in Section 3.3. Figure 5.1 shows 

the SI/I
2 x frequency plot of these devices. It may sound reasonable that devices 

functionalized with tin could have a higher noise figure. However, except Device C-21, 

all the other devices have the same noise level. Therefore, functionalization with 1 nm tin 

doesn’t seem to affect the noise level. Device C-21 is a particular case and will be 

addressed in more detail later in this text. 

 

Figure 5.1 PSD x frequency in a vacuum of tin-functionalized graphene (red lines) and 

pristine graphene devices (black line) with MGM contacts. 
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 Effect of Gas Molecules on Low-Frequency Noise 

After the measurements in a vacuum, the effect of different gases on the low-

frequency noise of the devices was verified. Before each exposure to a new gas, the 

chamber was evacuated and left in a vacuum for at least three hours at room temperature. 

Then, new measurements in a vacuum were taken, and gas was introduced at a flux rate 

of 100 SCCM until the desired pressure/concentration was achieved.  

Ethanol was the first gas to be tested. There are two main motives for testing ethanol. 

The first one is that the PSD of supported exfoliated graphene showed a bulge at around 

400-500 when exposed to ethanol vapor [26]. The second reason is that tin-functionalized 

graphene was used to obtain selectivity toward ethanol by the CNP-shift method. Ethanol 

diluted in nitrogen (an inert gas) was introduced into the chamber at a flux rate of 100 

SCCM until the pressure achieved 154 Torr. The original ethanol concentration in the gas 

cylinder used is 9.73 ppm. Since the atmospheric pressure is 760 Torr, a pressure of 154 

Torr is equivalent to a concentration of around 2 ppm. Measurements were performed 

with the LIA (same parameters as the measurements in a vacuum). After these 

measurements, gas was introduced once more at 100 SCCM until a pressure of 608 Torr 

(8 ppm).  

Figure 5.2 shows the normalized PSD x frequency plot for the devices 

functionalized by tin in a vacuum and exposed to ethanol, while Figure 5.3 shows the 

same for pristine graphene. There was no ethanol effect on the devices’ noise. It is not 

clear why the bulge at 400 Hz wasn’t observed. One reason might be that CVD graphene 

is not suitable for these kinds of measurements. Another possibility is that the bulge is the 

result of interactions among the graphene, the SiO2 substrate, and the gas. Since the 

devices in this work are suspended, there is no effect from the substrate, and the bulge 

isn’t visible. Another difference is that in the experiments of reference [26] the vapor gas 

was diluted in dry air, and the other gas molecules present could also have some effect. 
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Figure 5.2 Product of the normalized power spectral density (SI/I

2) by frequency as a 

function of frequency of tin-functionalized suspended GNR with MGM contacts in a 

vacuum and exposed to ethanol diluted in nitrogen at concentrations of 2 ppm (154 Torr) 

and 8 ppm (608 Torr). 

 
Figure 5.3 Product of the normalized power spectral density (SI/I

2) by frequency as a 

function of frequency of suspended GNR with MGM contacts in a vacuum and exposed 

to ethanol diluted in nitrogen at concentrations of 2 ppm (154 Torr) and 8 ppm (608 Torr). 
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 After the experiment with ethanol, the chamber was evacuated, and the devices 

were left in a vacuum at room temperature for 3 hours. Then, new measurements in a 

vacuum were taken (6 mTorr), and the same measurement scheme was performed with 

acetone. The gas cylinder used has acetone diluted in nitrogen at a concentration of 10.1 

ppm. LIA measurements were performed at concentrations of 2 ppm (154 Torr) and 8 

ppm (600 Torr). Figure 5.4 shows the PSD results for the devices functionalized with tin, 

and Figure 5.5 shows the results obtained for pristine graphene. Once more, there was no 

observable effect on the noise by the exposure to the targeted gas. 

 

 

Figure 5.4 Product of the normalized power spectral density (SI/I
2) by frequency as a 

function of frequency of tin-functionalized suspended GNR with MGM contacts in a 

vacuum (6 mTorr) and exposed to acetone diluted in nitrogen at concentrations of 2 ppm 

(154 Torr) and 8 ppm (600 Torr). 
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Figure 5.5 Product of the normalized power spectral density (SI/I
2) by frequency as a 

function of frequency of suspended GNR with MGM contacts in a vacuum (6 mTorr) and 

exposed to acetone diluted in nitrogen at concentrations of 2 ppm (154 Torr) and 8 ppm 

(600 Torr). 

 

 After the experiment with acetone, the chamber was once more evacuated and 

left in a vacuum at room temperature overnight (14 hours) and experiments with benzene 

were performed. Measurements in a vacuum were taken and benzene diluted in argon was 

introduced into the chamber at 100 SCCM until a pressure of 150 Torr. The gas cylinder 

used has benzene in a concentration of 508 ppm. Thus, at a pressure of 150 Torr, the final 

concentration was around 80 ppm. Figure 5.6 and Figure 5.7 show the results for tin-

functionalized graphene and for pristine graphene, respectively. Once more there were no 

observable noise changes.  
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Figure 5.6 Product of the normalized power spectral density (SI/I
2) and frequency as a 

function of frequency of tin-functionalized suspended GNR with MGM contacts in a 

vacuum and exposed to benzene diluted in argon at a concentrations of 800 ppm (300 

Torr). 

 

 

Figure 5.7 Product of the normalized power spectral density (SI/I
2) and frequency as a 

function of frequency of suspended GNR with MGM contacts different devices in a 

vacuum and exposed to benzene diluted in argon at a concentrations of 800 ppm (300 

Torr). 
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In the experiments with oxygen, pure gas with a purity of 99.999% was used. 

(gas cylinder with grade 2 provided by Unosanso Ltd). Measurements in a vacuum were 

taken, and oxygen was introduced until a pressure of 400 Torr. Figure 5.8 and Figure 5.9 

show the plot of the normalized PSD x frequency in a vacuum and in the oxygen 

environment. One of the devices (Device C-21) showed a small peak in the normalized 

PSD at around 1 to 10 Hz (Figure 5.8 (a)), while no changes were observed in the other 

devices. This peak was caused by the appearance of RTS, as it can be confirmed by 

looking at the resistance time series in Figure 5.10. It is important to note that 

measurements were performed in series, and Device C-21 was the first device to be 

measured. There is already evidence from the experiments performed on the previous 

sample that the RTS disappears after some time. Therefore, one possible explanation for 

the lack of observation of RTS in the other devices is that the adsorption of O2 molecules 

had already ceased when the measurements were performed. The devices that weren’t 

functionalized with tin were the last ones to be measured. For that reason, it is unclear 

whether the tin had any effect.  

 

 

Figure 5.8 Product of the normalized power spectral density (SI/I
2) and frequency as a 

function of frequency of tin-functionalized suspended GNR with MGM contacts in a 

vacuum (6 mTorr) and exposed to pure oxgen (400 Torr). 
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Figure 5.9 Product of the normalized power spectral density (SI/I
2) and frequency as a 

function of frequency of tin-functionalized suspended GNR with MGM contacts in a 

vacuum (6 mTorr) and exposed to pure oxgen (400 Torr). 

 

 

Figure 5.10 Section with 5 seconds of duration of the original and denoised resistance of 

Device-C21. (a) Measurement taken with the device in a vacuum. (b) Measurement taken 

with the device exposed to oxygen (400 Torr). 
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SEM images were taken after the experiments with gas. The images were taken 

after the experiments to avoid modification of the GNR properties by the electron beam. 

As shown in Figure 5.11, the lift-off of Device C-21 wasn’t well succeeded. Because of 

this, the GNR has a triangular shape, with a base of around 100 nm. It can also be seen 

that there is a short circuit between the drain and the source. However, the contact 

between the metals isn’t very good and conductance modulation of the graphene by the 

gate voltage can still be observed (Figure 5.12). 

 

 

Figure 5.11 SEM Image of Device C-21, showing that the lift-off wasn't completely 

successful, but a small area of graphene in a triangular shape is exposed. 

 

 

Figure 5.12 Transfer characteristic of Device C-21 in a vacuum. 



68 

 

This unexpected geometry of Device C-21 might explain why it has a larger noise 

than all other devices measured. Also, it can be said that one of the contacts is also 

suspended since there is graphene underneath the metal that wasn’t properly removed 

during lift-off. This problem happened only with Device C-21. In all the other 7 devices, 

the lift-off was successful (Figure 5.13). There are at least three different reasons for 

Device C-21 to be the only one to show RTS with oxygen. The first possibility is that the 

RTS is caused by adsorption on the graphene underneath the suspended metal layer. The 

SEM images of the other devices show that overdevelopment of the bottom metal layer 

and small misalignments result in an area of the graphene that is supported on gold. 

Therefore, this hypothesis alone cannot explain why Device C-21 was the only one to 

show RTS with oxygen. A second hypothesis is that, as commented, the RTS stops after 

some time, and the RTS was observed in Device C-21 because it was the first device to 

be measured. A third possibility is that RTS can only be observed in smaller dimensions. 

The other devices all have a length of at least 300 nm, while the length of Device C-21 at 

the longest point is around 100 nm.  

 

Figure 5.13 SEM images of MGM devices used in the experiments. (a) Device C-22. (b) 

Device C-23. (c) Device C-24. (d) Device F-21. (e) Device F-23. (f) Device F-24. (g) 

Device F-34. 
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 In summary, 4 different gases were tested. Only oxygen caused changes in the 

noise and the appearance of RTS, if compared to the device’s noise in a vacuum. Among 

the gases tested, oxygen has a large charge transfer from graphene. Benzene, for example 

has a charge transfer of 0.018 e, while oxygen has a charge transfer of -0.208 e [37]. Also, 

pure oxygen was used, while the other gases were diluted in an inert gas. Thus, their 

concentration was much smaller. Either way, it seems reasonable to investigate more the 

effect of oxygen. 

 

 Current Annealing and Oxygen Effect 

 

The effect of oxygen was further investigated in a different device (Device C-42). 

This time, current annealing was used to clean the GNR. This device is one of the devices 

that were functionalized with tin. Current annealing was performed by varying the gate 

voltage between -5 V and + 5 V many times (Figure 5.14). Initially a VD of 1 V was used 

(current around 200 µA). Since the CNP still wasn’t very clear, a drain voltage of 2 V was 

applied (current around 240 µA). The CNP still wasn’t visible, and a new annealing at 3 

V was performed. This time, the drain current was around 80 nA, a large drop if compared 

to the previous cases. The resistance increased from the original 7 kΩ to 38 kΩ. This high 

increase in the resistance is an indication that the GNR started to break due to high 

temperatures prevenient from the current annealing. After the current annealing, the 

device was left in a vacuum for 3 days at room temperature. As Figure 5.15 shows, the 

cleaning was successful. While the CNP isn’t visible, before the annealing the current 

would reduce with VG. This means that the CNP is larger than 5 V, and the device was 

originally p-doped. After the annealing, the drain current started to increase with VG. 

Therefore, the CNP is lower than -5 V, and the device is n-doped.  
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Figure 5.14 Current annealing of Device C-42. 

 

Figure 5.15 Transfer characteristic of Device C-42 before and after current annealing. 
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 Experiments with oxygen were performed three days after the current annealing. 

The resistance was measured with the LIA in a vacuum for 30 seconds with the following 

parameters: fm = 5 MHz, Tr = 219.7 kHz, LPF BW = 78.45 kHz, and vd = 10 mV. Then, 

oxygen was introduced until a pressure of 400 Torr. Figure 5.16(a) shows the PSD x 

frequency plot in a vacuum and with oxygen. There is a strong response, and the noise 

after oxygen introduction is much higher than in a vacuum. Especially between 1 and 10 

Hz. After this experiment, the chamber was evacuated, and the device was left in a 

vacuum at room temperature. Four hours later the experiment was repeated. The peak in 

the PSD disappeared in a vacuum. After oxygen was introduced again a large peak (larger 

than before) appeared, and the noise was higher than in a vacuum up to 100 Hz (Figure 

5.16(b)). The resistance time series confirms that the bulges are caused by the appearance 

of RTS (Figure 5.17). The large resistance increase observed during the annealing 

indicates that the device had started to break, and its effective width was probably much 

smaller than designed. The small width might’ve made the device more sensitive to 

oxygen, and the noise increase was easily observed. Also, reproducibility was confirmed 

by just leaving the device in a vacuum for 4 hours, though the RTS time parameters are 

different. A possible reason for this is that the GNR was slowly breaking, thus changing 

the RTS observed. After these experiments, the chamber was evacuated, and the sample 

was left in a vacuum at room temperature. Unfortunately, the device was already broken 

the next day. Even though the device was fine for 3 days, it broke soon after the 

experiments with oxygen. This gives rise to the hypothesis that the chemisorption of 

oxygen on defects may be etching the graphene. This hypothesis is supported by some 

theoretical works [76] [77] [78], though more experimental investigation is needed.  

 

Figure 5.16 Product between the PSD and the frequency of device C-42 in a vacuum and 

in an oxygen environment. (a) First experiment. (b) Second experiment. 
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Figure 5.17 Resistance time series of Device C-42. (a) Vacuum - experiment 1. (b) 

Oxygen - experiment 1. (c) Vacuum - experiment 2. (d) Oxygen - experiment 2. 

 

 Lastly, the influence of current annealing on the functionalized device with Wmask 

= Lmask = 1 µm (Device C-52) was investigated through SEM images. This device was 

chosen because it is the largest device in the sample, and its observation on SEM would 

be easier. Current annealing was performed in a vacuum by applying a drain voltage of 2 

V (ID ≈ 320 µA). Figure 5.18 shows the transfer characteristics before and after the current 

annealing. Though the CNP still is not visible, the curve shape indicates the CNP is likely 

near 7 V.  
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Figure 5.18 Transfer characteristic of Device C-52 before and after current annealing. 

 

SEM images were taken before and after the current annealing. As shown in 

Figure 5.19 (a), the tin deposition created a tin film that covers almost the entirety of the 

GNR. This is not ideal, because the effect of gases on the graphene will be diminished, 

and this might be the reason the tin-functionalized devices didn’t show response to most 

of the gases studied. After the current annealing (Figure 5.19(b)), it can be noted that the 

film in the center of the device started to become darker than the region near the contacts. 

When current annealing is performed there is a gradient of temperature. The center has 

the highest temperature and can achieve temperatures as high as 700 K [70]. The 

temperature is much smaller on the sides because the metal contacts work as a heat sink. 

Therefore, the darker color near the center after the annealing is due to the diffusion of 

Tin from the center (hot places) to the side of the GNR (colder places). 
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Figure 5.19 SEM images of Device C-52. (a) Before current annealing. (b) After current 

annealing. 

 

  In summary, no clear differences were observed in the effect of different gases 

on the devices PSD between suspended CVD graphene and tin-functionalized graphene. 

However, these are very preliminary investigations, and nanoparticles on suspended 

graphene still need more study, including how the size and clustering of nanoparticles 

affect the graphene response to gas molecules. The effect of BHF (commonly used to 

suspend graphene) on the nanoparticles also needs more investigation. Tin in particular 

can react with hydrofluoric acid (HF) to form tin(II) fluoride (SnF2) and hydrogen (H2). 

If that is the case, it seems unlikely that the response of tin-functionalized supported and 

suspended graphene would be the same. Lastly, there is evidence that the width of the 

GNR must be considered when trying to observe the RTS caused by oxygen. The reason 

for that is that as the width gets smaller, the influence of oxygen adsorption on the total 

resistance of the GNR is higher, the width dependence may be due to the closing of a 

conduction channel. Another possible explanation is that the RTS is caused by O2 

adsorption on dangling bonds of the GNR edges. Since edge effects are more pronounced 

at smaller W, this would also explain the width dependence. 
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Chapter 6   

Conclusions and Future Work 

Two samples with different CVD GNR structures were successfully fabricated. 

Due to the fast diffusion of BHF, the first sample has suspended metal contacts, which 

resulted in the collapse of many devices. Nevertheless, RTS caused by oxygen was 

observed in two devices (W = L = 200 nm). One device demonstrated anomalous RTS 

behavior, where the RTS is only present at some periods. By considering only these 

periods, dwell times of 2 ms (high-resistance state) and 2.9 ms (low-resistance state) were 

extracted. The other device seemed to show regular RTS behavior, but after statistical 

analysis, it was noticed that the dwell time in the high-resistance state increased from 6 

to 35 ms during the measurement. This shows that the RTS caused by oxygen has a 

transient behavior, likely caused by the dynamics of oxygen molecules during adsorption, 

and care must be taken when using the spectrum for identification purposes. 

The second sample was fabricated using a metal-graphene-metal contact 

structure. With this, the metal contacts are not suspended anymore, and the chance of 

collapse is reduced. Another advantage is that there is no graphene under the metal 

contacts, such that there is more confidence that any observed effect is due to adsorption 

on the graphene channel. Also, some devices were functionalized with tin to verify if 

nanoparticles can work as adsorption sites to enhance sensitivity. Due to lift-off problems, 

the 200 nm devices could not be used. Instead, the measurements were performed on 

devices with 400 nm.  

Experiments with ethanol, acetone, benzene, and oxygen were performed. Only 

for oxygen, there was a change in the low-frequency noise if compared to measurements 

in a vacuum. RTS with oxygen was observed in different devices through bulges in the 

low-frequency spectrum at around 1-100 Hz. In one of the cases, the device (Device C-

21) has an unexpected triangular shape due to lift-off problems. At the longest point, this 

device has only 100 nm of length, much smaller than the planned 400 nm. In a different 

device (Device C-42), current annealing was performed before the measurements. A high 

increase in resistance was observed after current annealing, indicating that the GNR 

started to break due to annealing. Experiments with oxygen were performed. Again RTS 

(and its resulting bulge in the PSD) were observed when the GNR was exposed to 

graphene. Remarkably, the PSD could recover after 4 hours in a vacuum, and RTS 

appeared again when the devices were exposed to oxygen once more. Though it could not 

be confirmed by SEM images, it is likely that the device width was already smaller than 
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the intended 400 nm. Therefore, a narrow width might be essential to observe the RTS 

caused by oxygen. Another very important point is that this device broke the next day, 

giving rise to the hypothesis that oxygen may be adsorbing graphene defects, and creating 

new defects in this process. Thus, helping the nanoribbon to break.  

Unfortunately, the effect of tin could not be confirmed, though it was confirmed 

through SEM images that the tin formed a roughly uniform film on the graphene. Because 

of this, the gas molecules could not interact directly with graphene, reducing sensitivity 

and selectivity. After the current annealing diffusion of tin from the center of the GNR 

(hottest spot during annealing) to the sides was confirmed, but the effect of annealing on 

suspended tin-functionalized GNR still needs more investigation. 

Oxygen has a relatively high transfer to graphene and this larger effect might be 

the reason it was the only gas to show a response. In reference [26], exfoliated graphene 

supported on SiO2 was used to differentiate some vapor gases through low-frequency 

noise spectra. Therefore, it is possible that if very clean, defectless graphene is used, 

response from the other 3 gases could be observed. Another factor that needs more study 

is the effect of the substrate. Therefore, a comparative study between exfoliated and CVD 

graphene as well as suspended and supported graphene is necessary for future work.  

It was confirmed in different devices with different structures that oxygen causes 

RTS on suspended CVD graphene. Oxygen is the second most abundant gas in our 

atmosphere. Therefore, it is expected that graphene-based gas sensors will be in contact 

with this gas. In this work, the effect of oxygen was observed while the gas was being 

introduced, and at a constant pressure of 400 Torr. Because of this, it is unclear whether 

the RTS in the suspended GNR is related to the number of molecules interacting with 

graphene or to the exposure time. Therefore, more experiments with different pressures 

and time scales are necessary. In addition, the devices’ size most likely plays a role, with 

smaller devices being more sensitive to the RTS. Therefore, is necessary to investigate 

the effect of oxygen on smaller devices. Lastly, the mechanism responsible for the RTS 

still needs more investigation, and theoretical work is necessary to complement the 

experimental work presented. More rigorous studies on these topics could lead to the 

device’s optimization, such that variability among devices can be reduced and sensitivity 

towards other gases can be increased. 
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Appendix A – Fabrication Runsheet of 

Suspended Graphene Nanoribbon with 

Suspended Contacts 

Dicing and 

cleaning 

Spin-coating:  

• PMMA 4000 RPM, 60 seconds 

• Hot plate: 180 ºC, 5 minutes 

Dicing: 15 x 20 mm size samples 

Back oxide etching: CF4 RIE: 20 SCCM, 4 Pa, 100 W, 9 minutes. 

Cleaning: 

• Hot acetone (60 ºC) for 30 minutes 

• IPA for 2 minutes 

• Dry in air 

Annealing Ar + H2(10%) atmosphere: 0.5 L/min, 300ºC 

Litography 

(Adress pattern) 

Cleaning: 

• Acetone: 5 minutes 

• IPA: 5 minutes 

Spin-coating:  

• MMA 2000 RPM, 60 seconds 

• Hot plate: 180 ºC, 5 minutes 

• PMMA 4000 RPM, 60 seconds 

• Hot plate: 180 ºC, 5 minutes 

EBL: 

• Current: 1 nA 

• Dose time: 0.21 µs 

Development: 

• MIBK:IPA 1:1, 40 seconds 

• IPA: 30 seconds 

 

Metal deposition 

 

RIE: O2, 10 SCCM, 4 Pa, 30 W, 10 seconds 

PVD (electron beam thermal evaporator): 

• Chromium: 5 nm 

• Gold: 75 nm 

Lift-off: Acetone (60ºC), 30 minutes 
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Litography 

(contacts) 

Cleaning: 

• Acetone: 5 minutes 

• IPA: 5 minutes 

Spin-coating:  

• AR-P 6200 4000 RPM, 60 seconds 

• Hot plate: 150 ºC, 1 minutes 

EBL: 

• Current: 250 nA 

• Dose time: 0.52 µs 

Development: 

• Developer AR 600-546: 50 seconds 

• DIW: 30 seconds 

Metal deposition PVD (electron beam thermal evaporator): 

• Chromium: 5 nm 

• Gold: 25 nm 

Lift-off: remover AR 600-71(80ºC), 5 minutes 

Litography 

(GNR definition) 

Spin-coating:  

• Hot plate: 180 ºC, 5 minutes 

• PMMA: 4000 RPM, 60 seconds 

• Hot plate: 180 ºC, 5 minutes 

• AR-N 7520.07 4000 RPM, 60 seconds 

• Hot plate: 85 ºC, 1 minute 

EBL: 

• Current: 250 nA 

• Dose time: 0.4 µs 

Development: 

• Developer AR 300-47: 50 seconds  

• DIW 30 seconds 

• Hot plate: 85 ºC, 1 minute 

RIE: O2, 10 SCCM, 4 Pa, 35 W, 140 seconds. 

Resist removal: 

• Acetone: 5 minutes 

• IPA: 5 minutes 

Annealing Ar + H2(10%) atmosphere: 0.5 L/min, 300ºC 

GNR suspension BHF: 45 seconds + DIW: 20 seconds (three times) 

Supercritical dry: IPA + CO2, 14 MPa, 50 minutes 
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Appendix B – Fabrication Runsheet of 

Suspended Graphene Nanoribbon with Metal-

Graphene-Metal Contacts 

Dicing and 

cleaning 

Spin-coating:  

• PMMA 4000 RPM, 60 seconds 

• Hot plate: 180 ºC, 5 minutes 

Dicing: 15 x 20 mm size samples 

Back oxide etching: CF4 RIE: 20 SCCM, 4 Pa, 100 W, 9 minutes. 

Piranha cleaning: 

• 50 ml H2O2 + 50 ml of H2SO4: 15 minutes 

Annealing Ar + H2(10%) atmosphere: 0.5 L/min, 300ºC 

Litography 

(Adress pattern) 

Cleaning: 

• Acetone: 5 minutes 

• IPA: 5 minutes 

Spin-coating:  

• AR-P 6200.09 4000 RPM, 60 seconds 

• Hot plate: 150 ºC, 1 minutes 

• AR-P 6200.09 4000 RPM, 60 seconds 

• Hot plate: 150 ºC, 1 minutes 

EBL: 

• Current: 250 pA 

• Dose time: 0.52 µs 

Development: 

• Developer AR 600-546: 90 seconds 

• Stopper AR 600-60: 30 seconds 

• DIW: 30 seconds 

• Hot plate: 130 ºC, 30 seconds 

Metal deposition 

 

RIE: CF4, 20 SCCM, 4 Pa, 100 W, 96 seconds 

PVD (electron beam thermal evaporator): 

• Chromium: 5 nm 

• Gold: 75 nm 

Lift-off: Remover AR 600-71 (60ºC), 30 minutes 

RIE: O2, 4 Pa, 30 W, 25 seconds 
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Graphene 

transfer 

Copper foil + graphene coating: 

• PMMA 4000 RPM, 60 seconds 

• Hot plate: 150 ºC, 2 minutes 

Back side etching: 

• RIE: O2, 10 SCCM, 4 Pa, 30 W, 25 seconds 

Copper etching:  

• Ammonium persulfate for more than 4 hours 

Transfer to SiO2/Si substrate: 

• Transfer PMMA/graphene to DIW (3 times) 

• Manually pick PMMA/Graphene with the SiO2/Si 

substrate 

3 hours wait 

Hot plate baking: 2 minutes at 200 ºC 

2 hours wait 

PMMA removal with acetone 

 

Annealing Ar + H2(10%) atmosphere: 0.5 L/min, 300ºC 

Litography 

(contacts) 

Cleaning: 

• Acetone: 5 minutes 

• IPA: 5 minutes 

Spin-coating:  

• AR-P 6200.09 4000 RPM, 60 seconds 

• Hot plate: 150 ºC, 1 minutes 

EBL: 

• Current: 250 nA 

• Dose time: 0.52 µs 

Development: 

• Developer AR 600-546: 90 seconds 

• Stoper AR 600-60: 30 seconds 

• DIW: 30 seconds 

• Hot plate: 130 ºC, 30 seconds 

Metal deposition PVD (electron beam thermal evaporator): 

• Chromium: 5 nm 

• Gold: 25 nm 

Lift-off: remover AR 600-71 (80ºC), 5 minutes 
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Litography 

(GNR definition) 

Spin-coating:  

• Hot plate: 180 ºC, 5 minutes 

• PMMA: 4000 RPM, 60 seconds 

• Hot plate: 180 ºC, 5 minutes 

• AR-N 7520.07 4000 RPM, 60 seconds 

• Hot plate: 85 ºC, 1 minute 

EBL: 

• Current: 250 nA 

• Dose time: 0.4 µs 

Development: 

• Developer AR 300: 50 seconds  

• DIW 30 seconds 

• Hot plate: 85 ºC, 1 minute 

RIE: O2, 10 SCCM, 4 Pa, 35 W, 140 seconds. 

Resist removal: 

• Acetone: 5 minutes 

• IPA: 5 minutes 

Annealing Ar + H2(10%) atmosphere: 0.5 L/min, 300ºC 

GNR suspension BHF: 45 seconds 

DIW: 20 seconds (three times) 

Supercritical dry: IPA + CO2, 14 MPa, 50 minutes 
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Appendix C – Wavelet Denoising 

 Wavelet transform and denoising is a very rich subject by itself. In this section, 

only the basics necessary to understand its application in this work are presented.  

 Like the short time Fourier transform, wavelet transform can give temporal and 

frequency information of a signal. To do so, the wavelet transform performs a 2-D 

mapping of the 1-D signal, parametrized by two parameters: scaling (s) and translation 

(τ). The continuous wavelet transform (CWT) of a signal x(t) is given by [79]: 

 

𝐶𝑊𝑇 (𝑠, 𝜏) =  
1

√𝑠
∫ 𝑥(𝑡)𝛹 (

𝑡 − 𝜏

𝑠
) 𝑑𝑡,                                   (𝐶1) 

                  

where Ψ(t) is called the mother wavelet and can have many forms. The main characteristic 

of mother wavelets is that they are localized in time and decay rapidly towards zero [80]. 

Table C1 shows some of the more common mother wavelets, though there are many more. 

 

Wavelet name Mathematical expression Graph 

Harr 

𝛹(𝑡) =  {
1, 0 ≤ 𝑡 ≤ 1/2  

−1, 1/2 ≤ 𝑡 < 1  
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

 

Shannon 
𝛹(𝑡) =  

sin (𝜋𝑡/2)

𝜋𝑡/2
𝑐𝑜𝑠 (

3𝜋𝑡

2
) 

 

Morlet 𝛹(𝑡) =  𝑒𝑖𝜔0𝑡𝑒−𝑡2/2 

 

Table C1 Example of wavelets 
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 From equation C1, one can notice that the CWT is given by the inner product 

between the signal and what are called baby wavelets (the mother wavelet translated by 

τ and scaled by s). This way, one can identify how much at a signal at a determined time 

is similar to the wavelet. 

During denoising of a digital signal, the discrete version of wavelet transform is 

used. The discrete wavelet transform (DWT) is given by [81]: 

 

𝐷𝑊𝑇 (𝑙, 𝑚) =  2−
𝑙
2 ∑ 𝑥[𝑘]

𝑘

𝛹[2−𝑙𝑘 − 𝑚],                         (𝐶2) 

              

where, x[k] is a discrete signal, and Ψ[k] can be the discrete version of a continuous 

wavelet, though there are discrete wavelets without continuous counterpart. It is worth 

noticing that a wavelet can be viewed as a band-pass filter, and a simple way to implement 

the DWT is as a cascade of filters. In the first level, the signal passes through a low-pass 

filter (LPF) and through high-pass filter (HPF). The HPF is defined by the frequency 

response of the wavelet, and the LPF is its quadrature mirror filter [82]. In other words, 

the two filters complement each other. The second level of coefficients is obtained by 

applying a LPF and a HPF once again in the coefficients obtained from the LPF of the 

previous level. This process can be repeated, and the number of levels is limited only by 

the length of the signal. A schematic of the process is shown in Figure C1. 

 

 

Figure C1 Schematic of the multidimensional analysis by cascading filters (adapted from 

[82]).  
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 After the DWT is applied, a threshold can be used on the coefficients, and the 

denoised signal is obtained after applying the inverse DWT [82]. A hard threshold means 

that only coefficients above the threshold are kept, while the coefficients below it become 

0. In a soft threshold, the coefficients continuously shrink when they are below the 

threshold. In this work, the resistance time-series were denoised using a Daubechies 

wavelet level 1 (equivalent to the Harr wavelet). As shown in Table C1, the Harr wavelet 

has a very similar shape to RTS, and that is the reason it was chosen. The denoising was 

performed down to level 19, through the function “wdenoise” from the software 

MATLAB. A universal threshold was chosen, using a soft threshold rule. A universal 

threshold is determined based on a Gaussian noise and is given by σstd√2log (𝑁𝑠), where 

σstd is the estimated standard deviation of the Gaussian noise, and Ns is the number of 

samples of the signal [82]. There are many possible strategies for choosing the threshold, 

but further investigation on this topic goes beyond the scope of this work. The section of 

the MATLAB code implementing the denoising is shown below.  

 

%R_M: Original resistance vector 

%R_wd: Resistance vector after denoising 

R_wd = 

wdenoise(R_M,19,Wavelet="db1",NoiseEstimate="LevelIndependent",DenoisingMetho

d = "UniversalThreshold", ThresholdRule = "Soft"); 

 

 Figure C2 shows a section of resistance time series of two devices. It becomes 

clear that the denoising removes most of the high frequency noise, while preserving the 

sharp transitions of the RTS, which wouldn’t be possible with a simple low-pass filter. It 

also makes the two peaks in the histogram from the RTS more apparent and easier to 

identify (Figure C3). 
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Figure C2 Resistance time series before and after wavelet denoising. (a) Device A. (b) 

Device B. 

 

Figure C3 Resistance histogram of Device A before and after wavelet denoising. 
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Appendix D – Raw Electrical Current Data 

from Chapter 4. 

 

Figure D1 Current of Device A (suspended contact) in a vacuum (6 mTorr). Sections from 

0 to 10 seconds (a), 10 to 20 seconds (b), and 20 to 30 seconds (c). 
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Figure D2 Current of Device A (suspended contact) with Oxygen. Sections from 0 to 10 

seconds (a), 10 to 20 seconds (b), and 20 to 30 seconds (c). 
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Figure D3 Current of Device A (suspended contact) with Oxygen. Sections from 30 to 40 

seconds (a), 40 to 50 seconds (b), and 50 to 60 seconds (c). 
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Figure D4 Current of Device B (suspended contact) in a vacuum. Sections from 0 to 10 

seconds (a), 10 to 20 seconds (b), and 20 to 30 seconds (c). 



90 

 

 

Figure D5 Current of Device B (suspended contact) in a vacuum. Sections from 30 to 40 

seconds (a), 40 to 50 seconds (b), and 50 to 60 seconds (c). 
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Figure D6 Current of Device B (suspended contact) with oxygen. Sections from 0 to 10 

seconds (a), 10 to 20 seconds (b), and 20 to 30 seconds (c). 
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Figure D7 Current of Device B (suspended contact) with oxygen. Sections from 30 to 40 

seconds (a), 40 to 50 seconds (b), and 50 to 60 seconds (c). 
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Appendix E – Detection of Random Telegraph 

Signal Transitions 

 To quantitatively analyze the dwell times of each RTS state, it is very important 

to accurately identify when a transition has occurred. To do so, a cumulative sum 

(CUMSUM) algorithm was implemented [83]. The algorithm is based on the cumulative 

sum of the log-likelihood ratio between the two states. The log-likelihood ratio 

cumulative sum (Sk) is given by the following equation: 

 

𝑆𝑘 =  ∑ 𝑙𝑛 (
P𝑢𝑝(𝑦𝑖)

P𝑑𝑜𝑤𝑛(𝑦𝑖)
) ,

𝑘

𝑖=1

                                             (D1) 

                               

where Pup,down(yi) is the probability that the sample yi is in the up/down states. If the 

probability for yi to be in the high state is smaller than for it to be in the down state, the 

logarithm term will be negative. Therefore, if the system is in the down state and there is 

no transition, Sk will have a lower value than its previous value SK-1. During a transition 

to the up state, the logarithm term will become positive, and Sk > SK-1. This way, a 

transition from down to up state can be detected by comparing the value of SK to the last 

minimum value 𝑚𝑘 =  min
1≤𝑗≤𝑘

𝑆𝑗, and an alarm can be set when the difference between Sk 

and mk is larger than a determined threshold (Thr). By increasing Thr, the chance that only 

real transitions will be detected increases, but with the downside of increasing the delay 

between the transition and the alarm.  

 The ratio between Pup and Pdown were calculated from the Gaussian fittings of 

the histograms obtained from the denoised signals. The fitting was performed with the 

Software Origin Pro 2022 and the following equation:  

 

𝑦 =  𝑦
0+ 

𝐴

𝑊√
𝜋
2

𝑒𝑥𝑝 [−2 (
𝑥 − 𝑥𝑐

𝑤
)

2

].                                (D2) 

.                      

 The parameters obtained from the fittings are summarized in Table D1. 

 

 



94 

 

 

 

 Envelope Amplitude 

Device B 

Figure 4.9 (b) 

Device B 

Figure 4.10 (a) 

Device A 

Figure 4.11 (a) 

 Down state Up state Down State Up state Down State Up state 

y0 

(10
-5

) 

-3.0238 

 ± 18.8981 

-3.0238  

± 18.8981 

16.6808 

±44.2439  

16.6808 

±44.2439 

-1.0225 

± 2.64582 

-1.0225 

± 2.64582 

xc 165.3426  

± 0.79279 

325.1224 

± 2.84669 

31057.4097

± 2.314 

31227.8334

± 1.992 

31729.1601 

 ± 2.43196 

32053.4852  

± 0.56734 

w 101.7532 ± 

1.58241 

106.8061  

± 5.92047 

117.23569 

± 4.28874 

120.12629 

± 3.7545 

213.33784  

± 5.06886 

207.2782 

± 1.17018 

A 4.3820  

± 0.07189 

1.3022  

± 0.07574 

5.94631 

± 0.23758 

7.16173  

± 0.24171 

0.7263  

± 0.01871 

2.9859 

± 0.01839 

Table D1 Parameters obtained from Gaussian fitting. 

 

 Figure D1 shows the calculated SK for an interval of the denoised data of Device 

A (Chapter 4) with a transition from down to up state. In that case, a threshold of 2500 

would result in a delay of 20 µs in the detection. 
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Figure E1 Sk (red line) in a transition from down to up state. 
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 To detect a transition from up to down, one can just invert the probability ratio. 

The time at which each transition occurred was obtained by applying down-to-up 

detection, followed by up-to-down detection, and so on (or vice-versa, depending on the 

initial state of the time series). Higher thresholds result in longer detection delays, which 

influences the overall transition alarm time, especially if a new transition has occurred 

before there was time for Sk to go above the threshold, which results in a failure in the 

capture of a transition, as shown in Figure D2. Because of that, small thresholds between 

0 and 100 were used. Also, it was noticed that errors can easily propagate. Because of that 

and since the entire time series of Device A of Chapter 4 was analyzed (1 minute long), 

the algorithm was applied in sections of approximately 2 seconds.  

 

 

Figure E2 Original time series and the RTS reconstruction based on the CUMSUM 

algorithm, showing failure in capturing some transitions for Thr = 500. 
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 The MATLAB code used to implement the CUMSUM algorithm is shown 

below. 

 

function [B,SK_1,SK_2] = cumsum_log(state1,state2,RTS_wd,h) 

%%%%%%%%%%%%%%%%%%Inputs%%%%%%%%%%%% 

% State1 and State 2 is a vector with the gaussian fitting parameters, in 

% the following order: State_i = [A_0, W_0, xc_0, y_00], where the gaussian 

curve is given by p = abs(y_0 + (A/(W*sqrt(pi/2)))*exp(-2*((RTS_wd-

xc)/W).^2)); 

% RTS_wd: Signal with RTS 

% h: threshold 

  

%%%%% Outputs %%%%%%%%% 

% B: vector to shows transitions detections: +1 for down-to-up transitions, 

% -1 for up-to-down, and 0 if no transitions was detected. 

% SK_1: cummulative log-likelihood sum of transitions down to up 

% SK_2: cummulative log-likelihood sum of transitions up to down 

 

 

%%% First step: Defining P_0 as the down state and p_1 is the up state, 

%%% independently of the vectors State1 and state2 

L = length(RTS_wd); 

if state1(3) < state2(3) 

    p_0 = abs(state1(4) + (state1(1)/(state1(2)*sqrt(pi/2)))*exp(-2*((RTS_wd-

state1(3))/state1(2)).^2)); 

    p_1 = abs(state2(4) + (state2(1)/(state2(2)*sqrt(pi/2)))*exp(-2*((RTS_wd-

state2(3))/state2(2)).^2)); 

else 

    p_1 = abs(state1(4) + (state1(1)/(state1(2)*sqrt(pi/2)))*exp(-2*((RTS_wd-

state1(3))/state1(2)).^2)); 

    p_0 = abs(state2(4) + (state2(1)/(state1(2)*sqrt(pi/2)))*exp(-2*((RTS_wd-

state2(3))/state2(2)).^2));  

end 

si_1 = log(p_0./p_1); 

si_2 = log(p_1./p_0); 

 

%%start of the computation%% 
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l = 1; 

if log(p_0(1)/p_1(1)) < 0 %verifying if the RTS starts in the up state. 

    while l < L 

        k = 2; 

        S_K = zeros(1,length(RTS_wd)); 

        m = zeros(1,length(RTS_wd)); 

        g(1) = 0; 

        m(1) = 0; 

        %Detection of up-to-down transitions 

        while g(k-1) <= h && k+l <= length(RTS_wd)-10 

            S_K(k) = sum(si_1(l:k+l));  

            m(k) = min(S_K(1:k)); 

            g(k) = S_K(k) - m(k); 

            k = k+1;   

        end 

        l = l + k; 

        B(l) = -1; 

        k = 2; 

        S_K = zeros(1,length(RTS_wd)); 

        m = zeros(1,length(RTS_wd)); 

        g(1) = 0; 

        m(1) = 0; 

        %Detection of down-to-up transitions 

        while g(k-1) <= h && k+l <= length(RTS_wd)-10 

            S_K(k) = sum(si_2(l:k+l));  

            m(k) = min(S_K(1:k)); 

            g(k) = S_K(k) - m(k); 

            k = k+1; 

        end 

        l = l + k; 

        B(l) = 1; 

    End 

% if the RTS starts in the down state: 

else  

    while l < length(RTS_wd) 

        k = 2; 
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        S_K = zeros(1,length(RTS_wd)); 

        m = zeros(1,length(RTS_wd)); 

        g(1) = 0; 

        m(1) = 0; 

        %Detection down-to-up transitions 

        while g(k-1) <= h && k+l <= length(RTS_wd)-10 

            S_K(k) = sum(si_2(l:k+l));  

            m(k) = min(S_K(1:k)); 

            g(k) = S_K(k) - m(k); 

            k = k+1;   

        end 

        l = l + k; 

        B(l) = 1; 

        k = 2; 

        S_K = zeros(1,length(RTS_wd)); 

        m = zeros(1,length(RTS_wd)); 

        g(1) = 0; 

        m(1) = 0;  

        %Detection of up-to-down transitions 

        while g(k-1) <= h && k+l <= length(RTS_wd)-10 

            S_K(k) = sum(si_1(l:k+l));  

            m(k) = min(S_K(1:k)); 

            g(k) = S_K(k) - m(k); 

            k = k+1; 

        end 

        l = l + k; 

        B(l) = -1; 

    end 

end 

SK_1 = cumsum(si_1);  

SK_2 = cumsum(si_2); 

end 
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