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Abstract

Video-based sign language recognition is vital for improving communication for the deaf

and hard of hearing. However, due to a lack of resources, creating and maintaining the

quality of Thai sign language video datasets is challenging. To address this issue, we assess

multiple models with a novel dataset of 90 signs, covering the full letters of alphabets, vow-

els, intonation marks, and numbers, as demonstrated by 43 signers. We investigate seven

deep learning models with three distinct modalities for our analysis: video-only methods

(including RGB-sequencing-based CNN-LSTM and VGG-LSTM), human body joint co-

ordinate sequences (processed by LSTM, BiLSTM, GRU, and Transformer models), and

skeleton analysis (using TGCN with graph-structured skeleton representation). A thor-

ough assessment of these models is conducted across seven circumstances, encompassing

single-hand postures, single-hand motions with one, two, and three strokes, and two-hand

postures with static and dynamic point-on-hand interactions. The research highlights

that the TGCN model is the optimal lightweight model in all scenarios. In single-hand

pose cases, a combination of the Transformer and TGCN models of two modalities deliv-

ers outstanding performance, excelling in four particular conditions: single-hand poses,

single-hand poses requiring one, two, and three strokes. In contrast, two-hand poses with

static or dynamic point-on-hand interactions present substantial challenges, as the data

from joint coordinates is inadequate due to hand obstructions stemming from insufficient

coordinate sequence data and the lack of a detailed skeletal graph structure. The study

recommends integrating RGB-sequencing with visual modality to enhance the accuracy of

two-handed sign language gestures. Moreover, experimental results on our dataset show

that our method outperforms previous state-of-the-art methods significantly in five out

of seven conditional hand pose experiments, especially two-hand poses.

Keywords: Thai Finger Spelling, Sign Language Recognition, Deep Learning, Multi-

modal Learning, Benchmark Dataset.

i



Acknowledgments

Firstly, I would like to express my sincerest gratitude to my supervisor during my

research period, Professor Nguyen Le Minh of the Japan Advanced Institute of Science

and Technology (JAIST). He inspired me to find the appropriate research direction as

well as taught me how to deal with problems in study.

I am grateful to Prof. Teeradaj Racharak (Prof.X) for his great suggestions and com-

ments on my research. I really learned quite a lot from Prof.X, especially how to do great

research. He is a kind professor and does me a great favor in my research studies and

presentations.

I deeply thank the committee members: my second supervisor, Associate Professor

Inoue Naoya, and Professor Satoshi Tojo at the Asia University for useful suggestions

and comments on my study. Through discussions, they helped me recognize the limited

points of my research as well as provided useful suggestions for improving the thesis.

I am deeply indebted to the National Science and Technology Development Agency

in Thailand for granting me a doctoral program scholarship, which also supported me

to attend and present my work at an international conference during the period of my

research. Thanks also to the Setsatian Deaf School, Thungmahamek deaf school, and

National Association of the Deaf in Thailand for providing the Thai Finger Spelling

dataset to be input data for my research.

Finally, I would like to express my sincere thanks to all members of my family who

always supported me with love and great patience. Without their support, I might never

complete this work.

ii



Contents

Abstract i

Acknowledgments ii

1 Introduction 1

1.1 Introduction of Sign Language . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Problems of Thai Sign Language . . . . . . . . . . . . . . . . . . . . . . . 2

1.3 Overiew of Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.4 Thesis Outlines . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2 Background 7

2.1 Thai Sign Language . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

2.2 Artificial Neural Network . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.3 Convolutional Neural Network . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.4 Recurrent Neural Network . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.4.1 Long-Short Term Memory (LSTM) . . . . . . . . . . . . . . . . . . 19

2.4.2 Bidirection-Long Short Term Memory (Bi-LSTM) . . . . . . . . . . 20

2.4.3 Gate Recurrent Unit (GRU) . . . . . . . . . . . . . . . . . . . . . . 21

2.5 Transformer Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

2.5.1 Attention Mechanism . . . . . . . . . . . . . . . . . . . . . . . . . 22

2.5.2 Self-Attention . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.5.3 Multi-Head Attention . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.6 Graph Neural Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

iii



2.7 Literature Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3 Dataset and Methods 31

3.1 Thai Finger Spelling Dataset . . . . . . . . . . . . . . . . . . . . . . . . . 32

3.2 Pre-Processing module . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

3.2.1 Landmark Detection . . . . . . . . . . . . . . . . . . . . . . . . . . 34

3.2.2 Hand Cropping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

3.2.3 Image Padding and Scaling . . . . . . . . . . . . . . . . . . . . . . 35

3.2.4 Image Over-sampling and Down-sampling . . . . . . . . . . . . . . 36

3.3 RGB-Sequencing Module for Visual Modality . . . . . . . . . . . . . . . . 36

3.4 Coordinate-Sequencing for Human’s Joints Modality . . . . . . . . . . . . 37

3.5 Graph Representation for Joint’s Structure Modality . . . . . . . . . . . . 39

3.6 Data Fusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

4 Experiments and Results 42

4.1 Single-Hand Poses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

4.2 Two-Hand Poses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

5 Conclusion and Discussion 80

Publications 92

iv



List of Figures

2.1 The American Finger Spelling hand posture [24] . . . . . . . . . . . . . . . 8

2.2 Comparison between “K” of AFS and " ก " of TFS . . . . . . . . . . . . . 8

2.3 Letters " ข ", " ค " and " ฆ " of TFS . . . . . . . . . . . . . . . . . . . . . . 9

2.4 Example static point-on-hand letters '' -ะ '', '' -า '' and '' เ- '' of TFS . . . . 9

2.5 Example dynamic point-on-hand letters '' -่ '', '' -้ '' and '' -๊ '' of TFS . . . . 9

2.6 Thai Finger Spelling (total of our dataset) . . . . . . . . . . . . . . . . . . 10

2.7 An example of a single human neuron [59] . . . . . . . . . . . . . . . . . . 11

2.8 An example of a single neuron with binary step function [52] . . . . . . . . 11

2.9 An example of an artificial neural network [33] . . . . . . . . . . . . . . . . 12

2.10 Sigmoid function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.11 Tanh function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.12 ReLU function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.13 An example of flattening an image [58] . . . . . . . . . . . . . . . . . . . . 15

2.14 An example of convolutional operation [42] . . . . . . . . . . . . . . . . . . 15

2.15 VGG16 architecture [2] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.16 Recurrent Neural Network [67] . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.17 Recurrent Neural Network Application [7] . . . . . . . . . . . . . . . . . . 18

2.18 Long-Short Term Memory (LSTM) architecture [68] . . . . . . . . . . . . . 19

2.19 Bidirectional LSTM (Bi-LSTM) [22] . . . . . . . . . . . . . . . . . . . . . 20

2.20 Gate Recurrent Unit (GRU) [31] . . . . . . . . . . . . . . . . . . . . . . . 21

2.21 Attention Mechanism [54] . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

2.22 Self-Attention [30] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

v



2.23 Multi-Head Attention [65] . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.24 Graph structure (a) nodes (b) nodes connected with edges . . . . . . . . . 25

3.1 Overall architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

3.2 Example of Thai Number Finger Spelling datasets . . . . . . . . . . . . . . 33

3.3 (a) whole body pose (b) cropped only hand (c) padding and remove back-

ground . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

3.4 CNN-LSTM Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

3.5 CNN-LSTM Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

3.6 Pose and Hand Landmarks . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

3.7 (a) LSTM (b) BiLSTM (c) GRU (d) Transformer . . . . . . . . . . . . . . 39

3.8 Single-Hand Coordination . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

3.9 Two-Hand Coordination . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

3.10 Temporal Graph Convolutional Network . . . . . . . . . . . . . . . . . . . 41

3.11 Data Fusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

4.1 Example of prompting template . . . . . . . . . . . . . . . . . . . . . . . . 45

4.2 Example result of ChatGPT4 in out-of-sample testing . . . . . . . . . . . . 47

4.3 Confusion matrix of dynamic single-hand pose with three-stroke on in-

sample test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

4.4 Confusion matrix of dynamic single-hand pose with three-stroke on out-

of-sample test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

4.5 Confusion matrix of the static-point-on-hand poses with two hands on in-

sample test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

4.6 Confusion matrix of the static-point-on-hand poses with two hands on out-

of-sample test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

4.7 Confusion matrix of dynamic-point-on-hand poses with two hands on in-

sample test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

4.8 Confusion matrix of dynamic-point-on-hand poses with two hands on out-

of-sample test . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

vi



4.9 Confusion matrix of total two-hand poses on in-sample test . . . . . . . . . 79

4.10 Confusion matrix of total two-hand poses on out-of-sample test . . . . . . 79

vii



List of Tables

2.1 Comparing research of Thai Finger Spelling (TFS) dataset . . . . . . . . . 29

4.1 The categories of letters in each experiment. . . . . . . . . . . . . . . . . . 44

4.2 The selected parameters used by each implemented models . . . . . . . . . 44

4.3 In-Sample evaluation metrics for static single-hand poses with single-stroke 48

4.4 Out-of-Sample Evaluation metrics for static single-hand poses with single-

stroke . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

4.5 Accuracy for static single-hand poses with single-stroke by each Thai letter 50

4.6 In-Sample and Out-of-Sample performance benchmark for static single-

hand poses with single-stroke . . . . . . . . . . . . . . . . . . . . . . . . . 51

4.7 In-Sample Evaluation metrics for dynamic single-hand pose with two-stroke 52

4.8 Out-of-Sample Evaluation metrics for dynamic single-hand pose with two-

stroke . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

4.9 Accuracy for dynamic single-hand pose with two-stroke by each Thai letter 54

4.10 In-Sample and Out-of-Sample performance benchmark for dynamic single-

hand pose with two-stroke . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

4.11 In-Sample Evaluation metrics for dynamic single-hand pose with three-stroke 56

4.12 Out-of-Sample Evaluation metrics for dynamic single-hand pose with three-

stroke . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

4.13 In-sample and Out-of-sample Evaluation for dynamic single-hand pose with

three-stroke . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

viii



4.14 In-Sample and Out-of-Sample performance benchmark for dynamic single-

hand pose with three-stroke . . . . . . . . . . . . . . . . . . . . . . . . . . 58

4.15 In-Sample evaluation metrics for total single-hand poses . . . . . . . . . . 60

4.16 Out-of-Sample evaluation metrics for total single-hand poses . . . . . . . . 61

4.17 Accuracy for total single-hand poses by each Thai letter . . . . . . . . . . 62

4.18 Accuracy for total single-hand poses by each Thai letter (Continue.) . . . . 63

4.19 In-Sample and Out-of-Sample performance benchmark for total single-

hand poses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

4.20 In-Sample Evaluation metrics for static-point-on-hand poses with two hands 67

4.21 Out-of-Sample Evaluation metrics for static-point-on-hand poses with two

hands . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

4.22 Accuracy for static-point-on-hand poses with two hands by each Thai letter 69

4.23 In-Sample and Out-of-Sample performance benchmark for static-point-on-

hand poses with two hands . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

4.24 In-Sample Evaluation metrics for dynamic-point-on-hand poses with two

hands . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

4.25 Out-of-Sample Evaluation metrics for dynamic-point-on-hand poses with

two hands . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

4.26 Accuracy for dynamic-point-on-hand poses with two hands by each Thai

letter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

4.27 In-Sample and Out-of-Sample performance benchmark for dynamic-point-

on-hand poses with two hands . . . . . . . . . . . . . . . . . . . . . . . . . 74

4.28 In-Sample evaluation metrics for total two-hand poses . . . . . . . . . . . . 76

4.29 Out-of-Sample evaluation metrics for total two-hand poses . . . . . . . . . 77

4.30 Accuracy for total two-hand poses by each Thai letter . . . . . . . . . . . . 78

4.31 In-Sample and Out-of-Sample performance benchmark for total two-hand

poses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

ix



Chapter 1

Introduction

1.1 Introduction of Sign Language

The World Health Organization’s 2023 report reveals the extensive prevalence of deafness

and hearing loss, highlighting that these conditions are pervasive across all countries and

regions. At present, more than 1.5 billion individuals, or nearly 20% of the entire global

population, are living with hearing loss; 430 million of whom have disabling hearing loss.

By 2050, it is anticipated that the number of people with disabling hearing loss could

increase to over 700 million. On a global level, deafness or hearing loss affects 34 million

children, 60% of which are due to preventable circumstances. In the older population,

around 30% of those aged 60 and above are affected by hearing loss [37].

Sign language plays a critical role as a communication medium, predominantly within

the communities of individuals who are deaf or hard of hearing. This form of commu-

nication comprises a comprehensive range of hand signs, facial expressions, and body

movements, all of which work together to convey meaning independently of spoken lan-

guages. Over the years, sign language has gained immense recognition as a valid linguistic

system, a development largely attributed to extensive research and strong advocacy. Sign

languages are diverse, with various forms developed across different regions and communi-

ties. American Sign Language (ASL), British Sign Language (BSL), Thai Sign Language

(TSL) and French Sign Language (LSF) are among the many distinct sign languages in
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use today, each with its unique grammar, vocabulary, and syntax [47]. These languages

are not universally interchangeable, even between countries that share the same spoken

language, highlighting their unique evolution and cultural significance [28].

Thai Sign Language (TSL), developed by Khunying Kamala Krairuek in 1953, has been

significantly influenced by American Sign Language (ASL). TSL comprises two principal

types: Natural Thai Sign Language (NTSL), which is used to convey complete semantic

meanings of words and sentences, exemplified by terms such as “house”, “table”, “chair”

and “tree”, and Thai Finger Spelling (TFS), which is utilized for the specific spelling

of names or signs lacking standard gestures. TFS has 42 alphabets, 32 vowels, and 4

intonation marks.

1.2 Problems of Thai Sign Language

Thai Finger Spelling, Thailand’s standard sign language, suffers from a lack of public

datasets and proficient users. The field faces numerous technical challenges, including

dense occlusions at hand keypoints [16], hindering accurate manual annotations [19] and,

consequently, the creation of reliable hand keypoint recognition models. This is critical

as hand detection is essential for various applications, from action recognition to sign

language translation, and is complicated by the variety in hand shapes, gestures, and

issues like occlusion and low resolution [44]. A considerable number of Thai researchers

have proactively developed their own datasets to address these challenges in Thai Sign

Language (TSL). However, there is a significant concern that these datasets may not

be thoroughly validated by experts and could be incomplete, possibly lacking some let-

ters. This situation highlights the complexities of TSL and the critical need for increased

resources and advanced technology solutions. (cf. Sect 2.1)
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1.3 Overiew of Contributions

The contribution of our work mainly lies in the following three aspects. Firstly, we

have developed a comprehensive video database for Thai Finger Spelling (TFS) in sign

language, featuring 10,467 videos of 90 unique letters demonstrated in different poses with

one or both hands, contributed to by 43 diverse signers, appearances and backgrounds.

Furthermore, our dataset comprehensively covers all aspects of TFS and nearly achieves

complete balance, with 95% of the dataset obtained through direct video recording and

5% from internet sources. In this research, our video dataset stands as the largest in the

TFS domain, marking a significant milestone. It is the first to comprehensively cover

primary letter finger spelling, catering specifically to the needs of the Thai sign language

research community.

Secondly, we perform comprehensive research on designing and developing a finger

spelling recognizer for TFS based on our collected dataset. In particular, our recognizer

is analyzed based on extensive experiments in three modalities and different representation

learning techniques: RGB-sequencing-based modality on CNN-LSTM and VGG-LSTM

models, The coordinate sequence of joint structure modality in the human body with

LSTM, BiLSTM, GRU and Transformer models, and the graph structure on the skeleton

modality using TGCN. We have designed seven important experiments to meticulously

evaluate our framework, focusing on distinct hand poses and gestures. The experiments

cover: static single-hand poses with single-stroke, dynamic single-hand poses that require

two or three strokes, two-hand poses with a static point-on-hand, and two-hand poses with

dynamic point-on-hand, total two-hand poses. To measure the performance across these

various scenarios, we use evaluation metrics such as accuracy(Top-1), Top-3, Top-5, recall,

precision, and F1-score, testing 29 experimental models that include single-based, dual,

and triple modalities. Upon obtaining the optimal model, it will be compared against

baseline and state-of-the-art models to benchmark its performance.

Thirdly, we conduct comprehensive statistical tests, including both in-sample and out-

of-sample evaluations, to rigorously identify the model that demonstrates the highest
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efficiency. This meticulous approach ensures that we are able to recommend a model

that is most suitable for practical, real-world applications, guaranteeing its reliability and

effectiveness in various situations.

1.4 Thesis Outlines

This research is mainly focused on solving communication and accessibility for the deaf

and hard-of-hearing communities. However, developing and maintaining high-quality sign

language datasets from video input is difficult, especially in Thai, because of the lack of a

standard Thai finger spelling video dataset. To overcome this challenge, this research must

focus on accumulating a larger total of 90 primary letters in Thai Finger Spelling which

covers alphabets, vowels, intonation marks and numbers from 43 signers with various

backgrounds, genders, and appearances. We conduct seven deep learning-based archi-

tectures on three modalities: RGB-sequencing-based CNN-LSTM and VGG-LSTM for

video-only modality, a sequence of coordinates of joints in human’s body modality us-

ing LSTM, BiLSTM, GRU and Transformer models, and the structure of human’s joints

modality using TGCN, as well as their combinations with many modalities. The thesis

contains five chapters:

• Chapter 2 provides a comprehensive overview of diverse topics relevant to our thesis.

It begins by introducing Thai Sign Language (TSL), the national sign language of

the Thai Deaf community, and delves into an important component of TSL, Thai

Finger Spelling (TFS). The chapter then transitions to explore the technological

aspects of our study, discussing various types of Convolutional Neural Networks

(CNNs), including the VGG16 model. This is followed by an in-depth exploration

of Recurrent Neural Networks (RNNs), which includes Long Short-Term Memory

(LSTM), Bidirectional LSTM (Bi-LSTM), and Gated Recurrent Unit (GRU). We

also describe the Transformer model, encompassing the attention mechanism, self-

attention, and multi-head attention, before explaining the concept of Graph Neural

Network (GNN). Finally, the chapter concludes with a literature review that syn-
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thesizes various research studies related to our thesis, bridging the gap between sign

language and advanced neural network models.

• Chapter 3 delves into the TFS dataset used in this study, sourced primarily from the

Internet and actual recordings from deaf schools managed by experts. This includes

videos from the Office of the Royal Society and the National Association of the

Deaf in Thailand, as well as footage from the Royal Patronage of His Royal Highness

Crown Prince Maha Vajiralongkorn School for the Deaf and Thungmahamek School

for the Deaf. The chapter then outlines the pre-processing of this data, which

involves three key steps: hand cropping using the YOLO model to isolate relevant

gestures, resizing and padding images for uniformity, and balancing frame sequences

through oversampling and downsampling. This is crucial for preparing the data

for the next stage of analysis. We proceed to discuss the analytical models used.

2D Convolutional Neural Networks (CNNs) extract spatial details from images,

while Recurrent Neural Networks (RNNs), including a stacked LSTM, capture the

temporal dynamics between frames. A combination of 2D CNNs and RNNs is

employed to analyze spatial-temporal characteristics in the video data, utilizing the

VGG16 model pre-trained on ImageNet for extracting spatial features. Further,

the chapter explores the coordinate sequencing of human joints, using the holistic

key points from the MediaPipe library to map out 24 key points for a body and a

single hand, and 48 for two hands. This detailed joint mapping facilitates precise

human pose estimation and action recognition. Lastly, the chapter describes the

innovative use of graph representation for joint structure modality, a deep learning

architecture tailored for graph-structured data. This approach is highly effective

for tasks involving human body joint positions. The chapter concludes with a

comparative analysis of data fusion techniques, evaluating seven baseline models

against specific metrics to determine the most effective model for both in-sample

and out-of-sample testing.

• Chapter 4 performs seven main experiments: total single-hand pose, total two-
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hand pose, static-single-hand with a one-stroke posture, dynamic-single-hand with

two-strokes and three-strokes postures, static point-on-hand, and dynamic-point-

on-hand postures. These experiments are evaluated using a confusion matrix that

includes accuracy, recall, precision, and F1-score. They are applied across three

modalities using 29 models ranging from a single-based model to combinations of

two and three modalities.

• Finally, Chapter 5 provides conclusions and discussion about the weak and strong

points of proposed models in the main problems of seven experiments. Besides, we

also discuss some case studies directions for future work to improve our work.
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Chapter 2

Background

This chapter covers various fundamental topics which are crucial knowledge for deep

learning-based sign language finger spelling recognition. We start with a brief expla-

nation of Thai Sign Langauge (TFS), Artificial Neural Networks (ANN), Convolutional

Neural Networks (CNN), the Recurrent Neural Networks (RNN), Long-Short Term Mem-

ory (LSTM), Bidirection-Long Short Term Memory (Bi-LSTM), Gate Recurrent Unit

(GRU), Transformer, Graph Neural Network (GNN),and Literature Reviews.

2.1 Thai Sign Language

Thai Finger Spelling (TFS), a technique for using hand posture to spell out particular

names, places, or technical words using the alphabet, vowels, intonation marks, and num-

bers, was created in 1956 by Khunying Kamala Krairuek and is influenced by American

finger-spelling methodologies, as shown in Figure 2.1

Thai Finger Spelling, there is a phonetic comparison made to American Finger Spelling

(AFS), where Thai characters are paired with American letters that have a similar sound.

A case in point is the Thai " ก "(Ko kai), which phonetically matches the “ K ” in American

finger-spelling, resulting in the use of the “ K ” hand posture for representing " ก "(Ko

kai) in Thai, as seen in Figure 2.2.

Nonetheless, to account for all 42 Thai letters, extra finger-spellings have been incor-
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Figure 2.1: The American Finger Spelling hand posture [24]

Figure 2.2: Comparison between “K” of AFS and " ก " of TFS

porated through combining various hand postures from American finger-spelling. Some

TFS letters need consecutive letters such as " ข "(Kho khai), " ค "(Kho khwai) and " ฆ

"(Kho ra-khang) are “K + 1”,“K + 2” and “K + 3”, respectively, as seen in Figure 2.3

In contrast to English, the Thai language has more vowels and intonation marks, re-

quiring complex two-handed finger-spellings for accurate representation. The dominant

hand forms the letters, while the subordinate hand selects specific vowels like '' -ะ ''(Sara

a), '' -า ''(Sara ar), and '' เ- ''(Sara ae), which are the static point-on-hand with two-hand

posture or intonation marks such as '' -่ ''(Mai ake), '' -้ ''(Mai tho) and '' -๊ ''(Mai tee) based

on dynamic point-on-hand , as detailed in Figure 2.4 - 2.5.

Figure 2.6 provides a visual representation of all the Thai finger spellings that were

formulated, but it does not include values for the obsolete Thai consonants '' ฅ '' and ''
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Figure 2.3: Letters " ข ", " ค " and " ฆ " of TFS

Figure 2.4: Example static point-on-hand letters '' -ะ '', '' -า '' and '' เ- '' of TFS

Figure 2.5: Example dynamic point-on-hand letters '' -่ '', '' -้ '' and '' -๊ '' of TFS

ฃ ''. Finger-spelling for 42 Thai consonants and seven vowel symbols can be performed

using just one hand, while other symbols necessitate the use of both hands. In some cases

of finger spelling with two-hand poses, they might be required to represent the phoneme

of a particular vowel.
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Figure 2.6: Thai Finger Spelling (total of our dataset)

2.2 Artificial Neural Network

The human nervous system served as the inspiration for mathematical models of artificial

neural networks. Numerous cells known as neurons are found in the human nervous

system. The neurons’ axon cell processes the output signals that are sent via it after

receiving input signals from their dendritic cells. The human nervous system operates

in a complex manner because neurons form networks connecting their axon cells to the

dendritic cells of other neurons. An example of a single human neuron is shown in 2.7.

Artificial neural networks, comprising numerous interconnected artificial neurons, em-

ulate human neural processing. Each neuron multiplies various inputs by their weights,
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Figure 2.7: An example of a single human neuron [59]

sums them, and then applies an activation function to the result, aiding in decision-

making. The simplest activation function used is the binary step function, yielding an

output of 0 or 1.

Figure 2.8: An example of a single neuron with binary step function [52]

A single artificial neuron with the inputs x1, x2, x3, ...xn is shown in Figure 2.8. It uses

the binary step function to generate a single binary output. The output also includes a

bias, which is a constant value that helps the decision. The output from a single artificial

neuron can be calculated by
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Output =


0,

∑
j wjxj + b < 0

1,
∑

j wjxj + b ≥ 0

(2.1)

where wj is a weight value of the input xj and b is bias value.

A single artificial neuron connects to another to form a network, enabling the processing

of complex tasks. This implies that the output of one neuron serves as the input for

another. Such a network of neurons is termed an Artificial Neural Network. Figure 2.9

displays an artificial neural network example comprising three inputs and two layers.

The network’s first layer is the Input Layer, the final layer is the Output Layer, and

any intervening layers are Hidden Layers. It is noteworthy that the count of layers in a

network includes the Input Layer, all Hidden Layers, and the Output Layer.

Figure 2.9: An example of an artificial neural network [33]

Although the network is configured as a complex structure, employing the binary step

function in the output layer leads to a rather simplistic decision-making process, capable of

producing only a ‘yes’ or ‘no’ output. Instead, the Sigmoid function is utilized to generate

a continuous value within the range [0, 1]. The graphical representation of the Sigmoid

function can be seen in Figure 2.10. Utilizing a soft decision value renders artificial neural

networks more versatile, applicable to a broader array of tasks beyond mere binary ‘yes’ or

‘no’ problems. The output from a neuron utilizing the Sigmoid function can be calculated

by Equation 2.2.
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z =
∑

j wjxj + b

o = σ (z) = 1
1+e−z

(2.2)

Figure 2.10: Sigmoid function

In addition to the sigmoid function, numerous other functions serve as activation func-

tions within neural networks, one of which is the Tanh function. The Tanh function is

quite similar to the sigmoid function; however, they differ in their output ranges. For the

sigmoid function, the range is [0, 1], while for the Tanh function, it is [-1, 1]. The graph

depicting the Tanh function is displayed in Figure 2.11. Owing to its range, the Tanh

function produces values that are zero-centered, which can be more efficient for neural

network computations. The output from a neuron employing the Tanh function can be

calculated by

z =
∑

j wjxj + b

o = tanh (z) = ez−e−z

ez+e−z

(2.3)

One of the most popular activation functions used in neural networks is the ReLU, or

Rectified Linear Units function, with its graph displayed in Figure 2.12. The sigmoid

and tanh functions are commonly utilized as activation functions in the output layer for

decision-making purposes. In contrast, the ReLU function is typically employed within

hidden layers to introduce a simple yet effective nonlinearity. This nonlinearity is crucial

for neural networks, as it allows deep learning models to approximate any continuous

function, thereby enabling the network to manage highly complex tasks. The value of a
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Figure 2.11: Tanh function

neuron employing the ReLU activation can be calculated by

ReLU (z) = max (0, z) (2.4)

Figure 2.12: ReLU function

2.3 Convolutional Neural Network

Handling more complex data, such as image data, cannot be efficiently processed by

traditional neural networks (also known as dense networks) because they are structured to

handle 1D data, whereas image data is inherently 2D spatial data, containing both width

and height information. Therefore, to make this data compatible with dense networks,

the image data must first be flattened, transforming it from 2D to 1D data, enabling

computation within these networks.

According to Figure 2.13, an image measuring 28x28 is flattened into a 1D array com-

prising 784 elements, which corresponds to the total number of pixels in the image. This
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Figure 2.13: An example of flattening an image [58]

example highlights that dense networks are not ideally suited for spatial data compu-

tation. Dense networks process each input independently with its respective weights,

whereas spatial data typically feature related neighboring elements. Just as with pixels

in an image, neighboring pixels tend to be part of the same object and hold some rela-

tion to each other. In addition to the loss of spatial relationships, dense networks pose

computational complexities. When a dense network uses an image of 28x28 pixels for in-

put, it requires 784 weight parameters. However, 28x28 is considered very low resolution

for practical applications. In my thesis, we use the image size of 224x224 pixels would

require over 50,000 parameters. Moreover, if the image is a color image containing three

color channels—including red, green, and blue—the number of parameters would exceed

150,000 per image.

Figure 2.14: An example of convolutional operation [42]

A Convolutional Neural Network (CNN) was developed to address the computational
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complexity issue; it is also designed to accommodate the spatial structure of data. A

CNN comprises several filters, each acting as a small window that scans across the entire

image to extract features. Figure 2.14 illustrates the process of extracting a feature map

from an image with a single color channel using a convolutional layer with one filter. As

a consequence, utilizing the convolutional layer, as shown in Figure 2.14, with a 28x28

picture reduces the number of parameters from 784 to only nine parameters. This exam-

ple, on the other hand, depicts a convolutional layer with a single filter. Convolutional

layers are often composed of many filters that extract a range of characteristics, allowing

the network to accomplish difficult tasks. Figure 2.14 is an example of a convolutional

procedure with many filters. Moreover, convolutional layers may be connected to create

a deep network, which can greatly simplify computation. Convolutional neural networks

are therefore quite efficient for contemporary computer vision tasks.

VGG, an abbreviation for Visual Geometry Group, is a model of a convolutional neural

network [51]. A distinguishing feature of VGG16 is its design that replaces a large number

of hyperparameters, focusing instead on 3x3 pixel conv2D layers with a stride of 1 and

consistent use of “same” padding, as well as 2x2 pixel max pooling with a stride of 2

throughout the architecture. The designation “VGG16” refers to the 16 weighted layers

within the network, which is considerable in size and contains approximately 138 million

parameters. Also, The default input size for this model is 224x224.

Figure 2.15: VGG16 architecture [2]
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2.4 Recurrent Neural Network

Sequence data plays a crucial role in several applications and constitutes a significant

portion of the data shared on the internet, including various forms such as videos, sen-

tences, and voice. Nevertheless, it is worth noting that the dense network and the con-

volutional network are limited in their ability to handle sequence data. This is due

to the absence of temporal considerations in their operations, which is a crucial as-

pect for processing sequence data that is inherently time-dependent. Let W represent

words in the sentence “Cat is eating fish,” for instance, where W = {w1, w2, w3, w4} =

{"Cat", "is", "eating", "fish"}. Given that w4 is impacted by the verb at w3, it is evident

from the phrase that it is an edible object.

Figure 2.16: Recurrent Neural Network [67]

The Recurrent Neural Network (RNN) has been designed to effectively process temporal

data. The recurrent neural network functions by transmitting computed data from the

current state t to the subsequent state t+1. As a result, the state at time t+1 incorporates

information from both the preceding state and its own state, which may be explained by

equation 2.5.

ht = f (Uxt + V ht−1)

ot = Wht

(2.5)

where xt and ht represent the input and the hidden state at time t, respectively. The

hidden state serves as the ‘memory’ of the network. The function f denotes a non-

linear transformation, such as the hyperbolic tangent (tanh) or the Rectified Linear Unit

(ReLU), and U , V , and W are the weight matrices.
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Recurrent Neural Networks (RNNs) may be categorized into many varieties according

to their input and output formats, each of which is employed for distinct purposes. Figure

2.17 provides an illustration showcasing the diverse range of types and applications of a

RNN.

Figure 2.17: Recurrent Neural Network Application [7]

Each rectangular shape in the context refers to a vector, while the presence of arrows

signifies the representation of functions, such as matrix multiplication. The input vectors

are represented in the color red, while the output vectors are shown in the colors blue.

From the left to right images: (1) The vanilla mode of processing, which does not involve

Recurrent Neural Networks (RNNs), pertains to a computational approach that operates

on fixed-sized input data and produces fixed-sized output data. An example of such a task

is image classification. (2) Sequential output refers to the process of taking an input, such

as an image, and generating a sequence of words as output, as seen in tasks like image

captioning. (3) Sequential input refers to the process of analyzing the sentiment of a

particular sentence and classifying it as either conveying positive or negative emotion. (4)

sequence input and sequence output in the field of natural language processing is machine

translation. In this task, a recurrent neural network (RNN) is employed to process a series

of words in English as input and generate a corresponding sequence of words in French as

output. (5) The synchronized sequence input and output refers to the process of labeling

each frame of a video, such as in the case of video classification. It is important to observe

that there are no predetermined limitations on the lengths of sequences in each case, as

the recurrent transformation (shown by the green color) remains constant and can be

repeatedly performed without restriction.
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2.4.1 Long-Short Term Memory (LSTM)

Traditional recurrent neural networks can perform well with sequence data, but they have

limitations when dealing with very lengthy sequences. For example, the missing word in

the statement “I am Thai, I come from ___” should be “Thailand,” as the third word

in the sentence suggests. The recurrent neural network performs well in this situation

since the text is quite short and the two related terms, “Thai” and “Thailand,” are not

too far apart, being the third and ninth words, respectively. Consider a longer sentence,

for example: “I went to Thailand several years ago; there are beautiful temples, friendly

people, and delicious food, which is why I love Thailand.”. The words “Thailand” in the

4th and 25th words of the phrase are releated, but their positions are far apart, as opposed

to the first example. A recurrent neural network operates by stacking information from

a prior state onto the present state, resulting in information from the beginning state

having little influence on the final state. This is known as the “long-term dependency”

issue. LSTMs are RNNs whose main objective is to overcome the shortcomings of the

vanishing gradient and exploding gradient problems. The architecture is built so that

they remember data and information for a long period of time.

LSTMs consist of six main operations: (1) Forget gate (ft), (2) Input gate (it), (3) Cell

update (C̃t), (4) Cell state (Ct), (5) Output gate (ot) and (6) Output (ht)

Figure 2.18: Long-Short Term Memory (LSTM) architecture [68]
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it = σ (xtUi + ht−1Wi)

ft = σ (xtUf + ht−1Wf )

ot = σ (xtUo + ht−1Wo)

C̃ = tanh (xtUg + ht−1Wg)

Ct = σ
(
ft ∗ Ct−1 + it ∗ C̃t

)
ht = tanh (Ct ∗ ot)

(2.6)

2.4.2 Bidirection-Long Short Term Memory (Bi-LSTM)

A Bidirectional-Long Short Term Memory (Bi-LSTM) network is a type of advanced

Recurrent Neural Network (RNN) that improves upon the standard LSTM networks by

processing data from both forward and backward directions. This dual-direction process-

ing allows the model to have a more complete understanding of the sequence context.

Figure 2.19: Bidirectional LSTM (Bi-LSTM) [22]

For instance, The first statement is “Server can you bring me this dish” and the second

statement is “He crashed the server”. In these two sentences, the term “server” carries

distinct meanings, which are influenced by the words that come before and after it in each

sentence. The Bi-LSTM enhances the machine’s comprehension of this relationship more

effectively than a unidirectional LSTM. The Bi-LSTM’s strengths make it an ideal choice

for applications in sentiment analysis, text classification, and machine translation.
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2.4.3 Gate Recurrent Unit (GRU)

The Gated Recurrent Unit (GRU) is a type of recurrent neural network (RNN) architec-

ture that, like the Long Short-Term Memory (LSTM) network, is designed to efficiently

capture dependencies for sequences of data. GRUs were introduced to solve the vanishing

gradient problem that can occur in traditional RNNs, which makes it difficult for the

RNN to learn and retain long-term dependencies in the data.

GRUs simplify the LSTM model with fewer parameters. They achieve this by combining

the forget and input gates into a single ”update gate” and by merging the cell state

and hidden state. The update gate, which helps the model to decide to what extent

the new output will be based on the previous memory. If the update gate is on, the

GRU will transfer all the information from the previous time step to the current step

without changes. The reset gate, which allows the GRU to decide how much of the

past information to forget. This is useful for the model when it needs to remove irrelevant

information from the past and helps the GRU to process sequences where the gap between

relevant information is large. This can make GRUs faster to compute and easier to train

on smaller datasets.

Figure 2.20: Gate Recurrent Unit (GRU) [31]
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zt = σ (Wz · [ht−1, xt])

rt = σ (Wr · [ht−1, xt])

h̃t = tanh (W · [rt ∗ ht−1, xt])

ht = (1− zt) ∗ ht−1 + zt ∗ h̃t

(2.7)

2.5 Transformer Architecture

2.5.1 Attention Mechanism

In the real-world context, there’s an excess of information, yet the amount that is truly

meaningful is limited. Information processing involves extracting significant information

from original sources, rather than creating new data. This information usually comes with

‘noises’—irrelevant environmental signals. The nature of these noises is contingent on the

specific task being performed and the aspects of the data we aim to learn. Attention

serves as a key tool in models, both human and machine, to zero in on the vital parts of

the information.

Figure 2.21: Attention Mechanism [54]

Figure 2.21 shows a diagram of a neural network using attention mechanism. There are

three essential elements of this paradigm which are query, keys and values. Query serves

as an indicator, signaling to the model which (keys, values) pair should be the focus of

attention. Let q be the query vector, (ki, vi) be the ith keys, value pair in the candidate
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lists, function f to calculate the attentive output follows the Equation 2.8

f (q, (k1, v1) , ..., (kn, vn)) =
i=1∑
n

α (q, ki) vi (2.8)

In which α (q, ki) is determined by applying a softmax function to the outputs from

function a which computes the alignment score between a query vector and a key vector,

as shown in the Equation 2.9

α (q, ki) = softmax (a (q, ki)) =
exp(a (q, ki)∑m
j=1 exp(a (q, ki)

(2.9)

2.5.2 Self-Attention

The Transformer-based architecture prominently utilizes self-attention as its key mecha-

nism. This method enables the model to combine signals from various positions within

a sequence, achieving improved representation without relying on a recurrent structure.

This architecture forms the foundation for state-of-the-art, pre-trained models in various

NLP tasks.

Figure 2.22: Self-Attention [30]

Figure 2.22 illustrates a case of self-attention computation.In this scenario, a new repre-

sentation for the initial input vector is calculated. First, the query, key, and value vectors

are derived from the input vector using relevant weight matrices. Following this, the

computation is performed on the query vector of the first input and the (key, value) pairs

of all inputs to achieve the result. The process is repeated for the sequence and the new
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representations contain signals from all of the different positions in the origin sequence

with varying weights.

2.5.3 Multi-Head Attention

Multi-head attention is a key concept in Transformer-based architectures. It enables the

model to adopt various perspectives in constructing alignments within an input sequence.

As detailed in Figure 2.23, instead of using only one signal attention module, this archi-

tecture calculates the attention representation in multiple subspaces (i.e., multiple heads)

then concatenate the signal from all heads to a vector. After that, this vector is subse-

quently modified by fully-connected (FC) layers to achieve the appropriate dimension.

Figure 2.23: Multi-Head Attention [65]

2.6 Graph Neural Network

GNNs, or graph neural networks, are a type of neural network in which the core structure

processes input in the form of a graph as in Figure 2.24 [18], [48]. GNNs’ applications first

shows in supervised learning of molecular characteristics in [17]. GNNs can be constructed

and tuned later using a simple Message Passing Neural Network (MPNN) [69]. As a result,

larger graph structures have been constructed to study behavior or extract discovery from

data, such as social network links or any form of connection data.
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Figure 2.24: Graph structure (a) nodes (b) nodes connected with edges

GNNs are proved as a weak form of the Weisfeiler–Lehman graph isomorphism [14].

The growing interest in merging GNNs has helped in the training of GNNs models in

developing “Geometric Deep Learning,” which use graph representation to interpret data

[32].

To define a graph G, the structures are consisted of nodes v and a set of edges e. The

notion of the graph is written here as G = (v, e). The number of nodes are identified

ranging from 1 to |v|. The relation between node is defined directly as edges from node

i → j or shown as a pair of nodes (i, j) ε v× v . In undirected graph case, once the nodes

are connected, the direction of the edges are assumed to be in both (i, j) and (j, i) as

shown in Figure 2.24.

GNNs pipeline started from taking node with its features xi and relationship between a

pair x(i,j) , adjacency matrix Nε 0, 1 with size |v|×|v| which is the matrix that declares the

relationship of each node in the graph. The adjacency matrix and features pass through

small MLPs as in Equation 2.10.

h(i,j) = fadj
(
N, x(i,j)

)
(2.10)

Each node is an equal representation of MLPs. Later on, this feature will collect to the

main node network as in Equation 2.11.

y = fnode

(∑
h(i,j), xi, x(i,j)

)
(2.11)

Both functions fadj and fnode are linked and exchange the latent features of the network
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structure while improving the weight at each node.

From the base model of GNNs, graph functions can be utilized in many forms. Graph

architectures have been developed by many techniques such as graph convolutional net-

work (GCN) [26], graph attention network (GAT) [55], graph transformer network (GTN)

[62].

The attention has recently attracted the interest of machine learning researchers work-

ing on sequential problems such as natural language processing (NLP) [5]). The highlight

of interest is that it can extract relevant areas from input data. According to previous

work, self-attention is a more beneficial feature than a single sequence-to-sequence or

convolutions in comparison [29].

2.7 Literature Review

In this section, we briefly discuss some research on the TFS that exists at present. TFS

recognition has undergone significant advancement, with recent research reflecting the

integration of machine learning and sensor data for improved accuracy and speed. The

scope of the research ranges from integrating technology in recognition systems to the

sociolinguistic aspects of TFS.

One of the sensor data developments in TFS recognition is the incorporation of a sign

language-to-alphabet spelling conversion system based on electromyography (EMG) sig-

nal recorded from the forearm muscles [4]. The system has two main functions: sign

language feedback for guiding the correct gesture and sign language translation for de-

tecting and interpreting the sign language and then converting it into sound or alphabets.

The system is able to accurately match the EMG signal for each alphabet gesture with

the actual spelling alphabet with a total accuracy of more than 95%. However, the lim-

itations of this research are the need for proper electrode placement and calibration, as

well as the need for further testing and validation of the system in real-world scenarios.

Chansri et al [11] propose a Kinect sensor for hand detection and recognition that can

provide accurate and reliable results for Thai sign language recognition. The proposed
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technique uses Histograms of Oriented Gradients (HOG) for feature extraction and does

not require a learning phase or training data. The system can provide an accuracy of

94.44%. Nevertheless, the limitations of the research are conducted with a limited num-

ber of participants and a small set of signs, which may affect the generalizability of the

results. Furthermore, the proposed method may not work effectively in environments

with complex backgrounds or poor lighting conditions.

Utilizing machine learning and deep learning, Nakjai and Katanyukul [34] introduced

a novel two-stage pipeline for Thai finger spelling (TFS) recognition solely through im-

ages. The system combines color and contour-based hand identification with a two-fold

approach to image classification, streamlining the TFS recognition process. To ensure ac-

curate and reliable performance, the authors introduced a “confidence ratio” mechanism,

targeting and removing invalid TFS signs. This strategic addition propelled their sys-

tem to achieve a 91.26 mAP, surpassing existing state-of-the-art techniques in automatic

visual TFS recognition. The paper also investigates the unique characteristics of TFS

and the challenges related to TFS recognition and provides a practical design for TFS

sign transcription. Pariwat and Seresangtakul [39] developed an advanced Thai finger-

spelling sign language recognition system, integrating both global and local features with

four Support Vector Machines (SVMs): linear, polynomial, Radial Basis Function (RBF),

and sigmoid kernels. This work utilized a dataset of 375 images, comprising 15 Thai

alphabet characters demonstrated by five signers and could achieve a 91.20% accuracy

with the RBF kernel. Despite the impressive findings, the study’s reliance on a modest

dataset of 42 Thai finger-spelling characters and its neglect of sign language’s temporal

aspects could limit the system’s practicality in real-world continuous signing scenarios.

These considerations underscore the need for future developments and the incorporation

of temporal dynamics to bolster comprehensive sign language recognition. Silanon [50]

presented the development of an automatic classification system for recognizing 21 hand

postures that represent letters in TFS. The system used the HOG feature and Adaptive

Boost learning technique to construct a strong classifier that consists of several weak clas-

sifiers to be cascaded in detection architecture. The parameters for the training process
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were adjusted in three experiments, false positive rates (FPR), true positive rates (TPR),

and a number of training stages (N), to achieve the most suitable training model for each

hand posture. The system achieved approximately 78% accuracy on average on all clas-

sifier experiments. Sanalohit and Katanyukul [46] explored the capabilities of MediaPipe

Hands (MPH) in Thai Finger Spelling (TFS) sign recognition, particularly assessing its

accuracy across different TFS schemes such as static-single-hand (S1), dynamic-single-

hand (S2), and static-point-on-hand (P1). With an Artificial Neural Network (ANN)

as the classifier, MPH demonstrated promising performance, achieving 82.12% accuracy

for S1 and 84.57% for S2. Despite achieving promising results, the study admited to

certain shortcomings, including a lack of comprehensive analysis on various factors like

lighting conditions, camera angles, and hand sizes that could influence the effectiveness of

MediaPipe Hands (MPH) in TFS sign recognition. The paper also highlighted potential

benefits of investigating other hand-tracking and feature extraction methods in future

research.

Pariwat and Seresangtakul [40] presented a deep learning-based recognition system for

TFS in video format, enabling to cope with multi-stroke Thai finger-spelling for 42 charac-

ters of the Thai alphabet. The system presented impressive results, achieving an average

accuracy of 88.00% for single-stroke signs, 85.42% for two-stroke signs, and 75.00% for

three-stroke signs. Vijitkunsawat et al. [57] offered preliminary findings on only the Thai

sign language digit dataset, including nine signs from 21 signers. They comprehensively

analyzed four deep-learning architectures: CNN-Mode, CNN-LSTM, VGG-Mode, and

VGG-LSTM. Their evaluation covered two scenarios: whole body poses against various

backgrounds, and cropped hand images as a pre-processing method. The study revealed

that VGG-LSTM is the most superior, particularly when combined with hand-cropping

pre-processing, yielding 81.25% accuracy and an 85.21% F1-score across test datasets.

Vijitkunsawat et al. [56] also presented a multimodal-based number finger-spelling recog-

nizer for 24 primary numbers in TFS, achieving an accuracy of 95.0% for in-sample data

and 84.1% for out-of-sample data.

Technological advancement has also led to the exploration of multimodal data in sign
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Table 2.1: Comparing research of Thai Finger Spelling (TFS) dataset

Researchers Signs Signers Dataset
Adhan and Pintavirooj [4] 42 (A) unknown 1,050 samples

Saengri et al [45] 16 (A) unknown 64 samples
Nakjai and Katanyukul [34] 25 (A) 11 1,375 images

Pariwat and Seresangtakul [39] 16 (A) 5 375 images
Chansri and Srinonchat [11] 16 (A) unknown 320 images

Silanon [50] 16 (A) unknown 2,100 images
Phothiwetchakun et al. [41] 25 (A) unknown 15,000 images
Nakjai, Maneerat et al. [35] 25 (A) 12 1,500 images
Chaowanawatee et al. [12] 15 (A) unknown 1,903 images

Sanalohit and Katanyukul [46] 64 (A,V, I) unknown 4,319 images
Pariwat and Sereangtakul [40] 25 (A) 4 840 Videos

Vijitkunsawat et al. [57] 9 (N) 21 567 Videos
Vijitkunsawat et al. [56] 24 (N) 43 3,207 Videos

Our work 90 (A, V, I, N) 43 10,467 Videos

where: A = Alphabet, V = Vowel, I = Intonation mark, N = Number

language recognition. Some researchers utilize multimodal data (visual and sensor), pro-

cessed via LSTM for temporal pattern learning. This LSTM output is then integrated

with a CCHMM, enhancing the recognition process’s robustness [60]. Zhang et al [64]

introduced a multimodal approach to enhances recognition precision, achieving state-of-

the-art performance on the datasets of CSL and IsoGD. Additionally, a novel sampling

method called ARSS (Aligned Random Sampling in Segments) selected and aligned op-

timal RGB-D video frames to improve the utilization of multimodal data and reduce

redundancy. They also proposed D-shift Net as depth motion feature extraction in the

temporal stream using three-dimensional motion information of the sign language.

Bird et al [6] showed a late fusion approach to multimodality in sign language recog-

nition, which improved the overall ability of the model in comparison with singular ap-

proaches of image classification and Leap Motion data classification. The approach was

tested on a large synchronous dataset of 18 British Sign Language gestures collected

from multiple subjects, and the best model achieved 94.44% accuracy. Papadimitriou

and Potamianos [38] employed an end-to-end deep learning approach for sign language

recognition, combining multiple spatio-temporal feature streams and a fully convolutional
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attention-based encoder-decoder with temporal deformable convolutional block struc-

tures, and outperformed existing state-of-the-art methods on three sign language datasets

(see Table 2.1).

Based on the above literature survey, we propose to extensively investigate a new mul-

timodal method using three input modalities from diverse 29 deep learning architectures.

Indeed, our study is based on seven single-based models, 14 combinations of two modali-

ties and eight combinations of three modalities on seven different scenarios. Furthermore,

we compare the performances of each model with in-sample and out-of-sample evaluations

to find superior models in real world situations.
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Chapter 3

Dataset and Methods

This section proposes a novel TFS dataset (Subsection 3.1) and our deep multimodal

finger spelling recognizer. Our system uses three primary modalities: RGB-sequencing in

the video modality, coordinate-sequencing of joints in the human body modality, and the

graph structure of human joints modality.

To deal with video input modality, we introduce a pre-processor (Subsection 3.2)

consisting of seven components: the YOLOv5 framework, padder, scaler, image over-

sampler, image down-sampler, and background removal. This module is used by the

RGB-sequencing modality (Subsection 3.3) for feeding all sequencing frames as inputs to

the CNN-LSTM and VGG-LSTM models. The coordinate-sequencing modality (Subsec-

tion 3.4) involves modelling of a sequential arrangement of coordinates representing the

skeletal structure within a human body obtained through the utilization of MediaPipe

APIs. MediaPipe is used to extract the coordinates (x, y, z) of synchronized data from

RGB-sequencing frames captured at the palm and arm. These extracted coordinates are

then stored in a CSV file. Subsequently, the entire coordinated data is inputted into four

separate deep learning models, namely LSTM, BiLSTM, GRU and Transformer, with the

objective of evaluating and comparing the efficacy of each model. The modality of the

human joint structure utilizes input data derived from the coordinate data of the skeletal

system, which is stored in a CSV file. This data is then utilized to classify the quan-

tity of nodes and edges, which are subsequently fed into the graph-structured modality
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Figure 3.1: Overall architecture

(Subsection 3.5), which is the TGCN model.

3.1 Thai Finger Spelling Dataset

Our Thai Finger Spelling (TFS) dataset is acquired from two sources: online resources and

real data recordings performed by signers of deaf schools under the control of professionals

in deaf education. For the first source, we download online resources from reliable websites,

namely the Royal Society1, the National Association of the Deaf in Thailand2 and deaf

schools. For the second source, we directly record video files with about 95% of our total

dataset from two Thai deaf schools: Setsatian School for the Deaf and Thungmahamek

School for the Deaf. Then, the recorded video files are annotated data from annotators

who are professional lecturers in a deaf school.

A total of 10,467 videos consists of 90 crucial letters, covering all TFS language and

comprising four subcategories: 42 alphabets, 20 vowels, four intonation marks and 24

numbers (see Figure 2.6). The length of each video is in intervals of two to five seconds,
1http://164.115.33.116/vocab/index.html
2https://www.th-sl.com/search-by-act/
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Figure 3.2: Example of Thai Number Finger Spelling datasets

Figure 3.3: (a) whole body pose (b) cropped only hand (c) padding and remove back-
ground

depending on the number of strokes of hands. All videos are collected from 43 signers (29

females and 14 males with different ages, backgrounds, and appearances), as shown in

Figure 3.2. The videos are categorized into two primary groups for evaluation: in-sample

testing and out-of-sample testing. In-sample testing involves the evaluation of a model

using the same dataset on which it is trained, whereas out-of-sample testing involves the

evaluation of the model using previously unseen data. Consequently, the data is split into

in-sample and out-of-sample testing, with a ratio of 15% and 10% correspondingly. After

obtaining all the videos, we convert them into individual frames at a rate of 30 frames

per second, following the National Television System Committee (NTSC) standard.
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3.2 Pre-Processing module

3.2.1 Landmark Detection

After converting videos to frames consisting of the entire body of a signer, the frames

are fed into landmark detection to classify the number of hands by using the MediaPipe

library to extract the coordinates (x, y) of arm key points (points 13–16) at pose landmark

(refer to Figure 3.6). The landmark detection is processed following Algorithm 1.

Algorithm 1 Landmark Detection
Require: Frame > 0

while Frame 6= 0 do
if (Army=15 > Army=13) and (Army=16 > Army=14) then

Two-Hand Pose
else if (Army=15 > Army=13) and (Army=16 < Army=14) then

Single-Hand Pose with Left Hand
else if (Army=15 < Army=13) and (Army=16 > Army=14) then

Single-Hand Pose with Right Hand
else

No Poses
end if

end while

3.2.2 Hand Cropping

After converting videos to frames, the total frames are fed into two main processes. Firstly,

the entire-body frames serve as input data for the coordinate sequence modality to inves-

tigate the joint structure of the hand and arm (see Figure 3.3(a)).

Secondly, hand-cropping frames, the technique uses YOLOv5 for precise cropping of

video frames, focusing on the signer’s hand to improve sign language recognition. This

targeted approach, illustrated in the referenced Figure 3.3(b), is foundational in isolating

the hand gestures from the broader video frame, enabling a focused analysis critical for

accurate gesture interpretation. The efficacy of YOLOv5 in this context is significantly

boosted through fine-tuning with an extensive dataset from the Google Open Images

Dataset V6, meticulously annotated to include a diverse array of human hand images.
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This dataset, featuring over 22,000 training images and more than 2,000 testing images,

serves as a rich resource for training the model across 90 epochs. This comprehensive

training regimen culminates in the model achieving a notable F1-score of 79.86%, under-

scoring the high precision and recall in hand gesture recognition within video sequences.

After recognizing hand gestures, images undergo padding and resizing for size uni-

formity. This crucial step ensures consistent processing and analysis, enhancing model

accuracy by eliminating variations in image sizes.

3.2.3 Image Padding and Scaling

The technique is part of the preprocessing steps necessary for preparing image frames to be

used with the VGG16 model, a popular convolutional neural network (CNN) architecture

in computer vision. The VGG16 model requires input images to be of a specific size,

224 × 224 pixels, to maintain consistency and ensure optimal performance across varied

inputs.

When an image frame is smaller than the required 224 × 224 pixels, it is necessary to

enlarge the frame to the required size without distorting its content. This is achieved by

adding padding around the edges of the image. The padding is typically applied using

a black color to minimize distraction and ensure that the added borders do not interfere

with the model’s ability to learn from the actual content of the image. Additionally, the

technique involves the elimination of the background to focus the model’s attention on the

primary subjects of the image, further enhancing the effectiveness of the learning process,

as depicted in Figure 3.3(c).

Conversely, image frames that exceed the required dimensions are scaled down to 224×

224 pixels. This resizing is done while preserving the aspect ratio as much as possible

to avoid distortion of the image content. Proper resizing ensures that the images retain

their original visual context, which is essential for the model to learn and make predictions

based on the visual data accurately.

After the images are adjusted to the correct size, either through padding or resizing,
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they are then processed further as part of the sampling process (described in Subsection

3.2.4). This additional step is designed to control the number of frames that are fed into

the deep multimodal model.

3.2.4 Image Over-sampling and Down-sampling

When the video input has fewer than 30 frames, an over-sampling technique is applied.

This method involves duplicating existing frames to increase the total frame count to 30.

The duplication process typically involves copying frames from the immediate preceding

frame, effectively padding the video sequence to reach the required length. This approach

ensures that shorter videos are brought up to a minimal frame count without altering the

original content’s speed or timing, maintaining the integrity of the sequence’s dynamics.

Conversely, if a video input contains more than 30 frames, a down-sampling technique is

employed. This method aims to reduce the total number of frames to 30 by randomly

selecting frames within the video while preserving the order of the sequence of hand pos-

ture motions. The selection process is designed to maintain the narrative or instructional

integrity of the video, ensuring that the resulting 30-frame sample represents the original

motion sequence effectively.

3.3 RGB-Sequencing Module for Visual Modality

Convolutional Neural Networks (CNNs) in the 2D domain are frequently employed to

extract spatial information from input images. On the other hand, Recurrent Neural

Networks (RNNs) are designed to capture long-term temporal correlations that exist

between input data. This module utilizes a 2D CNN-RNN architecture to capture spatial-

temporal characteristics from the input video frames. The Long Short-Term Memory

(LSTM) is a recurrent neural network (RNN) architecture that is specifically developed

to address the problem of vanishing gradients issue in standard RNNs [20, 1, 3, 43].

Therefore, we apply the CNN and LSTM to be CNN-LSTM to extract spatial-temporal

information of input images, as seen in Figure. 3.4
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Figure 3.4: CNN-LSTM Model

Figure 3.5: CNN-LSTM Model

The VGG16 model, which has been pre-trained on the ImageNet dataset [9], is employed

to extract spatial characteristics that are subsequently inputted into a stacked LSTM, as

seen in Figure. 3.5. To prevent overfitting in the training set, we set the sizes of hidden

units in CNN kernel to be 32, 64, 128, and 256, respectively and the number of stacked

recurrent in LSTM architecture is set to 2. In the training phase, we randomly select 30

sequence frames from each video, and the cross-entropy loss is then applied to the output.

3.4 Coordinate-Sequencing for Human’s Joints Modal-

ity

Human posture estimation aims to accurately identify the anatomical landmarks or joints

of the human body within an image or video. We choose the MediaPipe library to extract

the holistic key points because it enables to detect the whole key points of the body and

hands [63], as shown in Figure 3.6. In our work, we divide two major categories: single-
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Figure 3.6: Pose and Hand Landmarks

hand and two-hand poses. In single-hand pose, we totally employ 24 key points from the

pose landmarks with 3 key points (points 12, 14, 16 for right arm or 11, 13, 15 for left

arm) and hand landmarks with 21 key points. For the two-hand pose, the key points are

entirely used 48 landmarks from 6 key points on pose landmarks (points 11-16) and two-

hand landmarks with 42 points, as shown in Figures 3.8 and 3.9. Then, the coordinates

(x, y, z) of each location are acquired in order to be used as input data for the modalities

of coordinates sequencing and human joint structure.

Pose-RNN-based techniques mostly employ to construct sequences of poses in order

to evaluate human motion. Inspired by this model, RNN is employed to describe the

sequential temporal information of pose movements in our initial posture-based baseline,

and the representation created by RNN is used for sign identification. We feed the coor-

dinates as input features into the deep-learning models. The LSTM, BiLSTM, and GRU

models are constructed using hidden unit sizes of 128, 256, 256, and 256, which have been

determined to be experimentally optimal, as illustrated in Figure 3.7(a)-(c).

The Pose-Transformer model employs self-attention to capture the relationship be-

tween sequence segments [54]. Transformer has achieved state-of-the-art results in several

domains of artificial intelligence, including computer vision [25] and nature language pro-

cessing(NLP) [15]. We set a multi-head attention network with embedding size 512, eight
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Figure 3.7: (a) LSTM (b) BiLSTM (c) GRU (d) Transformer

heads, and two transformer blocks. Also, we add the 0.1 dropout, layer normalization,

and residual connections. Therefore, the final layer can be stacked multiple times, as

illustrated in Figure 3.7(d).

3.5 Graph Representation for Joint’s Structure Modal-

ity

Graph-structured data with spatial and temporal elements may be handled using the

advanced deep learning architecture called the Temporal Graph Convolutional Network

(TGCN). This neural network performs particularly well on tasks like action identification

and posture estimation, where the input data frequently consists of graphs that represent

sequences of human body joint locations (skeletons). The TGCN paradigm includes

two essential elements: temporal convolutions to simulate temporal dynamics and graph
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Figure 3.8: Single-Hand Coordination

Figure 3.9: Two-Hand Coordination

convolutional networks (GCN) for processing spatial input. While temporal convolutions

focus on capturing the temporal patterns throughout a sequence or video frames, the

GCN component concentrates on collecting spatial characteristics by aggregating data

from nearby nodes in the network. A deep graph convolutional network’s nth graph

layer is a function called ϑn that takes as input features a matrix called Hn ∈ RK×F ,

where F is the feature dimension produced by the layer before it and K is the number

of dimensions. The K × 2N matrix coordinates of body key points in the first layer are

fed to the networks, where N is the number of successive frames. Using this formula with

a set of trainable weights Wn ∈ RF×F
′

[61], the following is the expression for a graph

convolutional layer:

Hn+1 = ϑn (Hn) = σ (AnHnWn) (3.1)

where An is a trainable adjacency matrix for n-th layer and (σ) denotes the activation

function tanh(·) as shown in Figure 3.10. Then, for classification, a softmax layer is

used, followed by an average pooling layer.
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Figure 3.10: Temporal Graph Convolutional Network

Figure 3.11: Data Fusion

3.6 Data Fusion

Data fusion is a distinctive component of multimodal learning, wherein integrating infor-

mation from diverse data sources is necessary for building a joint model [53]. This process

is employed right before the result classification.

After the data passes each modality, we apply the concatenation technique, which

involves combining many features into a single vector. The input data can be raw features

when using this technique, as shown in Figure 3.11.
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Chapter 4

Experiments and Results

In all experiments, an Intel(R) Core i7 processor with a clock speed of 2.9 GHz and 128

GB of RAM is employed. The models are constructed using PyTorch version 2.0 for the

TGCN model, while the RGB-sequencing models and coordinate-sequencing models are

produced using TensorFlow version 2.8.0. In addition, the models undergo training across

three NVIDIA RTX-3090 GPUs, each equipped with 24 GB of memory. This is achieved

by the use of the mirrored technique, wherein all model parameters are replicated across

the GPUs, ensuring that identical parameter updates are consistently applied across all

devices. The first step in all of our research involves the configuration of each deep learning

model. The dataset is partitioned into four distinct groups, namely the training set,

validation set, in-sample test set, and out-of-sample test set. These groups are allocated

proportions of 60%, 15%, 15%, and 10% of the total data, respectively.

To analyze the results for each scenario, we utilized performance metrics such as accu-

racy, precision, recall, and the F1 score. Accuracy refers to the proportion of data points

that were correctly predicted out of the total data points. Accuracy simply evaluates how

frequently the classifier predicts correctly. It is the number of correct predictions divided

by the total number of predictions, shown in Equation 4.1. Precision is calculated as

the proportion of accurately identified positive classes in relation to the total number of

classes predicted as positive, detailed in Equation 4.2. Also, precision is a useful metric

in cases where a false positive (FP) is a higher concern than false negatives (FN). Recall
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is defined as the ratio of the total number of correctly classified positive instances to the

total number of actual positive instances. In other words, it measures the proportion

of actual positive classes that have been correctly predicted by the model, as seen in

Equation 4.3. Recall is a useful metric in cases where false negative (FN) trumps false

positive (FP). F1-Score is the harmonic mean of precision and recall, providing a balance

between these two metrics, as shown in Equation 4.4. This score is particularly useful

because it considers both false positives and false negatives. In scenarios where both these

types of errors have significant consequences, or when there’s an uneven class distribution,

the F1-score provides a more insightful measure of a model’s performance than accuracy

alone.

Accuracy =
TP + TN

TP + TN + FP + FN
(4.1)

Precision =
TP

TP + FP
(4.2)

Recall =
TP

TP + FN
(4.3)

F1− score =
2× Precision×Recall

Precision+Recall
(4.4)

where TP is the number of true positives.

Where TN is the number of true negatives.

Where FP is the number of false positives.

Where FN is the number of false negatives

There are a total of seven experiments in our study. These experiments are categorized

into two major experiments: single-hand poses and two-hand poses (see Table 4.1). Fur-

thermore, KerasTuner is utilized to determine the optimal settings for our system in all

experimental trials. We considered different combinations of parameter settings: learning

rate ranging from 10−5 to 5×10−4 by in increments of 2×10−5, dropout ranging from 0.1

43



to 0.5 in steps of 0.1, epoch ranging from 40 to 300 in increments of 20, and memory cell

ranging from 30 to 70 in steps 10, optimizer in choice of “adam”,“rmsprop” and “sgd”.

Each split is measured using accuracy, Top-3, Top-5, confusion matrix with in-sample

and out-of-sample testing on 29 models including single-based modality, the combination

of two modalities and the combination of three modalities to obtain the best parameter

setting (see Table 4.2).

Table 4.1: The categories of letters in each experiment.

No. Scenarios Alphabets Vowels Into Num
1 Static single hand with single stroke 15 4 - 10
2 Dynamic single hand with two strokes 24 3 - 14
3 Dynamic single hand with three strokes 3 - - -
4 Total single-hand poses 42 7 - 24
5 Static point-on-hand with two hands - 12 - -
6 Dynamic point-on-hand with two hands - 1 4 -
7 Total two-hand poses - 13 4 -

where: Into = Intonation marks and Num = Numbers

Table 4.2: The selected parameters used by each implemented models

Modalities Models Parameters
Learning rate Dropout Optimizer ES MC

RGB-Sequencing
Based

CNN-LSTM 2e−5 0.2 Adam 10 50
VGG-LSTM 5e−5 0.2 Adam 10 50

Coordinate of Skeleton
Based

LSTM 5e−5 0.1 Adam 10 256
BiLSTM 5e−5 0.1 Adam 10 256

GRU 5e−5 0.1 Adam 10 256
Transformer 1e−4 0.1 Adam - -

Graph Based TGCN 2e−5 0.5 tanh 50 256
where: ES = Early stopping, MC = Memory cell

For ChatGPT4, which is currently one of the most popular large language models,

we utilize both zero-shot for out-of-sample testing and few-shot prompting for in-sample

testing [27] [13]. We input three random sequence images of each label into ChatGPT4

using each approach to evaluate the model’s performance across 100 samples for both

techniques. Specifically, in the few-shot technique, we enhance the prompt with a demon-

stration image to guide the model toward improved performance. The example of the

prompting template for ChatGPT4 is shown in Figure 4.1, which is separated from the
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main seven experiments. Also, the Insertion of images done by the human (it can be

automatic by simple classification)

Figure 4.1: Example of prompting template

4.1 Single-Hand Poses

In the single-hand experiments, there are four sub-experiments within the single-hand

group: single-stroke pose, two-stroke pose, three-stroke pose and total single-hand pose

(see Table 4.1).

According to Table 4.3, it provides a comprehensive analysis of 29 notable models across

three different modalities, focusing on a static single-hand pose with a single stroke and

29 letters. The table details total parameter usage and a variety of evaluation metrics

such as Top-1 accuracy, Top-3, Top-5, and F1-score, all assessed both in-sample and

out-of-sample testing.

Regarding total parameter usage, the TGCN model is considered to be the most effec-

tive lightweight model due to its ability to process graph-based data. This model provides

a more concise representation for the coordinates of skeleton data compared to other mod-

els that rely on RGB-sequencing-based (CNN-LSTM and VGG-LSTM) or coordinates of

skeleton-based (LSTM, BiLSTM, GRU, and Transformer) representations. The TGCN

model effectively captures spatial relationships in graph-structured data through the uti-
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lization of graph convolutional layers. Furthermore, the filters are localized, focussing on

a limited neighborhood of nodes and edges, which may result in fewer parameters than

RGB-sequencing models and more direct correlations than skeleton models’ coordinates.

While the TGCN stands out as the premier lightweight model, it does not maintain

this superiority in terms of in-sample evaluation performance. The integration of the

coordinate-sequencing modality with the Transformer model and the graph structure

modality with the TGCN results in the highest performance levels, achieving over 97%

across various evaluation metrics. However, a notable drop is observed in the out-of-

sample evaluation, where the accuracy (Top-1), Top-3, Top-5 and F1-score of this com-

bined approach plummet to approximately 79.7%, 94.02%, 95.63% and 77.7% respectively,

as shown in Table 4.4. This significant decline in performance is primarily attributable to

the high frequency of misclassifications for specific letters, namely '' โ- '', '' ด '' and '' ฟ '',

which recorded accuracies of 0%, 13.33%, and 33.33% respectively (detailed in Table 4.5).

Also, the column “Pron” in the table means the pronunciation of Thai letters to simplify

the understanding.

Table 4.6 shows a performance benchmarking table of a static single-hand pose with

single-stroke, demonstrating a comparison across various models using both in-sample and

out-of-sample datasets. The models are evaluated based on appearance and pose-based

representations, with metrics that include accuracy, precision, recall, and F1 score, essen-

tial for understanding model effectiveness and reliability. The appearance representation

refers to how the model processes visual input data, while the pose-based representation

involves the model’s interpretation of the hand’s position and movement. The table high-

lights the superior performance of the proprietary model denoted as the “Our (T+TG)”

model represents an innovative combination of Transformer(T) and Temporal Graph Con-

volutional Networks(TGCN) models, leading to its distinguished performance in single-

stroke hand pose estimation tasks. This model’s design inherently captures the dynamic

spatio-temporal relationships inherent in hand gestures by leveraging the Transformer’s

capacity for handling sequential data with long-range dependencies and the TGCN’s ef-

ficacy in modeling time-structured graph data. The synthesis of these techniques is ev-
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idenced by its exemplary in-sample accuracy and F1-score of 97.6%, indicating a high

degree of model fidelity to the training data. Moreover, the model’s out-of-sample accu-

racy of 79.8% and F1-score of 75.89% show superior generalization capabilities, which are

essential for practical deployment. In part of the out-of-sample of ChatGPT4 (zero-shot),

it cannot have the capability to interpret or generate pose estimations, making it incom-

patible with the specific tasks these metrics are intended to measure, or the model is not

designed for this type of evaluation. As a result, these metrics are not applicable (N/A)

to ChatGPT4, and no data is presented as shown in Figure 4.2.

Figure 4.2: Example result of ChatGPT4 in out-of-sample testing

Table 4.7 and 4.8 show evaluation metrics of dynamic single-hand pose with two strokes

on 41 letters. The graph structure of single modality in the TGCN model remains the

one with the fewest parameters. However, its applicability in real-world scenarios is

limited due to its inadequate performance metrics when applied to out-of-sample data.

The performance of the combined Transformer and TGCN models on two modalities

is demonstrated to be superior through assessments conducted on both in-sample and

out-of-sample testing. The in-sample metrics demonstrate high levels of accuracy and

F1-score classification, above 99%. However, the metrics evaluation for the two-stroke

pose decreases to about 89.3% and 88.6% , respectively, when assessed out-of-sample.

Table 4.9 presents the accuracy results obtained from the integration of Transformer and

TGCN models. The experimental findings indicate that the performance of the models is
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Table 4.5: Accuracy for static single-hand poses with single-stroke by each Thai letter

No. Thai
Letters Pron In-Sample Test Out-of-Sample Test

Correct Incorrect Acc(%) Correct Incorrect Acc(%)
1 0 soon 22 0 100 13 2 86.67
2 1 neung 22 0 100 11 4 73.33
3 2 song 18 0 100 15 0 100
4 3 sam 20 0 100 15 0 100
5 4 se 27 0 100 12 3 80
6 5 haa 29 0 100 15 0 100
7 6 hok 24 0 100 14 1 93.33
8 7 jet 20 0 100 15 0 100
9 8 prad 22 0 100 11 4 73.33
10 9 gao 13 0 100 10 5 66.67
11 ก ko kai 18 0 100 15 0 100
12 ด do dek 24 4 85.71 2 13 13.33
13 ต to tao 27 4 87.09 15 0 100
14 น no nu 20 0 100 15 0 100
15 บ bo baimai 16 0 100 15 0 100
16 พ pho phan 16 0 100 7 8 46.67
17 ฟ fo fan 16 0 100 5 10 33.33
18 ม mo ma 22 2 91.66 15 0 100
19 ย yo yak 36 0 100 14 1 93.33
20 ร ro ruea 16 0 100 15 0 100
21 ล lo ling 18 0 100 15 0 100
22 ว wo waen 24 0 100 11 4 73.33
23 ส so suea 20 0 100 7 8 46.67
24 ห ho hip 20 0 100 15 0 100
25 อ o ang 10 0 100 9 6 60
26 -ี sara ee 29 0 100 15 0 100
27 โ- sara o 31 2 88.57 0 15 0
28 ใ- maimuan 24 0 100 11 4 73.33
29 ไ- maimarai 27 0 100 15 0 100
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Table 4.6: In-Sample and Out-of-Sample performance benchmark for static single-hand
poses with single-stroke

No. Model App Pose In-Sample Out-of-Sample
Acc Pre Rec F1 Acc Pre Rec F1

1 I3D [10] X 80.34 88.14 71.88 79.18 23.9 31.98 15.63 21
2 Fusion-3 [21] X 93.45 96 92.02 93.97 27.36 38.11 20.57 26.72
3 MEMP [66] X 92.41 93.2 91.63 92.41 17.01 28.09 14.64 19.25
4 DeepSign-CNN [49] X 91.37 93.02 89.99 91.48 18.85 34.58 12.02 17.84
5 Pose-GRU [28] X 95.86 97 94.88 95.93 71.49 71.49 66.86 69.1
6 Pose-TGCN [28] X 90.69 91.92 89.24 90.56 16.55 22.48 10.82 14.61
7 SPOTER [8] X 47.24 51.13 38 43.6 25.51 26.77 19.35 22.46
8 Bi-RNN [23] X 91.72 94.24 89.35 91.73 59.08 61.7 51.72 56.27
9 FNN-LSTM [23] X 87.24 89.24 85.73 87.45 44.37 49.58 39.08 43.71
10 ChatGPT4 X 59 62.86 58.91 56.09 N/A N/A N/A N/A
11 Our(T+TG) X 97.6 98 97.2 97.6 79.8 79.6 75.89 77.7

where: App = Appearance Representation, Pose = Pose-based Representation, Acc =
Accuracy, Pre = Precision, Rec = Recall and F1 = F1-Score

influenced by the variables represented by the letters '' -ิ '' and '' ณ '' during the evaluation

using unseen data. Specifically, the accuracy rates achieved by '' -ิ '' and '' ณ '' are 33.3%

and 46.67%, respectively.

Table 4.10 presents the performance benchmark for dynamic single-hand pose with

two-stroke. The Pose-GRU model achieves unparalleled perfection in in-sample testing,

with accuracy, precision, recall, and F1 all reaching the maximum of 100%. This shows

an exceptional fit to the training data, indicative of the model’s capacity to capture the

fine-grained temporal dependencies and complex patterns within the in-sample dataset.

However, the integration of the Transformer and Temporal Graph Convolutional model,

demonstrates a significant out-of-sample performance edge with an accuracy of 89.3%

and an F1-score of 88.6%, outstripping all competitors due to its adept sequential data

processing, attention mechanisms, and robust capture of temporal pose dynamics.

The in-sample evaluation of the dynamic single hand with three-stroke postures com-

prising of 3 letters: '' ช '', '' ฌ '', '' ธ '' is shown below Table 4.11. The LSTM and BiLSTM

models, which operate on a single modality, demonstrate superior performance across all

evaluation measures. However, it is worth noting that the TGCN model remains the least

parameter-intensive, with a parameter count of around 500K. In contrast, the LSTM and

BiLSTM perform less than combining two modalities, namely Transformer and TGCN.
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Table 4.9: Accuracy for dynamic single-hand pose with two-stroke by each Thai letter

No. Thai
Letters Pron In-Sample Test Out-of-Sample Test

Correct Incorrect Acc(%) Correct Incorrect Acc(%)
1 10 sip 36 0 100 14 1 93.33
2 20 yee sip 27 2 93.1 11 4 73.33
3 30 sam sip 27 0 100 15 0 100
4 40 se sip 27 0 100 15 0 100
5 50 haa sip 24 0 100 15 0 100
6 60 hok sip 18 0 100 15 0 100
7 70 jet sip 31 0 100 9 6 60
8 80 pead sip 22 0 100 8 7 53.33
9 90 gao sip 11 0 100 15 0 100
10 100 neung roi 18 0 100 15 0 100
11 1,000 neung pan 18 0 100 15 0 100
12 10,000 neung muen 29 0 100 15 0 100
13 100,000 neung saen 22 0 100 11 4 73.33
14 1,000,000 neung laan 18 0 100 15 0 100
15 ข kho khai 20 0 100 15 0 100
16 ค kno khwai 22 0 100 15 0 100
17 ฆ kho ra-khang 29 0 100 15 0 100
18 ง ngo ngu 20 0 100 15 0 100
19 จ cho chan 24 0 100 14 1 93.33
20 ฉ cho ching 16 0 100 15 0 100
21 ซ so so 22 0 100 15 0 100
22 ญ yo ying 16 0 100 15 0 100
23 ฎ do cha-da 20 0 100 8 7 53.33
24 ฏ to pa-tak 22 0 100 15 0 100
25 ฐ tho than 13 0 100 15 0 100
26 ฑ tho montho 22 0 100 15 0 100
27 ฒ tho phu-thao 16 0 100 15 0 100
28 ณ no nen 24 0 100 7 8 46.67
29 ถ tho thung 18 0 100 15 0 100
30 ท tho thahan 31 0 100 10 5 66.67
31 ป po pla 22 0 100 14 1 93.33
32 ผ pho phueng 29 0 100 15 0 100
33 ฝ fo fa 33 0 100 15 0 100
34 ภ pho sam-phao 24 0 100 15 0 100
35 ศ so sala 20 0 100 12 3 80
36 ษ so rue-si 27 0 100 11 4 73.33
37 ฬ lo chu-la 20 0 100 15 0 100
38 ฮ ho nok-huk 18 0 100 15 0 100
39 -ิ sara i 16 0 100 5 10 33.33
40 -ึ sara u 24 0 100 15 0 100
41 -ื sara ue 14 0 100 10 5 66.67

54



Table 4.10: In-Sample and Out-of-Sample performance benchmark for dynamic single-
hand pose with two-stroke

No. Model App Pose In-Sample Out-of-Sample
Acc Pre Rec F1 Acc Pre Rec F1

1 I3D [10] X 48.78 58.5 37.93 46.02 15.61 4.97 11.33 6.91
2 Fusion-3 [21] X 85.37 86.88 83.58 85.2 40.81 63.72 31.97 42.58
3 MEMP [66] X 96.34 96.52 96.14 96.33 33.82 46.26 27.34 34.37
4 DeepSign-CNN [49] X 97.8 98.08 97.5 97.79 31.7 40.08 22.98 29.21
5 Pose-GRU [28] X 100 100 100 100 82.68 83.87 81.5 82.67
6 Pose-TGCN [28] X 80.24 82.61 77.42 79.93 37.23 38.01 30.19 33.65
7 SPOTER [8] X 69.02 72.03 65.26 68.48 48.61 49.94 42.95 46.18
8 Bi-RNN [23] X 98.78 98.93 98.61 98.77 86.18 88.8 81.82 85.17
9 FNN-LSTM [23] X 80.24 83.03 77.19 80 38.86 41.12 31.7 35.8
10 ChatGPT4 X 68 80.32 68.69 69.56 N/A N/A N/A N/A
11 Our(T+TG) X 99.8 99.8 99.8 99.8 89.3 90.8 86.5 88.6

where: App = Appearance Representation, Pose = Pose-based Representation, Acc =
Accuracy, Pre = Precision, Rec = Recall and F1 = F1-Score

These models achieve the greatest score of around 90.8% in terms of F1-score for out-

of-sample evaluation, as shown in Table 4.12. The '' ช '' is the only letter for incorrect

accuracy both in-sample and out-of-sample test in Table 4.13. When we dive into the

full-fledged confusion matrix, we first look at the Figure 4.3 that '' ช '' is twice incorrect

prediction to be '' ฌ '' and '' ธ ''. Also, it is wrong predicted to '' ฌ '' about third times

and once at '' ธ '' of out-of-sample, as shown in Figure 4.4.

The SPOTER model does a great job of three classes for dynamic single-hand pose with

three-stroke, as shown in Table 4.14. It gets perfect scores in accuracy, precision, recall,

and F1 metrics, both in-sample and out-of-sample. This shows that SPOTER’s advanced

algorithm handles complex class differences well and stays useful with new data. This

shows that it better understands how hand gestures change over time than other complex

models, like those that combine Transformers and TGCN.

Table 4.15 and 4.16 presents the assessment metrics for the whole single-hand stance,

consisting of 73 distinct letters. The utilization of a combination of GRU and Transformer

models on two modalities has demonstrated superior performance in terms of achieving the

greatest score during in-sample testing at 98.6% of F1-score and accuracy. However, when

considering out-of-sample testing, the combination of Transformer and TGCN models

exhibits the highest level of performance at 69.6% of accuracy and 66.8% of F1-score.

55



Ta
bl

e
4.

11
:

In
-S

am
pl

e
Ev

al
ua

tio
n

m
et

ric
s

fo
r

dy
na

m
ic

sin
gl

e-
ha

nd
po

se
w

ith
th

re
e-

st
ro

ke

N
o.

M
od

al
iti

es
R

G
B

-S
eq

ue
nc

in
g

C
oo

rd
in

at
e-

Se
qu

en
ci

ng
G

ra
ph

Pa
ra

m
et

er
s

(M
)

In
-S

am
pl

e
Ev

al
ut

at
io

n(
%

)
C

V
L

B
i

G
T

T
G

A
cc

ur
ac

y
Pr

ec
isi

on
R

ec
al

l
F1

-S
co

re
1

Si
ng

le
M

od
al

ity

X
1.

50
3

86
.7

88
.4

85
.6

4
87

2
X

15
.4

71
66

.7
67

.3
63

.7
9

65
.5

3
X

5.
34

1
10

0
10

0
10

0
10

0
4

X
3.

71
4

10
0

10
0

10
0

10
0

5
X

0.
81

6
93

.3
95

92
.0

5
93

.5
6

X
12

.0
26

90
91

.9
87

.6
89

.7
7

X
0.

50
7

93
.3

93
.3

93
.3

93
.3

8

2
M

od
al

iti
es

X
X

61
.8

93
76

.7
84

.7
68

.2
7

75
.6

9
X

X
9.

03
6

83
.3

86
.5

81
.0

8
83

.7
10

X
X

6.
17

5
90

90
.6

89
.6

1
90

.1
11

X
X

68
.3

68
90

91
.2

89
.0

3
90

.1
12

X
X

56
.8

60
70

68
.6

68
.6

68
.6

13
X

X
20

.6
63

76
.7

86
.7

67
.9

7
76

.2
14

X
X

18
.8

13
73

.3
88

.6
62

.3
6

73
.2

15
X

X
15

.9
52

76
.7

89
.2

65
.4

5
75

.5
16

X
X

27
.1

38
70

72
.7

65
.6

6
69

17
X

X
15

.6
30

60
55

.1
55

.3
55

.2
18

X
X

6.
23

8
86

.7
86

.9
85

.5
1

86
.2

19
X

X
4.

20
2

83
.3

83
.8

81
.2

4
82

.5
20

X
X

1.
52

6
86

.7
89

.1
82

.5
5

85
.7

21
X

X
12

.7
12

93
.3

93
.9

92
.3

1
93

.1
22

3
M

od
al

iti
es

X
X

X
62

.4
13

83
.3

87
.2

76
.8

5
81

.7
23

X
X

X
60

.5
62

90
92

.1
87

.4
2

89
.7

24
X

X
X

57
.7

02
76

.7
76

.9
76

.5
76

.7
25

X
X

X
68

.8
87

73
.3

73
.4

72
.6

73
26

X
X

X
21

.1
83

66
.7

65
.6

65
.2

65
.4

27
X

X
X

19
.3

32
83

.3
83

.8
81

.2
4

82
.5

28
X

X
X

16
.4

72
63

.3
76

.2
41

.4
6

53
.7

29
X

X
X

27
.6

57
53

.3
62

.4
44

.1
3

51
.7

w
he

re
:

C
=

C
N

N
-L

ST
M

,V
=

V
G

G
-L

ST
M

,L
=

LS
T

M
,B

i=
B

iL
ST

M
,G

=
G

R
U

,T
=

Tr
an

sf
or

m
er

,T
G

=
T

G
C

N

56



Ta
bl

e
4.

12
:

O
ut

-o
f-S

am
pl

e
Ev

al
ua

tio
n

m
et

ric
s

fo
r

dy
na

m
ic

sin
gl

e-
ha

nd
po

se
w

ith
th

re
e-

st
ro

ke

N
o.

M
od

al
iti

es
R

G
B

-S
eq

ue
nc

in
g

C
oo

rd
in

at
e-

Se
qu

en
ci

ng
G

ra
ph

O
ut

-o
f-S

am
pl

e
Ev

al
ua

tio
n(

%
)

C
V

L
B

i
G

T
T

G
A

cc
ur

ac
y

Pr
ec

isi
on

R
ec

al
l

F1
-S

co
re

1

Si
ng

le
M

od
al

ity

X
60

48
.5

52
.6

7
50

.5
2

X
37

.8
52

.8
17

.2
5

26
3

X
71

.1
81

.5
62

.9
71

4
X

82
.2

84
.9

79
.4

8
82

.1
5

X
80

83
.8

74
.3

6
78

.8
6

X
86

.7
87

.7
84

.7
5

86
.2

7
X

71
.1

72
.9

67
.6

9
70

.2
8

2
M

od
al

iti
es

X
X

40
38

.8
36

.8
5

37
.8

9
X

X
60

48
.5

52
.6

7
50

.5
10

X
X

55
.6

47
.6

45
.8

3
46

.7
11

X
X

88
.8

9
91

.7
86

.8
3

89
.2

12
X

X
64

.4
50

59
.6

5
54

.4
13

X
X

44
.4

44
.4

42
.6

4
43

.5
14

X
X

55
.6

54
.6

50
.7

4
52

.6
15

X
X

73
.3

73
.5

72
.9

73
.2

16
X

X
57

.8
70

.6
46

.1
3

55
.8

17
X

X
40

37
.2

22
.9

7
28

.4
18

X
X

60
61

.3
58

.7
5

60
19

X
X

53
.3

43
.6

51
.4

5
47

.2
20

X
X

66
.7

65
.2

57
.1

3
60

.9
21

X
X

91
.1

92
.4

89
.2

5
90

.8
22

3
M

od
al

iti
es

X
X

X
55

.6
58

55
.0

8
56

.5
23

X
X

X
55

.6
58

.4
54

.9
1

56
.6

24
X

X
X

60
59

.5
59

.1
59

.3
25

X
X

X
75

.5
85

.9
63

.7
7

73
.2

26
X

X
X

46
.7

36
.1

45
.6

1
40

.3
27

X
X

X
53

.3
54

.5
50

.6
4

52
.5

28
X

X
X

64
.4

49
.4

60
.7

7
54

.5
29

X
X

X
33

.3
11

.1
33

.7
16

.7

w
he

re
:

C
=

C
N

N
-L

ST
M

,V
=

V
G

G
-L

ST
M

,L
=

LS
T

M
,B

i=
B

iL
ST

M
,G

=
G

R
U

,T
=

Tr
an

sf
or

m
er

,T
G

=
T

G
C

N

57



Table 4.13: In-sample and Out-of-sample Evaluation for dynamic single-hand pose with
three-stroke

No. Thai
Letters Pron In-Sample Test Out-of-Sample Test

Correct Incorrect Acc(%) Correct Incorrect Acc(%)
1 ช cho chang 18 4 81.81 11 4 73.33
2 ฌ cho choe 20 0 100 15 0 100
3 ธ tho thong 24 0 100 15 0 100

Table 4.14: In-Sample and Out-of-Sample performance benchmark for dynamic single-
hand pose with three-stroke

No. Model App Pose In-Sample Out-of-Sample
Acc Pre Rec F1 Acc Pre Rec F1

1 I3D [10] X 90 91.9 87.68 89.74 55.55 54.82 87.68 55.15
2 Fusion-3 [21] X 83.33 83.89 81.39 82.62 51.11 61.17 40.88 49.01
3 MEMP [66] X 56.67 55.14 56.4 55.76 37.78 44.92 33.99 38.7
4 DeepSign-CNN [49] X 96.66 97.14 96.28 96.71 57.77 48.03 49.2 48.61
5 Pose-GRU [28] X 90 91.9 87.68 89.74 55.55 54.82 87.68 55.15
6 Pose-TGCN [28] X 96.66 96.94 96.36 96.65 73.33 77.5 69.5 73.28
7 SPOTER [8] X 100 100 100 100 100 100 100 100
8 Bi-RNN [23] X 93.33 94.05 92.35 93.19 84.44 86.9 81.97 84.36
9 FNN-LSTM [23] X 76.67 78.52 75.72 77.1 40 43.86 36.28 39.71
10 ChatGPT4 X 98 98 98 98 N/A N/A N/A N/A
11 Our (T+TG) X 93.3 93.9 92.31 93.1 91.1 92.4 89.25 90.8

where: App = Appearance Representation, Pose = Pose-based Representation, Acc =
Accuracy, Pre = Precision, Rec = Recall and F1 = F1-Score
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Figure 4.3: Confusion matrix of dynamic single-hand pose with three-stroke on in-sample
test

Table 4.17-4.18 compare the in-sample and out-of-sample accuracy. Almost the accuracy

of the in-sample test is higher than the out-of-sample test.

The table 4.19 illustrates the performance of various models on a comprehensive single-

hand pose classification task encompassing 73 distinct classes. The Pose-GRU model

stands out with exceptionally high in-sample accuracy, precision, recall, and F1 score

at 98.9%, 99.14%, 98.72%, and 98.93% respectively, and it maintains these great out-

of-sample scores of 85.38% in accuracy and 84.37% in F1-Score. The Pose-GRU model

demonstrates high proficiency in recognizing various hand poses and maintains strong

performance on unseen data, indicating its capacity for learning generalizable features.
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Table 4.17: Accuracy for total single-hand poses by each Thai letter

No. Thai
Letters Pron In-Sample Test Out-of-Sample Test

Correct Incorrect Acc(%) Correct Incorrect Acc(%)
1 0 soon 27 4 85.71 15 0 100
2 1 neung 16 0 100 10 5 66.67
3 2 song 22 0 100 10 5 66.67
4 3 sam 27 0 100 15 0 100
5 4 se 20 0 100 6 9 40
6 5 haa 11 13 45.83 10 5 66.67
7 6 hok 16 0 100 10 5 66.67
8 7 jet 11 11 50 11 4 73.33
9 8 pead 29 0 100 10 5 66.67
10 9 gao 24 0 100 7 8 46.67
11 10 sip 24 0 100 10 5 66.67
12 20 yee sip 27 0 100 9 6 60
13 30 sam sip 24 0 100 12 3 80
14 40 se sip 16 0 100 15 0 100
15 50 haa sip 13 16 44.82 8 7 53.33
16 60 hok sip 27 0 100 14 1 93.33
17 70 jet sip 22 0 100 15 0 100
18 80 pead sip 24 4 85.71 14 1 93.33
19 90 gao sip 20 2 90.9 10 5 66.67
20 100 neung roi 31 9 77.5 14 1 93.33
21 1,000 neung pan 18 0 100 8 7 53.33
22 10,000 neung muen 25 0 100 15 0 100
23 100,000 neung saen 27 0 100 8 7 53.33
24 1,000,000 neung laan 25 0 100 15 0 100
25 ก ko kai 22 0 100 11 4 73.33
26 ข kho khai 18 11 62.06 11 4 73.33
27 ค kno khwai 16 2 88.9 6 9 40
28 ฆ kho ra-khang 13 2 86.6 15 0 100
29 ง ngo ngu 24 0 100 6 9 40
30 จ cho chan 16 2 88.9 15 0 100
31 ฉ cho ching 20 0 100 14 1 93.33
32 ช cho chang 20 2 90 14 1 93.33
33 ซ so so 27 0 100 12 3 80
34 ฌ cho choe 24 9 72.72 15 0 100
35 ญ yo ying 22 0 100 15 0 100
36 ฎ do cha-da 13 4 76.74 5 10 33.33
37 ฏ to pa-tak 24 2 92.3 14 1 93.33
38 ฐ tho than 20 0 100 15 0 100
39 ฑ tho montho 20 0 100 15 0 100
40 ฒ tho phu-thao 18 0 100 15 0 100
41 ณ no nen 18 0 100 9 6 60
42 ด do dek 18 0 100 8 7 53.33
43 ต to tao 20 0 100 15 0 100
44 ถ tho thung 16 0 100 15 0 100
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Table 4.18: Accuracy for total single-hand poses by each Thai letter (Continue.)

No. Thai
Letters Pron In-Sample Test Out-of-Sample Test

Correct Incorrect Acc(%) Correct Incorrect Acc(%)
45 ท tho thahan 22 0 100 10 5 66.67
46 ธ tho thong 18 9 66.67 15 0 100
47 น no nu 27 0 100 7 8 46.67
48 บ bo baimai 13 0 100 14 1 93.33
49 ป po pla 18 2 90 13 2 86.67
50 ผ pho phueng 16 2 88.8 15 0 100
51 ฝ fo fa 18 7 72 15 0 100
52 พ pho phan 20 2 90.9 5 10 33.33
53 ฟ fo fan 27 0 100 5 10 33.33
54 ภ pho sam-phao 27 2 93.1 15 0 100
55 ม mo ma 11 4 73.3 8 7 53.33
56 ย yo yak 16 0 100 14 1 93.33
57 ร ro ruea 18 0 100 14 1 93.33
58 ล lo ling 29 2 93.54 14 1 93.33
59 ว wo waen 13 0 100 10 5 66.67
60 ศ so sala 24 2 92.3 15 0 100
61 ษ so rue-si 13 0 100 15 0 100
62 ส so suea 17 0 100 15 0 100
63 ห ho hip 22 0 100 15 0 100
64 ฬ lo chu-la 16 9 63 14 1 93.33
65 อ o ang 22 0 100 14 1 93.33
70 ฮ ho nok-huk 27 9 75 14 1 93.33
66 -ิ sara i 13 0 100 15 0 100
67 -ี sara ee 13 0 100 15 0 100
68 -ึ sara u 11 4 71.43 3 12 20
69 -ื sara ue 18 2 88.89 15 0 100
71 โ- sara o 31 2 93.93 15 0 100
72 ใ- maimuan 11 0 100 9 6 60
73 ไ- maimarai 18 9 66.67 3 12 20
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Figure 4.4: Confusion matrix of dynamic single-hand pose with three-stroke on out-of-
sample test

4.2 Two-Hand Poses

The two-hand experiments are divided into three sub-experiments consisting of static-

point-on-hand posesd, dynamic-point-on-hand poses, and total two-hand poses, (see Table

4.1).

Table 4.20 shows the in-sample evaluation metrics for static point-on-hand poses with

two hands. There are twelve important letters in our experiment. Due to the graph-

structured data, the TGCN of a single modality is the lightweight model in the total

parameters. The result of the evaluation metrics, the GRU of a single modality is about

94.2% accuracy and 94.3% F1-score, but the combination of three modalities, which are

CNN-LSTM of RGB sequences modality, BiLSTM of coordinate sequencing modality and

TGCN of graph structure modality, is the best in the domain of out-of-sample evaluation

both accuracy at nearly 41.7% and F1-score at 41.7%, as shown in Table 4.21. The

primary factor contributing to the suboptimal performance of out-of-sample evaluation

is the inaccurate classification of several letters. Table 4.22 shows the accuracy rates

obtained for the characters '' -ั '', '' ฤ '', and '' -ุ '' are 0%, 13.33%, and 33.33%, respectively.

The confusion matrices for both the in-sample and out-of-sample tests are depicted in
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Table 4.19: In-Sample and Out-of-Sample performance benchmark for total single-hand
poses

No. Model App Pose In-Sample Out-of-Sample
Acc Pre Rec F1 Acc Pre Rec F1

1 I3D [10] X 23.83 26.15 13.05 17.41 6.75 4.96 2.69 3.49
2 Fusion-3 [21] X 87.67 89.3 86.19 87.72 35.43 50.68 28.91 36.82
3 MEMP [66] X 89.73 91.36 88.36 89.83 14.89 23.95 12.25 16.21
4 DeepSign-CNN [49] X 93.56 94.49 92.73 93.6 21.09 28.04 15.08 19.61
5 Pose-GRU [28] X 98.9 99.14 98.72 98.93 85.38 87.36 81.58 84.37
6 Pose-TGCN [28] X 80.54 82.66 78.66 80.61 22.64 21.62 17.98 19.63
7 SPOTER [8] X 58.08 60.03 52.14 55.81 26.02 27.7 20.5 23.56
8 Bi-RNN [23] X 97.4 97.84 97.05 97.44 74.16 75.53 69.66 72.48
9 FNN-LSTM [23] X 83.01 86.72 79.24 82.81 35.62 39.18 29.95 33.95
10 ChatGPT4 X 59 62.86 58.9 56.09 N/A N/A N/A N/A
11 Our (T+TG) X 91.4 92.6 90.04 91.3 69.6 68.6 65.09 66.8

where: App = Appearance Representation, Pose = Pose-based Representation, Acc =

Accuracy, Pre = Precision, Rec = Recall and F1 = F1-Score

Figure 4.5 and Figure 4.6, respectively. The confusion matrix of out-of-sample shows that

the letter '' -ั '' is a completely wrong classification because the model classifies to be " -์ "

and " -า ". If we carefully consider in Figure 2.6, we will find that the posture of '' -ั '', " -์

" and " -า " are similar poses.

Table 4.23 displays the efficacy of various models on a 12-class static point-on-hand

poses with two hands, with the Multiple Extraction and Multiple Prediction model

(MEMP) achieving the highest in-sample scores, suggesting its architecture is highly

effective in capturing and learning from the provided data. With in-sample precision,

recall, and F1 all at 95%, it indicates MEMP’s superior ability to learn discriminative

features and correctly label them within the training set. On the other hand, the “Our

(C+Bi+TG)” model, integrating CNN-LSTM, Bi-LSTM, and Temporal Graph Convo-

lution Networks, which use input data both appearance and pose-based representation,

shows remarkable out-of-sample performance, boasting the highest accuracy and F1-Score

at 41.7%. By integrating these models, the model benefits from the complementary

strengths of each. CNN-LSTM and pose-based models offer rich, detailed feature extrac-

tion from both the visual and structural perspectives. Bi-LSTMs contribute a robust

mechanism for understanding temporal sequences and predicting future states based on

both past and anticipated information. Finally, TGCNs add a layer of sophistication by
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modeling complex interdependencies over time, offering insights into the structural and

temporal evolution of the data. This holistic approach ensures that every aspect of the

data is thoroughly analyzed, leading to higher accuracy and F1-scores.

Figure 4.5: Confusion matrix of the static-point-on-hand poses with two hands on in-
sample test

Table 4.24 presents the evaluation measure for the dynamic point-on-hand with two-

hand posture at in-sample evaluation, which includes five letters in our experiment. The

Long Short-Term Memory (LSTM) model, when applied to a single modality, as well as its

combination with the Convolutional Neural Network-LSTM (CNN-LSTM), Transformer,

and Spatio-Temporal Graph Convolutional Network (TGCN) models across three modal-

ities, have achieved the highest scores across all metrics, reaching a perfect accuracy of

100%. As previously discussed, the integration of three modalities yields optimal results

for selecting an appropriate model in out-of-sample scenarios. This is due to the influence

of the blocked hand on the input data of each modality. For example, the RGB-sequencing

modality is unable to capture significant features of sequence frames. Similarly, the Medi-

aPipe API of coordinate-sequencing modality fails to extract the sequence coordinates (x,

y, z) of the arm and hands due to obstruction caused by a blocked hand. Undoubtedly, the

out-of-sample metrics exhibit lesser values compared to the in-sample test. Specifically,
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Table 4.22: Accuracy for static-point-on-hand poses with two hands by each Thai letter

No. Thai
Letters Pron In-Sample Test Out-of-Sample Test

Correct Incorrect Acc(%) Correct Incorrect Acc(%)
1 -์ ka-run 17 0 100 11 4 73.33
2 ฤ ro-ruk 22 11 66.67 2 13 13.33
3 -ะ sara a 18 4 81.81 10 5 66.67
4 -า sara ar 11 11 50 6 9 40
5 -ํา sara um 22 2 90.91 10 5 66.67
6 -ุ sara oo 20 0 100 5 10 33.33
7 -ู sara au 11 7 61.1 6 9 40
8 ฯ pai yan noi 18 2 90 4 11 26.67
9 เ- sara ae 20 4 83.33 7 8 46.67
10 แ- sara aae 9 4 69.23 6 9 40
11 -ั mai hen ar-karn 21 0 100 0 15 0
12 -็ mai tai-ku 31 2 93.93 8 7 53.33

Table 4.23: In-Sample and Out-of-Sample performance benchmark for static-point-on-
hand poses with two hands

No. Model App Pose In-Sample Out-of-Sample
Acc Pre Rec F1 Acc Pre Rec F1

1 I3D [10] X 63.33 69.47 57.27 62.78 12.22 13.93 6.74 9.08
2 Fusion-3 [21] X 81.67 84.05 79.81 81.88 26.11 41.6 19.3 26.37
3 MEMP [66] X 95 95.45 94.55 95 40 46.51 35.95 40.55
4 DeepSign-CNN [49] X 85 86.39 82.88 84.6 26.66 32.44 22.38 26.49
5 Pose-GRU [28] X 93.33 93.82 92.88 93.35 15.55 22.6 10.53 14.37
6 Pose-TGCN [28] X 76.66 76.56 75.31 75.93 8.88 10.42 2.76 4.37
7 SPOTER [8] X 46.66 46.19 39.87 42.8 22.77 26.68 19.74 22.69
8 Bi-RNN [23] X 74.17 77.22 70.48 73.69 16.11 13.13 13.41 13.26
9 FNN-LSTM [23] X 66.67 71.38 62.87 66.85 26.11 28.22 20.93 24.03
10 ChatGPT4 X 94 95.32 93.86 93.67 N/A N/A N/A N/A
11 Our(C+Bi+TG) X X 80.8 81.7 79.72 80.7 41.7 48.8 36.4 41.7

where: App = Appearance Representation, Pose = Pose-based Representation, Acc =

Accuracy, Pre = Precision, Rec = Recall and F1 = F1-Score
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Figure 4.6: Confusion matrix of the static-point-on-hand poses with two hands on out-
of-sample test

the accuracy stands at 81.3%, precision at 85%, recall at 79.02%, and F1-score at 81.9%

, as seen in Table 4.25. The accuracy for dynamic point-on-hand is presented in Table

4.26 and more information can be found in Figure 4.7 for the in-sample test and Figure

4.8 for the out-of-sample test.

In table 4.27, the “Our (C+T+TG)” model, which utilizes a combination of CNN-

LSTM (C), Transformer (T), and Temporal Graph Convolution Networks (TG) and in-

corporates both appearance and pose-based data representations, emerges as the most

proficient model for dynamic point-on-hand pose estimation with two hands over five

classes. It achieves in-sample perfection with 100% across all metrics and leads the out-

of-sample evaluation with 81.3% accuracy and 81.9% F1-Score. This demonstrates the

model’s sophisticated ability to analyze and synthesize complex data, attributing to its

CNN-LSTM structure’s efficiency in feature extraction from visual data, the Transformer’s

global contextual capabilities, and the TGCN’s dynamic temporal relationship interpre-

tation. The integrated model can learn more complex representations by combining the

strengths of CNN-LSTM, Transformers, and TGCNs. It benefits from the robust spatial

feature and sequential data extraction of CNN-LSTM, the advanced contextual and tem-
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poral insights provided by Transformers, and the structural analysis strengths of TGCN.

Figure 4.7: Confusion matrix of dynamic-point-on-hand poses with two hands on in-
sample test

Table 4.28 illustrates the in-sample outcome of total two-hand poses. Integrating the

Gated Recurrent Unit (GRU) with the Spatial-Temporal Graph Convolutional Network

(TGCN) demonstrates exceptional performance, surpassing 93% in all evaluation param-

eters. On the contrary, the out-of-sample test reveals that the categorization percentage

decreases to around 47% - 58% in various metrics, as seen in Table 4.29. The reason for

the relatively low scores may be attributed to the inappropriate usage of many letters,

including '' -า '', '' -ู '' , '' -ั '' and '' -็ ''. These letters have an accuracy rate of less than

50% in the in-sample dataset, as shown in Table 4.30. Additionally, Figures 4.9 and 4.10

provide a detailed analysis of the total two-hand pose.

The table 4.31 illustrates the efficacy of various models in a 17-class total two-hand poses

recognition task, with the Pose-GRU model exhibiting superior in-sample performance,

reflected by high accuracy (92.94%), precision (93.62%), recall (92.03%), and F1 score

(92.82%). This suggests that the Pose-GRU effectively learns and captures the nuances

of total two-hand poses within the training dataset. On the other hand, the “Our(C+G)”

model, which is an integration of CNN-LSTM (C) and GRU (G) models and utilizes both
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Table 4.26: Accuracy for dynamic-point-on-hand poses with two hands by each Thai letter

No. Thai
Letters Pron In-Sample Test Out-of-Sample Test

Correct Incorrect Acc(%) Correct Incorrect Acc(%)
1 -่ mai aek 29 0 100 15 0 100
2 -้ mai tho 16 0 100 14 1 93.33
3 -๊ mai tee 25 0 100 10 5 66.67
4 -๋ mai jatawa 13 0 100 10 5 66.67
5 ๆ mai ya-mok 29 0 100 12 3 80

Table 4.27: In-Sample and Out-of-Sample performance benchmark for dynamic-point-on-
hand poses with two hands

No. Model App Pose In-Sample Out-of-Sample
Acc Pre Rec F1 Acc Pre Rec F1

1 I3D [10] X 54 59.41 46.85 52.39 38.66 31.66 23.17 26.76
2 Fusion-3 [21] X 74 81.24 66.33 73.03 48 59.02 38.68 46.73
3 MEMP [66] X 90 91.3 88.76 90.01 69.33 73.24 66.58 69.75
4 DeepSign-CNN [49] X 94 94.88 93.45 94.16 53.33 43.02 50.9 46.63
5 Pose-GRU [28] X 100 100 100 100 74.66 78.78 70.79 74.57
6 Pose-TGCN [28] X 68 72.28 66.35 69.19 33.33 23.49 27.23 25.22
7 SPOTER [8] X 74 80.95 67.37 73.54 69.33 72.68 67.53 70.01
8 Bi-RNN [23] X 100 100 100 100 81.33 82.66 77.97 80.25
9 FNN-LSTM [23] X 86 86.43 85.5 85.96 58.67 58.13 56.51 57.31
10 ChatGPT4 X 70 75.36 70 71.07 N/A N/A N/A N/A
11 Our(C+T+TG) X X 100 100 100 100 81.3 85 79.02 81.9

where: App = Appearance Representation, Pose = Pose-based Representation, Acc =

Accuracy, Pre = Precision, Rec = Recall and F1 = F1-Score
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Figure 4.8: Confusion matrix of dynamic-point-on-hand poses with two hands on out-of-
sample test

appearance and pose-based representations, outstrips its counterparts in out-of-sample

performance with an accuracy of 53.3% and an F1-Score of 52.6%.
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Table 4.30: Accuracy for total two-hand poses by each Thai letter

No. Thai
Letters Pron In-Sample Test Out-of-Sample Test

Correct Incorrect Acc(%) Correct Incorrect Acc(%)
1 -์ ka-run 22 0 100 11 4 73.33
2 ฤ ro-ruk 18 16 52.94 3 12 20
3 -ะ sara a 27 2 93.1 10 5 66.67
4 -า sara ar 4 13 30.76 0 15 0
5 -ํา sara um 18 2 90 10 5 66.67
6 -ุ sara oo 27 0 100 9 6 60
7 -ู sara au 7 13 35 9 6 60
8 -่ mai aek 20 0 100 15 0 100
9 -้ mai tho 27 0 100 10 5 66.67
10 -๊ mai tee 25 0 100 15 0 100
11 -๋ mai jatawa 20 0 100 10 5 66.67
12 ฯ pai yan noi 16 2 88.8 8 7 53.33
13 เ- sara ae 16 4 80 3 12 20
14 แ- sara aae 16 4 80 4 11 26.67
15 ๆ mai ya-mok 16 2 88.8 7 8 46.67
16 -ั mai hen ar-karn 11 13 45.83 4 11 26.67
17 -็ mai tai-ku 7 11 38.88 8 7 53.33

Table 4.31: In-Sample and Out-of-Sample performance benchmark for total two-hand
poses

No. Model App Pose In-Sample Out-of-Sample
Acc Pre Rec F1 Acc Pre Rec F1

1 I3D [10] X 43.52 46.34 33.13 38.64 9.41 10.5 3.65 5.42
2 Fusion-3 [21] X 72.94 75.49 68.76 71.97 34.12 40.68 29.23 34.02
3 MEMP [66] X 85.88 87.73 84.22 85.94 32.55 38.05 24.45 29.77
4 DeepSign-CNN [49] X 83.52 85.84 81.47 83.6 45.88 60.67 40.18 48.34
5 Pose-GRU [28] X 92.94 93.62 92.03 92.82 47.45 53.62 43.38 47.96
6 Pose-TGCN [28] X 80.58 81.06 79.01 80.02 22.74 24.04 17.02 19.93
7 SPOTER [8] X 61.17 67.49 51 58.1 32.54 35.55 27.81 31.21
8 Bi-RNN [23] X 85.29 86.46 83.09 84.74 32.94 36.68 28.41 32.02
9 FNN-LSTM [23] X 79.41 84.16 73.78 78.63 29.8 34.12 22.67 27.24
10 ChatGPT4 X 86 82.14 86.07 83.39 N/A N/A N/A N/A
11 Our(C+G) X X 77.6 78.2 74.11 76.1 53.3 58.3 47.92 52.6

where: App = Appearance Representation, Pose = Pose-based Representation, Acc =

Accuracy, Pre = Precision, Rec = Recall and F1 = F1-Score
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Figure 4.9: Confusion matrix of total two-hand poses on in-sample test

Figure 4.10: Confusion matrix of total two-hand poses on out-of-sample test
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Chapter 5

Conclusion and Discussion

This research endeavors to enhance the communication capabilities of deaf and hard-of-

hearing individuals by introducing the Thai Finger Spelling (TFS) dataset, which covers

all 90 key elements representing TFS letters. Comprehensive experiments were conducted

using a variety of deep learning-based architectures categorized based on their application

modality.

For visual modality, CNN-LSTM and VGG-LSTM were employed, analyzing RGB se-

quences. The second modality involved human joint skeletons, utilizing LSTM, BiLSTM,

GRU, and Transformer to process coordinates. The third modality used TGCN for graph

representations of joint structure. Among these, TGCN stood out as the most efficient

and lightweight option across various scenarios.

Notably, in real-life single-hand pose scenarios, the coordinate-sequencing and graph

structure-based modalities (pose-based modality) rely on landmark data, it is inherently

more robust against variations in lighting, background, and clothing, which can hinder the

performance of RGB-based models. This resilience makes pose-based systems particularly

effective in diverse and dynamic environments, enhancing their applicability in real-world

settings where such variations are common. Consequently, the pose-based modality not

only improves the precision of sign language interpretation but also extends the usability

and accessibility of TFS technologies across different scenarios. Therefore, a combination

of Transformer and TGCN delivered unparalleled performance.

80



However, the two-hand scenarios, whether analyzed through RGB-based or pose-based

modalities, present specific challenges that complicate their interpretation and analysis.

One of the primary drawbacks is the increased complexity of tracking and distinguishing

the interactions between two hands, especially when gestures involve rapid or overlapping

movements. In RGB-based systems, this complexity can lead to occlusions where one

hand may obscure the other, making it difficult to detect and classify gestures accurately.

Similarly, in pose-based systems, accurately capturing the spatial relationship between

two interacting hands can be challenging if the pose estimation algorithms are not finely

tuned to recognize close or overlapping hand positions. Additionally, both modalities may

struggle with the higher computational demands required to process the additional data

from two-hand gestures, potentially leading to slower response times and decreased sys-

tem efficiency. This increased complexity and computational requirement can hinder the

practical deployment of TFS systems in real-time applications where quick and accurate

gesture recognition is crucial. Therefore, combining only the skeleton coordinate-based

and graph structure-based modalities resulted in suboptimal outcomes. This was due

to insufficient data from the obscured hand’s joints and inadequate graph-structure data

in two-hand pose scenarios; therefore, integrating three modalities is suitable for some

scenarios.

For optimal performance in real-world applications, it’s essential to combine all three

analysis modalities and incorporate a hand pose classification step. Although many mod-

els achieve high accuracy with familiar data (in-sample), it’s important to note that such

success might not extend to real-world scenarios (out-of-sample) or with new, unseen

data. Additionally, our benchmark experiments reveal that our methodology outperforms

existing state-of-the-art techniques in five out of seven conditional hand pose evaluations,

especially in complex scenarios involving two-hand poses. This research aims to improve

evaluation methods, ensuring more accurate and precise results that can meaningfully

benefit the deaf and hard-of-hearing community.

In future work, we aim to create an extensive and complete dataset of Natural Thai Sign

Language (NTSL), which will cover all aspects of Thai sign language [36]. Our objective
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is to streamline and optimize our model by reducing its overall parameter count, thereby

enhancing the communication experience between people with normal hearing abilities

and those who are deaf. Ultimately, we are working towards implementing this advanced

technology on AI-embedded boards, making it more accessible and user-friendly in the

future.
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