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Abstract

In daily conversations, participants’ behaviors and expressions are influenced

by social factors such as roles and status. According to theories like commu-

nicative action and communication accommodation, individuals adjust their

language and behavior to align with their partner’s communication style.

This adjustment fosters mutual understanding and enhances the success of

the interaction. This natural tendency is both a cognitive process and a

crucial social mechanism. Speech entrainment reflects a speaker’s desire for

social integration or identification with others. Speakers can modulate their

entrainment to either reduce social distance by aligning with their partner

or increase it through dis-entrainment.

Given the pervasive nature of entrainment in dialogues, this paper’s core

argument is that entrainment in conversations can reflect certain aspects

of social distance. This social distance, in turn, is influenced by the topic

and function of the conversation. Previous studies have also indicated that

the topic and function in dialogues are part of social factors. Therefore,

by quantifying entrainment metrics in conversations, we propose that it is

possible to capture and reflect aspects of the social factors present in the

interaction. These social factors can deepen our understanding of human

interaction and provide objective insights. The main scientific question is

how to leverage computational techniques to quantify social factors through

entrainment. Unlike previous studies, this research, based on the Interactive

Alignment Model (IAM), adopts a top-down theoretical framework and

employs a linear model to measure entrainment across multiple acoustic
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parameters. This approach, compared to traditional methods that calculate

entrainment for individual features, better captures sociological factors in

conversations. Specifically, this study focuses on exploring how participants

employ different strategies to interact across varied scenarios. To test

these hypotheses, three research questions are posed: (1) How can various

social factors be quantified, and do these quantified factors exhibit different

patterns across conversational scenarios? (2) Can these factors help classify

or predict conversational scenarios? (3) Is the proposed method of measuring

entrainment across multiple parameters superior to traditional methods that

consider each feature separately?

To answer these questions, a corpus of Chinese conversations involving

scenarios such as arguments, comforting, sharing happiness, and persuasion

was developed. Additionally, the open-source IEMOCAP English corpus,

containing emotionally rich conversations, was used to validate the findings.

The results demonstrate that speakers adjust their entrainment and

dis-entrainment strategies depending on the conversational scenario. The

proposed method bridges the gap between psychology and engineering,

offering an objective framework for understanding human interaction, thus

addressing the first research question. Introducing social factors into both

corpora showed that scenario classification in the Chinese corpus achieved

62.3% accuracy, while predicting entrainment trajectories using acoustic

features in the English corpus reached 49.0% accuracy. Integrating acoustic

features with social factors improved accuracy by 5% and 2% in the respective

corpora, answering the second research question. Finally, comparing the

proposed method with traditional entrainment measures validated the third

research question, demonstrating the superiority of the combined approach.

This paper explores the role of entrainment in human interaction and presents
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a computational framework to quantify sociological factors. These findings

offer new insights into human-to-human interactions and are particularly

promising for improving human-machine dialogue systems. By incorpo-

rating social factors, future human-machine systems could better perceive

and respond to users’ social cues, resulting in more natural and engaging

interactions.

Keywords: social factors, conversational entrainment, social distance,

Communication Accommodation, Speech act, Interactive Alignment Model
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Chapter 1

Introduction

1.1 Research Background

In daily life, conversations happen constantly, but behind these seemingly

simple exchanges lies a complex mechanism. According to the interactive

alignment model (IAM) in Fig. 1.1 [1, 3], from the speaker’s perspective,

they formulate an utterance based on the dialogue situation. Initially, a

high-level intention transforms into linguistic representations, starting with

syntactic elements and progressing to phonological ones. Ultimately, these

representations are translated into an articulatory program to produce low-

level acoustic features. From the listener’s standpoint, they decode the sound

by converting it into successive levels of linguistic representation until they

grasp the intention. Based on the theories of communicative action [4] and

communication accommodation [5], dialogue is an act of cooperation, and

it is important to respect others during the conversation. To build better

relationships during conversation, people constantly adjust their language

and behavior in communication to accommodate their conversation partner’s

social and cultural background, language ability, communication style, and

other factors to reach consensus in the conversation and make it successful.
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Figure 1.1: Schematic representation of the stages of comprehension and
production processes according to the interactive alignment model [1]
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Grace et al. [6]believed that the variety in one’s utterances is influenced

by several social and formality of the context. This occurs because the

style of one’s speech belongs to language variation which is concerned with

the term of social factors. According to Holmes [7], these social factors

include the participants, the setting, the topic, and the function. The

participants is the person speak to and the kind of relationship you have

with the person (interlocutor) determines your choice of words and also

the intonation of voice. The setting means in what context the language

exchanges occur, example: in the market, hall, office room in a home,

university and so on. The topic is what is being talked about. And the

function is the purpose of a conversation would influence the way a person

speak. Sociolinguists think that there is a close relationship between language

and the social environment. Each person or group has their own language

style for expressing their intentions and purposes, which is influenced by the

situation and the social environment. Consequently, the social environment

and the language style used influence each other. These speech styles can

be observed through in terms of these social factors. These social factors

are crucial in human conversations, but they are often overlooked in current

dialogue and human-machine interaction systems.

1.2 Conversational entrainment and social in-

teraction

IAM theory holds that accurately conveying the interlocutor’s intention

based on the current situation is the most crucial aspect of dialogue. When

intentions align, each level in this process should also align with each

other. During this process, interlocutors seek to gain approval from their
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conversation partner by becoming more similar to each other [2]. Therefore,

Conversational entrainment is often regarded as the foundation for successful

communication [8, 9]. However, other previous studies observed that inter-

locutors can simultaneously experience both “entrainment (alignment)” and

“disentrainment (disalignment)” phenomena across various features. This

means that they become more similar in some features while becoming

increasingly dissimilar in others [10–12]. For example, a previous study

investigated the correlation of entrainment on multiple acoustic and lexical

features [13]. However, their results were quite divergent. Some features

showed a positive relationship, indicating increased similarity between inter-

locutors, while other features exhibited a negative relationship, suggesting

increased dissimilarity. This phenomenon is also consistent with reports

from other previous studies indicating that participants reached a consensus

on temporal-phonetic measures, exhibited entrainment on specific spectral-

phonetic measures while diverging on others, and did not display entrainment

on a syntactic measure [12].

This study posits that the presence of disentrainment in certain param-

eters does not contradict IAM theory. Rather, it suggests that dialogue is

influenced by various social factors. These influences often manifest during

the higher-level encoding processes of dialogue, such as topic, function, and

social roles. Importantly, entrainment and disentrainment reflect not only

linguistic adaptation but also underlying social dynamics, including social

distance.

According to previous research [14,15], entrainment can serve as a means

of measuring social distance between interlocutors. Typically, stronger

entrainment correlates with smaller social distance, resulting in more positive

interaction outcomes. For instance, when interlocutors engage in comforting
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or supportive conversations, entrainment is stronger, reflecting a desire to

reduce social distance and increase social cohesion. Conversely, in conflict-

ual or argumentative settings, interlocutors may consciously disentrain to

increase social distance, signaling disagreement or discomfort. The degree of

entrainment thus serves as a direct indicator of the social distance between

speakers, and this distance can reflect the conversational topic and function.

Consequently, this study proposes that the contradictory entrainment

phenomena observed in low-level features, even when high-level intentions

align, may result from the failure to account for social factors during analysis.

While alignment is often treated as a unitary concept [12], this perspective

overlooks the influence of social factors such as participants’ relationships,

conversation topics, and purposes. Many previous studies have primarily

focused on entrainment in low-level acoustic features, assuming that these

features are independent of one another. However, this assumption overlooks

the top-down influence of social factors on low-level behaviors, which can

modulate the extent and type of entrainment observed.

Therefore, this study suggests that social factors—particularly those that

affect the social distance between participants—influence low-level features

in a top-down manner. To better assess the phenomenon of entrainment

and the success of conversations, it is crucial to consider the relationship

between these features from a top-down perspective, thereby enhancing our

understanding of the mechanisms that underlie conversational entrainment.
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1.3 Consider conversational entrainment from

a high-level structure

Edlund et al.’s study has using proximity, convergence, and synchrony to

quantify entrainment [16]. Proximity refers to whether features have similar

mean values across interlocutors throughout the entire conversation, and

convergence means whether the difference in feature values decreases across

interlocutors over time. Whether the feature values of both interlocutors

rise and fall together during the conversation is indicated as synchrony.

In previous research, conversational entrainment (alignment) was used to

describe the similarity of communicative behavior between interlocutors

and often regarded as the foundation for successful communication [8, 9].

However, as previously mentioned, dialogue is influenced by numerous social

factors, and due to the difficulty in quantifying these social factors, previous

quantitative analyses of dialogic entrainment have mostly focused on inde-

pendent low-level features without considering social factors. This may be

a contributing factor to the findings in earlier studies where interlocutors

can simultaneously experience both ”entrainment” and ”disentrainment”

phenomena across various features.

In the process of conversation, a speaker’s higher-level intentions are

encoded through successive layers, ultimately resulting in the representations

of speech signals. After this, the listener decodes the speech signals layer by

layer to grasp the speaker’s intentions. This research posits that, during

this decoding process, people always consider the interaction and mutual

influence among various low-level features, which are themselves influenced

by social factors in the conversations. Therefore, it can be said that this form

of entrainment, which considers the interaction between low-level features
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to some extent, can reflect the social factors present in dialogue. This

paper define this entrainment from a from a high-level structure view, which

considers the interaction between low-level features, as “social factor”.

1.4 Motivation and research goal

The philosophy guiding this research asserts that conversations in our lives

are influenced by various social factors. High-level conversation entrainment

is understood to reflect these social aspects to a certain extent, and these

social factors can be utilized to classify and predict various conversational

situations, thereby enhancing both human-human dialogues and human-

machine interaction systems.

The motivation for this research comes from my interest in the entrain-

ment phenomenon. In daily life, certain words and tones might be acceptable

when conversing with classmates but inappropriate when addressing teachers

or elders. This raises the question: Is it possible that different social factors

in various contexts cause some words and tones to be suitable in Scenario

A, leading to successful entrainment between interlocutors, but unsuitable in

Scenario B, where another pattern of words and tones is needed to achieve

entrainment in conversations?

If a method to describe these social factors in conversations could be

found, it might help determine what kind of entrainment will occur in the

current context. By exploring the mechanisms behind this phenomenon,

entrainment, which considers various social factors, can be utilized to assess

the state of a conversation. This approach can help us prevent unpleasant

occurrences during dialogues and ultimately guide the conversation toward

success. This would have significant implications for future human-computer

7



interaction systems. For instance, when customer service representatives are

informed that they cannot establish good entrainment with a customer, they

can try changing their conversation strategy by altering the words or tone

used. Similarly, in human-machine interactions, the system can promptly

switch topics when users lose interest in the current topic.

The final goal of this research is to explore the mechanisms of entrainment

influenced by social factors in different conversational situations. To achieve

this goal, three subgoals are set in this dissertation:

1. How to quantify various social factors, and do these quantified social

factors exhibit different patterns in different conversational situations?

2. Can these social factors help classify or even predict conversational

situations?

3. Is the proposed entrainment method, which considers relationships

between different acoustic parameters in a top-down approach, superior to

traditional methods that consider each feature separately?

1.5 Contribution and research novelty

This study makes several significant contributions to the field, the first is the

development of a Linear Model for Measuring Social Aspects by proposing a

novel linear model for quantifying social aspects within conversational data.

By proposing a systematic approach to measure these social factors, the study

advances our understanding of the nuanced influences of social dynamics on

human interaction. Second is a methodological innovation in quantifying

semantic information. This study proposes a method to quantify semantic

information within conversations. By leveraging techniques such as BERT

(Bidirectional Encoder Representations from Transformers), the research
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provides a robust framework for extracting and analyzing lexical features,

contributing to more comprehensive analyses of conversational dynamics.

These contributions offer valuable insights and methodological advance-

ments for researchers investigating the intricate interplay between social

factors and linguistic features in human communication.

Furthermore, this study introduces a linear model for quantifying social

aspects as “social factors”. The innovation lies in the development of a novel

approach to capturing and quantifying social dynamics within conversational

contexts. The derived social factors offer a promising avenue for achieving a

more comprehensive understanding and classification of various conversation

situations.

Finally, the significance of this study lies in its potential to utilize the

derived “social factors” to prevent undesirable conversational outcomes and

guide interactions toward more positive results. By predicting the trajectory

of conversations based on the analysis of key social dynamics, it becomes

possible to detect early signs of communication breakdowns, such as emo-

tional misalignment or miscommunication, and intervene effectively to realign

the interaction. It involves actively monitoring conversational dynamics to

identify signals of potential misalignment or negative conversational patterns.

For instance, a system could alert a customer service representative when

communication starts to deviate from a positive path, prompting timely

adjustments in tone, word choice, or conversational strategies to de-escalate

the situation and avoid undesirable outcomes.

The development of real-time systems that track and analyze these social

factors could significantly enhance the quality of human-computer interac-

tion. Such systems could detect early communication issues and provide

guidance to users on how to adjust their responses, whether in customer
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service, mental health support, or conversational AI systems. This proactive

approach to communication improvement, informed by the quantification of

social dynamics, can lead to more efficient and effective interactions.

1.6 Dissertation outline

There are seven chapters in this dissertation. The remainder are organized

as follows.

Chapter 2 introduces previous research on entrainment (alignment),

focusing on the entrainment phenomena on various features in dialogues and

how this phenomenon is quantified. I will also point out the shortcomings

of these studies and aim to overcome these weaknesses in our research to

enhance the investigation of entrainment mechanisms.

Chapter 3 explains the method of quantifying social factors and the

calculation methods of the three entrainment metrics used in this study.

Chapter 4 elaborates on Experiment 1—Social factor for dialogue scenario

classification. The questions of interest that this experiment aims to address

are: (1) Do these quantified “social factors” exhibit different patterns in

different current conversation situations? and (2) Can these “social factors”

help classify the conversation situations?

Chapter 5 elaborates on Experiment 2—Social factors for conversation

situation prediction. The questions of interest that this experiment aims to

address are: (1) Do these quantified “social factors” exhibit different patterns

in different future conversation situations? and (2) Can these “social factors”

help predict the conversation situations?

Chapter 6 discusses the insights revealed by the current analysis and

further examines whether entrainment at the semantic level is also influenced

10



by social factors.

Chapter 7 summarizes this paper, including the insights and contributions

revealed in the current study.

11



Figure 1.2: Thesis organization.
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Chapter 2

Literature Review

Previous studies have extensively explored Conversational entrainment,

demonstrating its potential for describing social factors. This chapter will

focus on research related to conversational entrainment, highlighting how

prior studies have quantified it and how it can be applied to human-computer

interfaces.

2.1 What is entrainment?

Entrainment in human conversation refers to the tendency of speakers to

synchronize or align their behaviors, such as speech patterns, gestures, and

emotional expressions, with those of their interlocutors [17]. This alignment

fosters rapport, understanding, and mutual engagement between speakers,

ultimately enhancing the quality of communication [18–21].
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9

Figure 2.1: Schematic illustrations of Proximity, Convergence and Synchrony
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To represent entrainment in conversations, researchers have proposed

various metrics that capture different aspects of alignment between interlocu-

tors. As show in Fig. 2.1, these metrics are proximity, which means whether

the features have similar mean values across interlocutors throughout the

entire conversation.Convergence, which means whether the difference in fea-

ture values decreases across interlocutors over time, and whether the feature

values of both interlocutors rise and fall together during the conversation

called synchrony.

By using these metrics, researchers can quantitatively analyze and mea-

sure the level of entrainment in conversations. This allows for a deeper

understanding of the dynamics of social interaction and communication, as

well as insights into the factors that influence interpersonal alignment and

rapport.

2.2 Conversation entrainment occurs at mul-

tiple language levels

Garrod and Anderson used a designed computer maze game to explore how

interlocutors use and interpret language within a restricted context [22].

They found that participants tended to use similar words and interpretation

schemes to describe their positions in the cooperative maze game. Through

an interactive card-sorting game, Branigan et al. found that participants not

only tended to use similar vocabulary but also leaned towards employing the

same grammatical structure as their partner had just used when describing

a card to them [23]. The IAM posits that repeating the vocabulary and

grammar used by the partner isn’t merely a result of memory retrieval during

speech. Instead, it’s a mechanism through which conversationalists establish
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a shared understanding, enhancing communication without focusing on each

other’s speaking habits. In previous research, this mechanism is referred to as

conversation entrainment/alignment. Conversational entrainment was used

to describe the similarity of communicative behavior between interlocutors.

Through extensive examination of conversational corpora, it has been

observed that besides adjusting syntax and lexical features to match their

partners [24–31], interlocutors also exhibit conversational entrainment in

various low-level acoustic features, including their partner’s fundamental

frequency (F0) [15, 21, 32–34], vowel formants [35], voice onset time [36, 37],

speech rate [38–41], pause or turn duration [42–44], pitch [13,45], jitter [46],

intensity [46, 47]. For instance, people may talk faster and louder when

another participant in the argument raises their speaking rate and voice,

or may speak more slowly and softly when comforting someone. This

entrainment phenomenon has also been observed in nonverbal behaviors such

as body movements [48–51] and facial expressions [52,53] exhibited by both

participants in the conversation. It’s worth noting that this kind of alignment

occurs not only in human-human dialogues but has also been confirmed to ex-

ist in human-machine interactions [54–56]. While conversational entrainment

is a commonly observed phenomenon, the underlying mechanisms behind it

remain unclear, particularly concerning the complex relationship between

different speech features.

2.3 Quantifying conversational entrainment at

linguistic levels

Although most studies have identified the existence of Conversational en-

trainment, they often remain at a qualitative level. Little research is available
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that evaluates the properties of these entrainment measures. Without

quantitative analysis, determining whether entrainment is universally present

in most conversations becomes impossible, and assessing its sensitivity and

stability also becomes challenging. What kind of distributions do these phe-

nomena have for dialogue systems? Therefore, quantifying Conversational

entrainment is a critical issue in this field.

Probabilistic measures

Church and Dubey et al. attempted to divide a long conversation into two

parts. They used probabilistic measures to compute the likelihood of a single

word or syntactic rule appearing in the latter half after its appearance in

the former half. By counting the frequency of their co-occurrence, they

aimed to determine if the probability of lexical and syntactic patterns was

higher than the chance level, thereby confirming whether entrainment had

occurred [57,58].

The limitation of the probabilistic measure is that it requires a relatively

large amount of text to conduct the computation because it relies on the

observed frequency of words (or syntactic rules) to estimate the probability

of co-occurrence. This means that to accurately determine if certain words

or syntactic structures are appearing together more often than by chance, it

need a substantial amount of conversational data. Without enough data, the

measure may not be reliable or accurate, as rare co-occurrences might not

be detected or might be misinterpreted due to insufficient sample size.

Document similarity measures

By Spearman’s correlation coefficient (SCC) [59] or Latent Semantic Analysis

(LSA) [60], it measures document similarity based on word frequency and

co-occurrence or semantic similarity between documents [61,62].

Repetition decay
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Repetition decay, which is based on the concept of repetition effects, was

notably demonstrated in the research by Branigan, Pickering, and Cleland

[63]. Reitter et al. aims to quantify syntactic alignment by examining the

decay rate of repetition probabilities of syntactic rules over time. Essentially,

they observed how the likelihood of a syntactic rule being repeated decreased

as the distance between the initial exposure and subsequent usage increased.

They built a generalized linear model to analyze this repetition decay, using

the distance between prime and target as a predictor [64]. The observation

that the repetition rate of syntactic rules decreases as the distance increases

suggests that there is a decrease in alignment strength over time. By using the

regression coefficient of the predictor, they were able to estimate the strength

of syntactic alignment. This approach provides a rigorous mathematical

explanation for alignment phenomena, particularly from a probabilistic

perspective. It helps distinguish alignment resulting from priming effects

from random repetitions of linguistic elements.

However, there are limitations to this method. It cannot quantify align-

ment between individual pairs of texts, as it relies on analyzing repetition

across sets of texts. Additionally, fitting a generalized linear model can be

computationally intensive compared to other measures.

2.4 Quantifying conversational entrainment at

acoustic levels

Unlike linguistic features, acoustic features inherently carry physical signif-

icance and can be represented using vectors. Therefore, the entrainment

between acoustic features can be directly calculated using these vectors. As

mentioned earlier, conversational entrainment is classified into three broad

18



categories: synchrony, proximity and convergence (see reference: [16,65]).

As shown in Fig. 2.2a and Fig. 2.2c, synchrony means that the way people

change their speech features, in terms of both direction and amount, is similar

between different speakers. For example in Fig. 2.2c, the speaking rates of

two speakers may be vastly different (i.e., low proximity). However, when

one speaker increases their speaking rate, the other speaker may also increase

theirs. Thus, despite low proximity between speakers, they are moving in

parallel with each other, indicating high synchrony. Synchrony is typically

measured using Pearson correlation coefficients [46,66], and sometimes using

cross-correlation [67–69], mutual information [70] or mean spectral coherence

[71] between the acoustic features of interlocutors over a series of time points

in the conversation [72]. A high degree of correlation reflects a high degree

of similarity in the movement of speech features between interlocutors.

The concept of proximity is defined here as the distance of speech features

between speakers in a conversation. For instance, if two speakers use similar

speaking rates, the conversation is characterized by a high level of proximity

(Fig. 2.2a and Fig. 2.2b). Conversely, if one speaker uses a fast speaking rate

while the other uses a much slower rate, the proximity of the conversation

is low (Fig. 2.2c and Fig. 2.2d). Typically, researchers rely on absolute

difference of speech features to quantify proximity between speakers within

the same turn. Sometimes, this calculation can also be done across different

turns. For example, previous research examines differences between speakers

in adjacent turns compared to non-adjacent turns [65, 73]. Convergence can

be considered a subtype of proximity [2], as it describes whether the proximity

between interlocutors increases or decreases over the course of a conversation.
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(a)

(d)(c)

(b)

Figure 2.2: Schematic of various combinations of high and low proximity
and synchrony. (a) means the conversation is characterized by a high level of
proximity and synchrony, (b) means the conversation is characterized by a
high level of proximity and low level of synchrony, (c) means the conversation
is characterized by a low level of proximity and high level of synchrony, and
(d) means the conversation is characterized by a low level of proximity and
low level of synchrony [2]
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Although both synchrony and proximity are used to describe the sim-

ilarity between interlocutors in a conversation, there are instances where,

despite low proximity, the speakers are moving in parallel with each other,

indicating high synchrony. Figure 2.2 (d) provides an example of this

concept, two speakers may have highly nearly speech feature values (i.e.,

high proximity). However, despite this nearly, they may change their speech

patterns differently during the conversation (i.e., low synchrony). This

implies that a single measure alone cannot reliably determine the similarity

between interlocutors; instead, consideration should be given to the overall

changes in both characteristics.

2.5 Conversation entrainment as the basis for

successful communication

The IAM posits that conversational entrainment is a mechanism through

which interlocutors develop a shared understanding of the situation, thereby

facilitating effective communication. Previous research define a general task

that predicts conversational success from textual features. They found

that the tendency to repeat language choices is linked to communicative

success. This extends beyond sentence structure to lexical choices, with

support vector machine (SVM) models [74] supporting the IAM at various

representational levels. The results align with the view that speakers have

a predisposition to adapt to each other, leading to task success. And

syntactic adaptation correlates with task success early in dialogues more

than lexical adaptation [75]. The study demonstrates the correlation between

conversation entrainment and dialogue success, extending the concept of

conversation entrainment from the field of cognitive psychology to a broader
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range of applications.

Although conversation entrainment is an effective predictor of dialogue

success, it has not been widely adopted in current dialogue systems. A uni-

fied, reliable, and simple framework is needed to standardize the calculation

of entrainment metrics. For instance, in a recent study, researchers used

customer service quality surveys as indicators of successful conversations

between service representatives and customers. They assessed the success

of these dialogues by computing the synchrony, proximity, and convergence

of various acoustic feature metrics, including speech rate, jitter, shimmer, f0,

and intensity max. However, their findings only marginally exceeded chance

levels [76]. They also discovered that not all high synchrony values were

associated with more successful conversations. The acoustic entrainment

metrics that predicted dialogue success varied across different corpora. Only

intensity-max convergence exhibited a positive correlation between conversa-

tional entrainment and predicted satisfaction in both corpora. These results

suggest that, despite recent advancements, research on how entrainment

predicts dialogue success is still in its early stages. First, it is challenging

to ensure that an entrainment metric for a specific parameter is universally

applicable across all corpora. Additionally, the relationship between dialogue

success and the level of entrainment is not always positive; sometimes, lower

entrainment levels may correlate with successful conversations [10–12].

These contradictory findings highlight the complex interactions between

different speech features and the challenges in understanding entrainment.

This concurrent entrainment and disentrainment across different features

makes it challenging to evaluate the success of a conversation on the sole

basis of the entrainment or disentrainment of a single feature. Contrary to

conventional expectations, research has found that in certain cases, increasing
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dissimilarity through disentrainment of specific features can be associated

with positive social aspects in conversations [41]. This intriguing finding

challenges the notion that closer alignment in conversational features always

signifies a successful conversation. These findings underscore the limitation

of evaluating conversation success on the sole basis of a single feature,

highlighting the need for further exploration and deeper comprehension of

the underlying mechanisms driving conversational entrainment. Therefore,

finding a method to address these issues is crucial for leveraging conversation

entrainment to predict dialogue success.

2.6 From a structure view to consider the

conversation entrainment

Given these issues, prior research suggests discussing entrainment phenomena

among different acoustic parameters from a structured perspective. Re-

searchers try to investigate whether entrainment in one feature correlates

with entrainment in another feature among interlocutors.If the intrinsic

relationships between parameters can be identified, it becomes possible to

infer the entrainment of other features based on the entrainment of a single

feature. This approach could explain why entrainment is sometimes inversely

related to dialogue success and might lead to the development of universally

applicable entrainment metrics across various corpora. However, the results

were disappointing.

Rahimi et al. examined the entrainment correlations between four acous-

tic features and five lexical features. Their results varied significantly: some

correlations were not significant, while among those that reached significance,

some exhibited positive correlations, while others showed negative correla-
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tions [13]. Cohen Priva and Sanker conducted a similar study, investigating

the convergence correlations between several acoustic speech features within

the same conversation. This study also found that there were no cross-

feature correlations between the levels of alignment [77]. Similarly, Weise

and Levitan also check the relation between acoustic entrainment and lexical

entrainment [78]. In this research, they used a Principal Component Analysis

(PCA) [79] structure to consider the relationship of them. However, no rela-

tionship was found between the degree of alignment across different features.

The authors concluded that alignment is not a singular, uniform behavior

occurring simultaneously across levels and features. Instead, it comprises

various loosely connected behaviors, possibly stemming independently from

different cognitive mechanisms or serving distinct communicative or social

purposes.

While their results may not be thrilling, the authors’ research represents

a crucial step forward. First, the lack of found relationships between features

could be attributed to their use of only a few parameters to investigate

entrainment phenomena. Additionally, in Weise and Levitan’s study, they re-

lied solely on PCA to integrate relationships between these features. PCA is a

common data analysis method that does not impose strong prior assumptions

or incorporate prior knowledge to investigate relationships between different

speech features.

2.7 Limitation in previous research

Conversation entrainment, as a feature that can measure social factors in

dialogue, holds significant potential for future conversational and natural

language processing systems. However, despite extensive research over
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the years, its application in human-computer interaction systems remains

limited.

Theoretical limitation

Firstly, conversation entrainment has predominantly been treated as a phe-

nomenon in cognitive psychology and linguistics, without sufficient quantita-

tive research. This lack of quantitative analysis hinders its parameterization

and subsequent application in human-computer interaction systems. Sec-

ondly, as previous studies have reported, there is currently no unified and

effective theoretical framework for quantitatively representing conversation

entrainment. Investigating conversation entrainment based on only a few

parameters is incomplete and often leads to contradictory results that are

not universally applicable across different corpora. Thirdly, although pre-

vious studies have attempted to explore the relationships between different

features’ entrainment, these studies often lack alignment with existing the-

oretical frameworks, such as using PCA without any prior knowledge to

investigate the intrinsic relationship between different features. Therefore,

it is essential to incorporate existing theories to guide our investigation of

entrainment phenomena.

Technological limitation

Firstly, the methods for calculating entrainment of linguistic features and

acoustic features lack granularity consistency. Acoustic features, which can

be directly extracted from speech, allow for finer granularity. Consequently,

the calculation of acoustic entrainment can be done both within and between

speaking turns, even capturing pitch variations before and after each word.

On the other hand, lexical feature entrainment quantification relies on analyz-

ing repetition across sets of texts. This type of entrainment may span several

speaking turns, making it difficult to capture fine-grained changes within
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a single utterance. This mismatch in granularity might explain why it is

challenging to find correlations between the two. Secondly, previous research

has employed the concept of conversational entrainment to characterize the

synchrony of communicative behaviors between interlocutors and attempted

to utilize conversational entrainment to distinguish between successful and

unsuccessful dialogues. However, it is important to acknowledge the limita-

tions of binary classifications in evaluating dialogue success. This approach

may oversimplify the evaluation process. Dialogue outcomes are influenced

by numerous subtle factors, such as the context of the conversation and

the emotional states of the speakers. For instance, conversations involving

arguments or speakers expressing anger or sadness are more likely to be

classified as unsuccessful. Simply categorizing all instances of conflict and

sadness as unsuccessful may overlook the nuanced factors that influence

the dialogue process due to overly broad classification. Moreover, exploring

multi-class classifications allows conversational entrainment to have broader

applications in human-machine interaction systems.

To address these limitations, it is essential to explore multi-class clas-

sifications, allowing conversational entrainment to have broader and more

accurate applications, particularly in human-machine interaction systems.

By recognizing the diverse outcomes that a conversation can have, this

approach can better capture the complexities of human communication.

Inspired by the Interactive Alignment Model (IAM) and previous re-

search, this study hypothesizes that social aspects exert a consistent influence

on conversational scenarios of the same style. To quantify this influence,

we define the ”social factor” to measure the quantitative impact of social

dynamics on conversational entrainment. As noted in related work, different

speech features may exhibit contradictory behavior in the same conversation.
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However, previous studies have often relied on single features to quantify

entrainment, which provides an incomplete representation of the interaction

[76,78].

To address this issue, the method proposed in this study aims to derive

social factors across different conversational styles by integrating multiple

speech features. This approach captures the complex interplay among these

features, enabling a more comprehensive representation of conversational

entrainment. By considering how multiple features interact, this method ef-

fectively addresses the contradictory entrainment phenomena that can occur

simultaneously across different acoustic features. This results in a measure

that not only reflects the influence of social factors but also accommodates

the variations and inconsistencies observed in different entrainment patterns.

Our hypothesis is that social factors have a consistent influence on con-

versational entrainment within the same type of conversational scenario. By

capturing the underlying patterns of entrainment, even when contradictory

behaviors occur across different features, the social factor provides a more

holistic understanding of the conversation. This method not only allows

for better classification of conversational scenarios but also enables the

prediction of the future trajectory of the interaction, whether it evolves

into a conversation that may create discomfort or one that fosters positive

engagement and joy between interlocutors.

2.8 Summary

This chapter reviewed relevant prior research on conversational entrainment,

beginning with an introduction to the phenomenon as it occurs across

multiple levels of speech. The chapter then discussed how previous studies
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have quantified these conversational entrainment phenomena and explored

their potential applications in human-machine interaction systems. Finally,

this chapter identified the limitations of earlier research from both theoretical

and technological perspectives.

First, the chapter described how conversational entrainment manifests in

various speech dimensions, including lexical, syntactic, and acoustic levels.

It highlighted the importance of understanding these layers to grasp the full

scope of conversational entrainment.

Next, it examined the methods used by researchers to quantify conversa-

tional entrainment, such as measuring synchrony, proximity, and convergence

of speech features like speech rate, jitter, shimmer, f0, and intensity max.

It emphasized the challenges and inconsistencies in these quantification

methods, noting that a unified and effective theoretical framework is still

lacking.

Furthermore, the chapter explored how conversational entrainment has

been linked to human-machine interaction systems, assessing its potential to

predict dialogue success. However, it noted that the application of these

findings to interactive systems remains limited due to the absence of a

standardized approach.

From a theoretical standpoint, the chapter pointed out that conversa-

tional entrainment has often been treated as a broad phenomenon in cognitive

psychology and linguistics without sufficient quantification. This lack of

quantification has hindered its parameterization and practical application

in interactive systems.

Technologically, the review highlighted the granularity mismatch in mea-

suring linguistic and acoustic feature entrainment. Acoustic features, being

directly extractable from speech, allow for finer-grained analysis compared
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to lexical features, which rely on text-based repetition analysis and span

multiple turns. This granularity mismatch may contribute to the difficulty

in identifying correlations between different feature alignments.

Additionally, the chapter emphasized the limitations of binary classifica-

tions in evaluating dialogue success. It argued for a more nuanced approach

that considers the complexity of dialogue dynamics, such as the context and

emotional states of the speakers, and suggested using scenario classification

and future emotion prediction tasks instead.

Overall, this chapter underscores the need for a more refined and compre-

hensive understanding of conversational entrainment, proposing that future

research should aim to address the identified theoretical and technological

gaps to enhance its applicability in human-machine interaction systems.
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Chapter 3

Method and Materials

3.1 Research hypothesis

The philosophy guiding this research asserts that conversations in our lives

are influenced by various social factors. High-level conversation entrainment

is perceived to reflect these social aspects to a certain extent in this research.

It is suggested that these social factors can be leveraged to classify and

predict various conversational situations, thereby enhancing both human-

human dialogues and human-machine interaction systems.

This study posits that interlocutors use their intentions to guide con-

versations in various scenarios, resulting in distinct modulations of their

speech features. Specifically, this research hypothesize that in different

conversational contexts, such as arguing, comforting, convincing, and sharing

happiness, speakers adjust their acoustic and linguistic features in ways that

reflect their communicative goals.

Building on the IAM theory, it is proposed that the modulation of speech

features is not random but systematically influenced by the conversational

intent. For instance, during an argument, speakers may increase their

speaking speed and volume, leading to faster and louder speech patterns.

Conversely, in a comforting scenario, the speech might become slower and
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softer, aiming to soothe the listener.

To test this hypothesis, this research will analyze dialogues from a Chinese

TV drama that depicts daily life, focusing on the four identified scenarios:

arguing, comforting, convincing, and sharing happiness. These scenarios are

chosen because they encapsulate a wide range of emotional interactions and

reflect the complex dynamics of human communication. By examining these

common conversational contexts, the aim is to understand the underlying

mechanisms and the role of social factors in shaping these interactions.

Additionally, the research will incorporate the IEMOCAP corpus, which

is a widely recognized dataset in emotion research, to enhance the robustness

and applicability of our findings. The IEMOCAP corpus includes emotional

labels such as Angry, Sad, Neutral, and Happy, providing a comprehensive

framework for analyzing emotional expressions and their impact on dialogue

scenarios. It is hypothesized that by using these labels, future conversational

situations can be predicted, elucidating how different social factors influence

the entrainment process across various emotional contexts.

This research further hypothesize that the social factors quantitied by

three metrics of entrainment (proximity, convergence, and synchrony) can

effectively differentiate and predict these conversational scenarios. Proximity

refers to the average distance between the speech features of interlocutors,

convergence indicates the degree to which these features become more similar

over time, and synchrony measures the simultaneous coordination of speech

features between speakers. By quantifying these social factors, the aim is

to demonstrate that they can serve as reliable indicators of the underlying

conversational intent and scenario.

In summary, our research hypothesis is that the intentional modulation of

speech features by interlocutors in different conversational scenarios can be
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effectively captured and differentiated using the social factors of proximity,

convergence, and synchrony. This, in turn, can enhance our understanding

of the entrainment process and improve the prediction of future conversation

situations based on emotional and contextual cues.

3.2 Construction of the “Golden Marriage”

Corpus

To evaluate the proposed method’s effectiveness in quantifying conversational

entrainment, we first constructed a custom Chinese corpus derived from

the dialogue of the Chinese TV drama Golden Marriage. This corpus was

designed to closely approximate real spoken interactions in various social

scenarios, adhering to clear guidelines for data selection, transcription, and

annotation. The decision to extract content from Golden Marriage was driven

by its realistic portrayal of family dynamics, which allowed us to focus on

the topic and function aspects of social factors, aligning with the study’s

objectives.

The “Golden Marriage” TV series, jointly produced by the Beijing

Television Art Center and Century Star Run Company in 2007, is a 50-

episode drama that chronicles the life of a Beijing couple over the course

of 50 years, from 1956 to 2005. Each episode represents one year in the

couple’s life, covering significant personal and social events. The show has

been praised for its grounded depiction of daily family life in China, making

it one of the most realistic portrayals of Chinese family dynamics in recent

decades.

This study chose “Golden Marriage” as the source for our corpus due to

its rich conversational content, which covers a wide range of emotional and
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social situations. By focusing on four key scenarios—arguing, convincing,

comforting, and sharing happiness—the corpus allows us to explore conver-

sational entrainment across different thematic and functional contexts.

3.2.1 Data Collection and Selection

To ensure the selected dialogues were suitable for detailed acoustic and

interactional analysis, we applied three primary criteria for data selection:

Audio Quality: The first criterion was the clarity of the audio. Many

scenes in “Golden Marriage” include background music or environmental

sounds, making it essential to choose dialogues where the speakers’ voices

were clear and not masked by noise. Annotators manually reviewed each

scene and selected those with the highest speech quality, ensuring the data

could be processed effectively for feature extraction.

Dialogue Length: Each dialogue had to contain at least six turns, with a

minimum of three turns per speaker. This criterion ensured that interactions

were substantial enough to capture meaningful conversational dynamics. Di-

alogues with fewer than six turns were excluded to maintain data consistency.

Content and Scenario Relevance: The corpus focuses on four conversa-

tional scenarios—arguing, convincing, comforting, and sharing happiness—to

reflect diverse communicative purposes. These scenarios were selected be-

cause they highlight distinct topics and functions, providing clear, observable

interactional patterns. This focus allowed us to systematically examine how

the topic and function of a conversation influence entrainment dynamics.

The selection process was carried out by five professional annotators

who each watched the entire TV series from beginning to end. The anno-

tators were tasked with independently identifying dialogue segments that

they believed fell into one of the four conversational scenarios: arguing,
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convincing, comforting, or sharing happiness. Each annotator initially made

their own judgments, selecting scenes they felt best represented these specific

interaction types.

After the initial selection, the annotators came together to compare their

choices and reach a consensus. For a dialogue segment to be classified under

one of the four scenarios, at least three of the five annotators needed to

agree on its categorization. For instance, if Annotator A judged a particular

segment to belong to the arguing category, and at least two other annotators

also categorized it as arguing, then that segment would be officially included

in the corpus as an arguing dialogue.

This process ensured that the final selected dialogues reflected a shared

understanding among multiple annotators, rather than being based on a

single subjective judgment. By incorporating this method of majority voting,

we aimed to increase the reliability of the classification and ensure that the

chosen dialogues accurately represent the intended conversational scenarios.

The dialogues are believed to capture real-life conversational behaviors,

providing a robust dataset for analyzing how entrainment patterns vary

across different interaction types.

3.2.2 Transcription and Multi-Level Annotation

Following selection, the chosen dialogues were manually transcribed into

orthographic Chinese text, adhering to strict guidelines to ensure accu-

racy. Each dialogue was annotated using the Praat software toolkit [80],

incorporating multi-level annotations to capture both segmental information

(e.g., speaker turns) and higher-level features (e.g., conversational scenarios).

This approach is consistent with other established corpora, such as CASIA-

CASSIL, which also employ multi-layered annotation frameworks.
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Figure 3.1: An example of an annotated dialogue using Praat

Turn-Level Annotation: Each dialogue was segmented into individual

turns, marking when one speaker stopped and the other began. This

segmentation allowed us to analyze how conversational entrainment evolved

within each interaction.

Speaker Roles: Annotators labeled each speaker as either the dominant

or follower, providing insight into how power dynamics and role-switching

influenced entrainment patterns.

Scenario: Each dialogue was labeled according to the specific scenario it

represented (e.g., arguing or comforting), offering a nuanced understanding

of how topic and function shape interactional dynamics.

The audio data was also processed into 16-bit PCM WAV files to en-

able the extraction of speech features such as fundamental frequency (F0),

energy, and harmonic ratios. These features were critical for analyzing the

acoustic properties of the dialogue and how they related to conversational

entrainment.
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3.2.3 Corpus Statistics and Features

The final “Golden Marriage” corpus consists of 193 dialogues, categorized

into the four aforementioned scenarios. The average length of a dialogue is

75 seconds, with approximately 11.75 turns per dialogue. The distribution

of dialogues by scenario is shown in Table 6.1.

The transcription was manually corrected for accuracy, and each dialogue

was segmented into turns. Z-score normalization was applied to ensure

consistency across dialogues and speakers, enabling a more reliable analysis

of the speech features.

3.2.4 Corpus Significance

The “Golden Marriage” corpus provides a rich dataset for studying conversa-

tional entrainment in realistic family settings. By focusing on the topic and

function of conversations—such as arguing, convincing, and comforting—we

are able to capture the core interactional dynamics that shape conversational

entrainment. The corpus offers insights into how these social factors influence

the alignment of speech patterns in emotionally charged interactions.

In addition, the realism of “Golden Marriage”, often praised for its

portrayal of daily life in China, ensures that the dialogues closely reflect

natural conversation. This makes the corpus a valuable resource for studying

conversational dynamics and developing models of human-machine interac-

tion that respond to real-life social cues.

In future research, this corpus could be extended to explore how par-

ticipants and setting further influence conversational entrainment. The

inclusion of these additional social factors could enable a more comprehensive

understanding of how conversational dynamics are shaped across different
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social contexts.

3.3 Interactive Emotional Dyadic Motion Cap-

ture dataset

After conducting experiments on our self-constructed Chinese corpus, this

study going to explore whether similar patterns could be observed in lan-

guages other than Chinese. Therefore, we chose the Interactive Emotional

Dyadic Motion Capture dataset (IEMOCAP), which is in English, to conduct

further experiments.

Interactive Emotional Dyadic Motion Capture dataset [81], which focuses

on capturing emotional expressions within conversations. Despite being a

designed laboratory recording dataset, the IEMOCAP dataset employed two

distinct methodologies: scripted sessions resembling plays and improvised

hypothetical scenarios. In the second approach, actors were granted signifi-

cant freedom in expressing their emotions. This approach enables the data in

the IEMOCAP corpus to, to some extent, mirror genuine spoken interaction

dynamics.

The objective of this study with the “Golden Marriage” corpus was to

use the social factor to differentiate conversational entrainment patterns and

classify conversation scenarios accordingly, and in the IEMOCAP, the clas-

sification task involved predicting the future trajectory of the conversation

scenarios based on past conversational entrainment patterns. To accomplish

this, the approach involved deriving the social factor using the historical

information of dialogue turns from both interlocutors. By using historical

information-based social factor, the goal was to predict trajectory of the

conversational entrainment. The trajectory of conversational entrainment,
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whether it is positive or negative, is predicted by the emotional labels of

the upcoming turn. This prediction can effectively guide us in preventing

unpleasant occurrences between interlocutors during conversations. It can

also serve as a valuable guideline for the creation of more effective and

user-friendly human-machine dialogue systems. Such systems can facilitate

seamless communication and collaboration between humans and machines,

improving interaction experiences.

3.4 Overview of proposed method

This study simplify the interactive alignment model into a linear model, as

shown in Fig. 3.2. In this linear model, the input is the intention based on

the current dialogue situations/scenarios(e.g., whether you want to comfort

someone or share happiness with someone), and this input is encoded,

encapsulating various social factors present in the ongoing conversation. The

output consists of low-level acoustic features generated while expressing the

speaker’s intention.
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Figure 3.2: A simple linear model to describe the interactive alignment model
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As shown in Fig. 3.3, the inverse process can be viewed as the modulation

of the interlocutors’ speech features by different dialogue strategies. The out-

put modulated speech features can reflect high-level conversation scenarios.

The entrainment between the modulated speech features is defined as the

social factor. According to our hypothesis, three metrics of the social factor

(proximity, convergence, synchrony) can effectively differentiate the dialogue

style and conversation scenario of the ongoing dialogue. The definitions of

these metrics are given in Section 3.6.
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This study first aim to infer the modulation function under different

conversation scenarios by a linear model. Then evaluated the effectiveness of

the social factor computed from the modulated speech features in classifying

and predicting conversation situations.

3.5 Methodology for quantifying social factor

The linear model describes how different dialogue strategies modulate various

low-level speech features. The objective with this model is to discover a

vector ω ∈ Rn that multiplies the speech features X ∈ Rn×t, where n is

the dimension of speech features and t is the length of the acoustic series.

This multiplication aims to maximize the contrast between two different

conversation scenarios by optimizing the weighted sum of speech features.

For example, consider the modulated acoustic feature XA ∈ Rn×t from

an arguing scenario, and the modulated feature XS ∈ Rn×t from a sharing

happiness scenario as the reference time series. The goal is to find the ω that

maximizes the following ratio λ,

λ =
∥ωTXA∥2

∥ωTXS∥2
. (3.1)

Where ∥·∥2 represents the squared magnitude of the vector. Thus, λ is the

ratio of the magnitude of the arguing speech features modulated through

the ω, to the magnitude of the sharing happiness speech features modulated

through the same ω. By expressing the squared magnitudes as dot products,

the equation can be rewritten as:

λ =
ωT (XAX

T
A)ω

ωT (XSX
T
S )ω

. (3.2)
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It is observed thatA = XAX
T
A and S = XSX

T
S are two covariance matrices

of the original speech features. Rewriting Eq. (3.2) using covariance matrices

leads to the forms ωTAω and ωTSω, which are known as the quadratic

forms:

λ =
ωTAω

ωTSω
. (3.3)

Accordingly, the objective function is to find the vector ω that maximizes λ.

argmax
ω

ωTAω

ωTSω
. (3.4)

The objective function in Eq. (3.4) is used to find the optimal vector ω

to maximize the variance ratio between A and S, the goal is to use the

modulation function to capture how speech features vary across different

conversational contexts. By applying this function, we can derive a repre-

sentation of the speech signals that reflect the distinct characteristics of each

conversation scenario.

When the covariance ratio between different scenarios is maximized,

the modulated data can clearly distinguish between these conversational

situations. In other words, the modulation function allows us to optimize

the separation between different conversation types by emphasizing the

most distinctive features of the speech signals. This is the key role of

the modulation function: to transform the speech features in a way that

highlights the differences between scenarios, enabling clearer classification

and analysis of the interactions.

However, it is possible to expand the objective function to include

additional vectors ω2 up through ωM , where M is less than the dimension of

speech features n. Each ωi is subject to the constraint that it maximizes (or
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minimizes) λi while being uncorrelated with the previous components. This

extension, similar to principal component analysis (PCA), allows for a better

description of the modulation function by incorporating more components.

Considering additional components allows for the capture of a greater amount

of variation in the modulation function, potentially enhancing its ability

to modulate speech features. Thus, the inclusion of multiple ωi in the

objective function aims to explore a richer representation of the modulation

function and enhance its performance in capturing the desired characteristics

of conversational entrainment. Therefore, Eq. (3.3) can be rewritten as:

Λ =
W TAW

W TSW
, (3.5)

where W is a modulation function, and each diagonal element of Λ is the

multivariate ratio in the direction of the corresponding column in W .

The normalization of the denominator can be achieved by setting

W TSW = 1, thereby converting the maximization of Λ into a quadratic

programming problem with an equality constraint. The problem can be

formulated as:

obj. argmax
W

W TAW,

s.t. W TSW = 1.

(3.6)

A lagrange multiplier can be used to solve this quadratic programming

problem [82,83]. Thus, the generalized eigendecomposition of the covariance

matrices A and S provides the solution to Eq. (3.5). The eigenvalue

of the generalized eigenvalue problem represents the value of Λ, and the

corresponding eigenvector is the optimal modulation function W . In prin-

ciple, regardless of whether the value of Λ is maximized or minimized, the
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corresponding W can effectively distinguish between arguing scenarios and

sharing happiness scenarios. Hence, the rearrangement of W was conducted

based on the value of Λ,

W = [ω1, ω2, ..., ω2i−1, ω2i, ..., ωM−1, ωM ]. (3.7)

In Eq. (3.7), ω2i−1 represents the modulation function corresponding to the

i−th largest eigenvalue, and ω2i represents that corresponding to the i−th

smallest eigenvalue.

3.6 Calculation of social factor

As mentioned before, in this study, “social factor” are defined as the social

distance quantified by entrainment. Through the calculations of the inter-

action between low-level features in the previous section, modulated speech

features were obtained that incorporate these interactions. Next, the social

factor will be calculated using the three entrainment metrics referenced in

previous research: proximity, convergence, and synchrony. These metrics for

conversational entrainment have been widely used in previous studies [2,76].

Originally, proximity, convergence, and synchrony were defined as inde-

pendent metrics, each capturing a different aspect of the interaction between

interlocutors. Specifically:

Proximity measures the distance between the features of two speakers

(e.g., how close or far their speech rates or pitch are on average). Synchrony

refers to how the features of two speakers change in parallel over time

(e.g., if both speakers increase their pitch or speech rate simultaneously).

Convergence tracks whether the difference between these features decreases

over time, indicating that the speakers are becoming more aligned.
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While these metrics are theoretically independent, they may exhibit corre-

lations in practice when measured on real conversational data. For example,

high synchrony in speech patterns may coincide with greater proximity as

speakers’ features converge. In this study, the interaction between these

three metrics is considered using modulated speech features, allowing for a

more comprehensive representation of social factors in conversation.

Additionally, our study primarily focused on global entrainment by treat-

ing the entire dialogue or individual turns as the unit of analysis. Specifically

calculated entrainment based on the interaction between interlocutors A and

B at the level of turns rather than dividing the conversation into smaller

segments, such as the beginning, middle, or end. This approach allowed

us to capture the overall alignment between speakers throughout the entire

conversation, rather than focusing on the local entrainment or how it might

fluctuate at different stages of the conversation.

3.6.1 Proximity

fA and fB are defined as the processed data from the dominant speaker

and follower speakers, respectively. The proximity between fA and fB(
proxA,B

)
can be measured as the negated absolute difference of the mean

values of fA and fB [76], that is,

−
∣∣f̄A − f̄B

∣∣ (3.8)

where f̄A and f̄B stand for the mean value of fA and fB, respectively.

When
(
proxA,B

)
is close to zero, fA and fB are on average close to each

other, while when it is far from zero, they are distant.
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3.6.2 Convergence

Convergence
(
convA,B

)
between fA and fB can be measured as the

Pearson correlation coefficient between −
∣∣f̄A − f̄B

∣∣and time t, which can

be respectively calculated as Eq. (3.9) and (3.10) [76]

D(t) = −
∣∣fA − fB

∣∣ (3.9)

convA,B =

∫ tend

tst
(D(t) − D̄) · (t − t̄)dt√∫ tend

tst
(D(t) − D̄)2dt ·

∫ tend

tst
(t − t̄)2dt

(3.10)

where D̄ and t̄ denote the mean values of D(t) and t, respectively. Posi-

tive/negative values of this metric indicate that fA and fB become closer

to/further apart from each other as the conversation proceeding.

3.6.3 Synchrony

Synchrony between fA and fB
(
syncA,B

)
can be measured as the Pearson

correlation coefficient between fA and fB. The calculation of
(
syncA,B

)
is

presented in Eq. (3.11) [76]

syncA,B =

∫ tend

tst

(
FA(t)

)
·
(
FB(t)

)
dt√∫ tend

tst
(FA(t))2 dt ·

∫ tend

tst
(FB(t))2 dt

(3.11)

where FA(t) =
(
fA(t) − f̄A

)
, FB(t) =

(
fB(t) − f̄B

)
. Positive values

of
(
syncA,B

)
indicate that fA and fB behave in synchrony with each other,

while negative values indicate the opposite directions.

Traditionally, these measures were determined separately on different

speech features. However, what sets our method apart from previous

research is that these measures are determined on the basis of the modulated
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speech features, taking into account the interaction among multiple speech

features. Therefore, our method can better characterize the social aspects in

conversation.

3.7 Features extraction and data preprocess-

ing

3.7.1 Acoustic features extraction

According to previous research [11, 76], the VOICESAUCE toolkit [84] was

employed to extract the following speech features: fundamental frequency

(F0), energy, harmonic-to-noise ratio (HNR), and subharmonic-to-harmonic

ratio (SHR). These studies also examined voice quality, as measured through

jitter, shimmer and found these acoustic features to potentially serve in differ-

ent interactive strategies [85–87]. Therefore, the jitter and shimmer features

were also extracted. Additionally, considering that envelope information

can reveal the rhythmic features of speech [88], an envelope extraction was

performed using a window length of 25 ms and a frameshift of 1 ms for each

dialogue. This study also incorporated parameters reflecting the speakers’

perception process: loudness, sharpness, roughness, and fluctuation, these

parameters are extracted using MATLAB functions (The MathWorks, Inc.,

2023) to provide insights into psychological auditory perceptual features.

These attributes play a pivotal role in understanding how individuals perceive

and interpret sound, thus influencing their subjective listening experiences.

Both acoustic and perceptual features are assessed at the turn level within

dialogues. Each feature is determined at the turn level in a dialogue, and

z-score normalization is applied to ensure that the data have an average value
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of zero.

3.7.2 Linguistic (semantic) features extraction

According to Fig. 3.5, to parameterize the semantics of each turn in

the dialogue, a “semantically similarity” was calculated between the same

speaker using their two adjacent turns [89]. For quantitatively measuring

this kind of semantic distance, The approach utilized the BERT model [90]

to represent each turn as a fixed-length vector (768 dimensions in this

case). Each element of the vector encoded the semantics of the original

turn. Subsequently, the “semantic similarity” of each turn was calculated by

comparing Pearson’s correlation between the 768-dimensional vector of the

current turn with that of the next turn. The correlation provides a semantic

similarity measure for each turn. This similarity is calculated for the same

speaker using his/her two adjacent turns, turn by turn.

According to the calculation of entrainment, Fig. 3.4 shows examples of

conversations with high (a) and low convergence (b), and with high (c) and

low synchrony (d). For high convergence, two semantic curves of the speakers

gradually become more and more similar during a dialogue, while the high

synchrony shows that speakers are consistently behaving in a similar way.
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Figure 3.4: Sample conversations with different values of the semantic en-
trainment metrics: (a) shows high convergence of semantic entrainment, (b)
shows low convergence of semantic entrainment, (c) shows high synchrony of
semantic entrainment, and (d) shows low synchrony of semantic entrainment.
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To ensure data alignment for calculating social factor between two in-

terlocutors, preprocessing of the speech feature data is necessary [43,91]. In

dialogues, interlocutors A and B may have a different number of turns, result-

ing in different time and sample point counts for the extracted speech features

from their voices. To address this misalignment, resampling techniques are

utilized to adjust the number of sampling points, ensuring alignment between

interlocutors A and B on their speech features.

w2v
(n-1)

w2v
(n)

Turn_A1 Turn_B1 Turn_A2

…

Turn_B2 Turn_A3

w2v
(n+1)

Dialogue length(s)C
on
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h
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Utilizing semantic similarity obtained from the 
w2v information of the same speaker

corr(A1,A2) corr(A2,A3)

corr(A3,A4)

…

Figure 3.5: Method to extract semantic features.
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3.8 Summary

This chapter outlines the methodology employed to investigate how so-

cial factors influence conversational entrainment. The research hypothesis

posits that interlocutors modulate their speech features according to their

communicative goals, influenced by social factors. By examining various

conversational contexts such as arguing, comforting, convincing, and sharing

happiness, the study aims to capture these modulations and predict future

conversational situations.

The methodology integrates Communication Accommodation Theory

and Interactive Alignment Model to create a linear model that encodes

social factors from dialogue situations. This model focuses on three key

metrics—proximity, convergence, and synchrony—to quantify the social

factor, reflecting the alignment between interlocutors’ speech features.

Data from two corpora, the “Golden Marriage” corpus and the IEMO-

CAP dataset, are utilized to evaluate the proposed method. The “Golden

Marriage” corpus provides real-life inspired scenarios, while the IEMOCAP

dataset offers a range of emotional expressions. By analyzing these data sets,

the study demonstrates that the social factor, derived from the interaction of

multiple speech features, effectively differentiates and predicts conversational

scenarios.

Acoustic and semantic features are extracted using tools like VOICE-

SAUCE and BERT, respectively. The social factor is then calculated based

on these features, emphasizing the importance of considering both acoustic

and semantic elements in conversational analysis.

Overall, this methodology aims to enhance the understanding of con-

versational dynamics and improve the prediction of future conversational
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situations, thereby contributing to more effective human-human and human-

machine interactions.
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Chapter 4

Social factor for dialogue scenar-

ios classification

The process of social factor derivation conversation-scenario classification is

shown in Fig. 4.1. A subset of dialogues from the corpus was used as the

training set to estimate the modulation function that can distinguish between

a negative (arguing) scenario and positive (sharing happiness) scenario.

Subsequently, the modulation function was applied to unseen test data to

calculate the social factor. To assess the performance of the social factor

in classifying different conversation scenarios, a supervised support vector

machine classifier was utilized for classification tasks, and its classification

accuracy was measured. The role of an SVM is to find an optimal hyperplane

that maximally separates different classes in the feature space. An SVM is

known for its ability to handle high-dimensional data and has been widely

used in various research fields [92,93].

As mentioned in Section 3.5, W is estimated from a 2-class conversation

scenario. If extending the modulation function to a multi-class conversation

scenario is desired, combining several modulation functions becomes neces-

sary. For example, predicting the modulation function in a four conversation

scenarios (such as arguing, comforting, convincing, and sharing happiness),

can be represented as:
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Ŵ = [W T
A ,W T

Comf,W
T
Conv,W

T
S ]. (4.1)

In this case, the modulation function consists of multiple vectors, each

representing a specific conversation scenario. For example, W T
A denotes

the modulation function that distinguishes the arguing scenario from other

scenarios. Combining these individual modulation functions captures the

modulatory effects of different dialogue strategies on various conversation

scenarios. The resulting modulation function Ŵ enables us to effectively

modulate and integrate the speech features in a multi-class setting, providing

a comprehensive representation of conversational entrainment.

Through this analysis, the aim was to validate the effectiveness and versa-

tility of the proposed method in capturing important aspects of conversations

and its potential applicability to various conversational tasks.

56



Figure 4.1: Procedure for modulation function estimation and social factor
classification.
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As mentioned in Section 3.2.3, 193 dialogues of the four scenarios were

selected from “Golden Marriage” TV drama. The average length of a

dialogue was about 75 s, and on average, a dialogue contained 11.75 turns as

show in Table 6.1.

4.1 Estimated modulation function in differ-

ent conversation scenarios

Based on the linear model introduced in Section 3.5, the modulator functions

are estimated. According to our hypothesis, different conversation scenarios

have distinct modulator functions, while similar conversation scenarios gen-

erate similar modulators. Hence, even modulator functions estimated from

different training datasets exhibit commonalities in the same conversation

scenarios. To investigate this, 100 random estimations of the modulator

functions were conducted using different data samples. Each estimation

involved randomly selecting 50% of the data from the “Golden Marriage”

corpus to estimate the modulator function.
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To provide a visual representation of the results, t-SNE was used to

visualize the modulators in a two-dimensional space [94]. Compared to other

dimensionality reduction methods, which focus on preserving global variance

in a linear manner, T-SNE is better at capturing non-linear relationships

between features. In conversational data, these relationships are essential as

they reflect the dynamic and subtle interactions between interlocutors. T-

SNE allows us to visualize distinct clusters of conversational behaviors that

emerge from these complex relationships, making it more suitable for this

type of analysis.

Additionally, a permutation test [95]was conducted to support the find-

ings as a contrast condition. In this permutation test, the labels in the corpus

were randomly shuffled, and the shuffled-label data was used to estimate the

modulator functions.

The modulator functions estimated for different conversation scenarios

are illustrated in Fig. 4.2A. The modulator functions resulting from the

permutation test are shown in Fig. 4.2B, from left to right, the figures depict

the modulator function corresponding to the first and second largest/smallest

λ values. Each point in the figure represents the result of one estimation

of the modulator function for each conversation scenario. There are 100

points for each conversation scenario. The colors of the different points

represent different conversation scenarios. Subsequently, the results of the

2-D t-SNE projection were clustered using the k-means algorithm [96]. The

cluster number was set to 4, and 1,000 repetitions of k-means with random

initial states were carried out.the clusters represent different conversational

scenarios influenced by various social factors. The F1-score shown on the

T-SNE visualization helps evaluate the clustering performance. The closer

the F1-score is to 1, the better the clustering result, indicating that the
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conversation data points within each cluster are more accurately grouped

based on their social and speech features. In this study, after applying T-

SNE, we calculated the F1-score to assess the quality of the clustering. A

higher F1-score suggests that the social factors driving the clustering are

well-represented, meaning that similar conversation scenarios are grouped

together more effectively.

In contrast, when we shuffled the labels to create a random distribu-

tion, the F1-score dropped significantly. This drop demonstrates that the

original clustering is not random but reflects meaningful patterns in the

data. Therefore, the combination of T-SNE and the F1-score provides

strong evidence that the clusters are valid and reflect distinct conversational

dynamics. These results indicate that our linear model can capture certain

social rules during conversations. When the labels are shuffled, it becomes

impossible to observe these patterns from the shuffled data. This observation

supports the hypothesis that interlocutor speech features are modulated by

different dialogue styles. It also indicates the successful estimation of these

modulator functions using the linear model.

4.2 Accuracy in classifying conversation sce-

narios

The estimated modulation functions were applied to extract modulated

speech features from the test dataset, and the social factor was derived

accordingly. The accuracy of classifying conversation scenarios using social

factor is illustrated in Fig. 4.3.
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Figure 4.3: Combination of social factor from different modulation functions
used for conversation-scenario classification
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The “Golden Marriage” dataset was augmented by segmenting the con-

versations into three parts: the initial third, middle third, and final third

of each conversation. The labels for each segment remained the same as

the original conversation-scenario labels. To ensure result stability, 100

random training and testing iterations were conducted. Given the significant

variability in the number of conversation-scenario labels in the dataset,

consistency was maintained by ensuring an equal number of testing samples

for each label in every classification iteration. To tackle the imbalance in

the number of conversations across different labels, approximately 50% of

the total data was constituted by randomly selecting 15 conversations from

the label with the fewest instances. These selected conversations were used

as the testing set. The remaining 50% of conversations were used as the

training set, ensuring that each label had equal representation for a balanced

evaluation of the model’s performance across different conversation scenarios.

Along the x-axis, the classification results present the combination of the

social factor extracted from different modulation functions. From left to

right, ωL1 and ωS1 represent the combination of the social factor extracted

from the modulation functions corresponding to the largest and smallest λ,

respectively. This is followed by the combination of the social factor extracted

from the modulation functions corresponding to the the largest and smallest

and second largest and smallest λ. The rightmost ωL7 and ωS7 represent the

combination of the social factor extracted from all modulation functions. The

social factor from the largest second largest and smallest and second smallest

modulation functions demonstrated better classification results. However,

when combining more social factor (after the fourth largest and smallest

modulation functions), there was a significant decrease in the accuracy

of classifying conversation scenarios (F = 30.6, p < 0.001). These social
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factor from the fourth largest and smallest modulation functions appeared to

have little modulation effect on the speech information during the conversa-

tion process. They exhibited social aspects that were unrelated to the types

of conversation scenarios and could be present in any conversation scenario.

For the task of four-class dialogue scenario classification, using conven-

tional original speech features, the proposed social factor, and the combina-

tion of social factor and conventional original speech features separately, the

highest classification accuracy of 71.0% when using.

4.3 Summary

In this chapter, the process of deriving social factors for classifying con-

versation scenarios using the “Golden Marriage” corpus was outlined. A

subset of dialogues was utilized to train a modulation function capable of

distinguishing between different conversation scenarios, such as arguing and

sharing happiness. This modulation function was then applied to unseen

test data to calculate the social factor. A supervised support vector machine

classifier was used to assess the performance of the social factor in classifying

various scenarios, demonstrating its ability to handle high-dimensional data

effectively.

The approach was extended to multi-class conversation scenarios by

combining multiple modulation functions, enabling a comprehensive repre-

sentation of conversational entrainment. The data-selection process for the

“Golden Marriage” corpus involved criteria such as video quality, dialogue

length, and content, ensuring the collection of high-quality dialogues repre-

senting four specific scenarios: arguing, comforting, convincing, and sharing

happiness. Annotators manually transcribed and annotated each dialogue,
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resulting in a corpus of 193 dialogues with detailed multi-layer annotations.

Our analysis included estimating modulation functions for different con-

versation scenarios and visualizing these functions using t-SNE. The results

showed distinct clusters for different scenarios, supporting our hypothesis

that interlocutor speech features are modulated by different dialogue styles.

Furthermore, the accuracy of classifying conversation scenarios using social

factors was evaluated, revealing that the combination of social factors from

specific modulation functions contributed to higher classification accuracy.

Overall, this chapter, based on the “Golden Marriage” corpus, utilizes the

proposed linear method grounded in IAM theory to integrate different acous-

tic parameters in a top-down approach to study entrainment phenomena.

The modulation function of this linear model demonstrates that different

conversational strategies exist across various scenarios. Interlocutors use

these strategies to choose whether to entrain or dis-entrain with each other,

which answers Research Question 1:

• Do these quantified ”social factors” exhibit different patterns in differ-

ent conversational situations?

The answer is yes—these quantified ”social factors” do exhibit different

patterns in different conversational situations.

Additionally, this research believe that the entrainment metrics, which

comprehensively account for multiple acoustic features, can effectively help

us distinguish between different conversational scenarios. This answers

Research Question 2 and also proves that our method successfully bridges

psychological theory with engineering approaches:

• Can these ”social factors” help classify conversational situations?

The answer is yes—these ”social factors” can help classify conversa-
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tional situations.
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Chapter 5

Social factors for predicting fu-

ture conversational situations

The IEMOCAP database is a widely used corpus for studying emotional

expressions in human language and nonverbal behavior. It was created by

researchers at the University of Southern California. The corpus consists

of recorded movie dialogues from 10 different actors, amounting to over

12 hours of data. These dialogues were recorded in an interactive manner,

with two actors performing based on given emotional scripts. High-quality

microphones and cameras were used during the recording process to capture

both audio and video data simultaneously.

The dialogues cover various emotional states, including anger, happiness,

neutrality and sadness. These emotions are annotated using rating scales,

providing quantitative information about the expressed emotional states

in each sentence. Each dialogue is annotated with voice features, basic

emotion labels, and manually marked emotion transition points. Based on

our hypothesis, the influence of social factor leads to consistent conversational

entrainment patterns within similar conversation scenarios. These patterns

would results in entrainment or disentrainment between interlocutors. Con-

sequently, the future trajectory of interlocutors in the same dialogue scenario

can be predicted using these patterns. In this corpus, four emotion labels
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were used to denote the trajectory of speakers in specific dialogue scenarios,

and the social factor was used to predict these labels.

10

𝑼𝒕𝒏ష𝒌
𝑨 𝑼𝒕𝒏ష𝟐

𝑨 𝑼𝒕𝒏ష𝟏
𝑨

𝑼𝒕𝒏ష𝒌
𝑩 𝑼𝒕𝒏ష𝟐

𝑩 𝑼𝒕𝒏ష𝟏
𝑩

𝑼𝒕𝒏
𝑨

Sentences

Interlocutor A

Interlocutor B

Figure 5.1: Definition of trajectory of conversational entrainment
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The approach for labling the experimental data is illustrated in Fig. 5.1

[97]. The figure presents the definition of the context sequence in a conver-

sation. There are two interlocutors in the given conversation, UA represents

the utterances of speaker A, UB represents the utterances of speaker B,

and t denotes the number of turns in the conversation. When taking one

speaker alone into account, for instance, speaker A, the context information

for speaker A can be denoted as (UA
tn−k

, . . . , UA
tn−2

, UA
tn−1

). When taking

both interlocutors into account the interactive context information would

become (UA
tn−k

, UB
tn−k

, . . . , UA
tn−2

, UB
tn−2

, UA
tn−1

, UB
tn−1

). On the basis of the

sentences labeled as ’happy’ at the UA
tn
, the trajectory of the conversational

entrainment of UA
tn−k

and UB
tn−k

associated with positive (happy) scenarios

can be predicted. To maintain consistency with the corpora used in this

study in terms of specifications and duration, this study set t=4, meaning

that we used a total of eight turns—four from interlocutor A and four

from interlocutor B—as the input data. The statistical results of these

conversations are listed in Table 5.1. In this corpus, the trajectory of con-

versational entrainment involves four patterns, conflict (angry), unhappiness

(sad), happiness (happy), or neutral.

5.1 Estimated modulation functions for differ-

ent future conversational situations

Similar to the approach outlined in Section 4.1, the estimation of modulation

functions for predicting different future conversational situations in the

IEMOCAP database was conducted. Figure 5.2A illustrates the estimated

modulation functions for these future situations, and Fig. 5.2B shows the

modulation functions resulting from the permutation test. Each figure
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represents the modulation function corresponding to the largest/smalles and

second largest/smallest λ values. Each point represents the result of one

estimation of the modulation function for each conversational entrainment

patterns. The colors of the points represent a different future situations

during the conversation. The k-means algorithm was also applied to cluster

the modulation functions obtained from the 2-D t-SNE projection, repeating

the clustering process 1,000 times. The modulation functions also displayed

distinct clusters for different future situation of conversations. The average

F1-scores for the 1,000 repetitions exceeded 0.79, significantly surpassing the

chance level observed in the permutation test.
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The classification accuracy of predicting the future conversational sit-

uations using the social factor is illustrated in Fig. 5.3. Similar to the

“Golden Marriage” corpus, 100 random training and testing iterations were

conducted to ensure result stability. In each iteration, 300 conversations from

different labels were randomly selected as the testing set, while the remaining

conversations were used as the training set. Additionally, an ANOVA [98] was

conducted to examine which modulation functions’ social factor contributed

to higher classification accuracy (F = 299.9, p < 0.001). The social factor

from the five largest and smallest modulation functions demonstrated bet-

ter classification results for predicting the future conversational situations

(average classification accuracy is 48.8%).
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Figure 5.3: Combination of social factor from different modulation functions
used for the future conversational entrainment patterns
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For predicting the four conversation scenarios, the highest four-class

classification accuracy of 56.0% was achieved when using the combination of

conventional original speech features and the proposed social factor together.

5.2 Summary

In this chapter, the process of predicting the trajectory of conversational

entrainment using social factors derived from the IEMOCAP database was

described. The IEMOCAP database is a comprehensive corpus that includes

over 12 hours of recorded movie dialogues from 10 different actors, annotated

with various emotional states such as anger, happiness, neutrality, and

sadness.

The hypothesis posited that social factors prompt consistent conversa-

tional entrainment patterns within similar conversation scenarios, enabling

the prediction of future trajectories of interlocutors in the same dialogue.

Four emotion labels—anger, sadness, neutrality, and happiness—were em-

ployed to denote the future situation of speakers in specific dialogue scenarios.

The methodology involved estimating modulation functions for different

future situation of conversations. The estimated modulation functions were

visualized using t-SNE, and distinct clusters for different conversational

situations were observed. This clustering was further supported by a k-means

algorithm, which showed that the modulation functions could effectively

differentiate between various future situation of conversations.

Additionally, the accuracy of predicting future conversational situations

using social factors was evaluated. Across 100 random training and testing

iterations, it was observed that the social factors derived from the five largest

and smallest modulation functions yielded the best classification results,
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averaging 48.77% accuracy. An ANOVA test confirmed the significant

contribution of these modulation functions to the classification accuracy.

Overall, this chapter, based on the IEMOCAP corpus, demonstrates

through the proposed linear modulation function that different emotional sce-

narios in English also exhibit distinct strategies. Moreover, these strategies

can be used to predict future emotional (or conversational) trends, proving

that our proposed method is not only effective for the Chinese corpus but

also works well for the English corpus. This suggests that our method has

the potential to be applicable in cross-linguistic systems in the future. These

findings address the following research questions:

• Do these quantified ”social factors” exhibit different patterns in differ-

ent conversational situations?

The answer is yes—these quantified ”social factors” exhibit different

patterns in different conversational situations.

• Can these ”social factors” help predict future conversational situations?

The answer is yes—these ”social factors” can help predict future

conversational situations.
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Chapter 6

Discussion

6.1 High level modulation structure during

conversation

In previous studies, researchers shared the same hypothesis as ours, which

suggests that there is an interaction among different features in conversa-

tional entrainment. This hypothesis motivated them to search for a high-

level structure that could explain conversational entrainment by considering

this type of interaction that spans multiple speech features. They aimed

to move beyond basic entrainment measures of individual speech features

and focus on a more comprehensive analysis of conversational entrainment.

To explore the underlying patterns of this interaction, researchers employed

various methods, including examining linear correlations between pairs of

conversational entrainment across different speech features, conducting clus-

tering analysis, and using PCA [77,78]. However, their findings contradicted

the initial expectations, suggesting that entrainment across different features

exhibits loose connections and should be considered independently. While

these results were disappointing, they serve as a valuable reminder to

explore alternative methods and techniques for a more accurate analysis and

modeling when investigating conversational entrainment.
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Figure 6.1: Comparison between social factor and independent entrainment
metrics. (A) shows the comparison between social factor and independent
entrainment metrics for the “Golden Marriage” corpus, and (B) shows the
comparison for the IEMOCAP database.
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In this study, a high-level modulation structure was introduced to capture

the interaction across multiple speech features. This approach is grounded

in the Communication Accommodation Theory, which hypothesizes that the

speech features of interlocutors are modulated by social factors. By applying

a linear model, these high-level social factors were successfully captured

and represented, providing a more comprehensive measure of the interaction

dynamics in conversations. The results of this study provide strong evidence

supporting the validity of the hypothesis and the effectiveness of social factors

in predicting conversational outcomes.

Previous findings have suggested that entrainment across different speech

features often exhibits loose connections and should be considered indepen-

dently. To test this, we conducted experiments to compare the performance

of models using social factors derived from our proposed method with models

using independent speech feature entrainment metrics, which do not consider

interactions between multiple features.

The independent speech feature entrainment metrics used in the com-

parison were calculated based on methods from previous research, where

each feature’s entrainment was analyzed in isolation, without accounting

for the interaction between features. The comparison between social factor

and independent entrainment metrics of “Golden Marriage” corpus and

IEMOCAP database is illustrated in Figs. 6.1 A and 6.1 B, respectively.

Along the x-axis, from left to right, the figure displays the classification

accuracy of our proposed method, the method using independent speech

feature’s conversational entrainment metrics, and the method using the

combination of all these independent speech feature’s conversational en-

trainment metrics. An ANOVA demonstrated that the classification ac-

curacy of our proposed social factor was the highest among all metrics in
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both “Golden Marriage” corpus (F = 144.9, p < 0.001) and IEMOCAP

database (F = 225.6, p < 0.001). Post-hoc tests for the ANOVA revealed

that the prediction accuracy significantly improved with our method, even

compared with the combination of all individual conversational entrainment

metrics in both “Golden Marriage” corpus (F = 5.53, p < 0.001) and

IEMOCAP database (F = 23.59, p < 0.001).

Overall, this section, based on both the “Golden Marriage” and IEMO-

CAP corpora, highlights the added value of using a modulation function to

integrate multiple acoustic dimensions into social factors. This approach

significantly enhances the accuracy and robustness of classification and

prediction tasks related to conversational dynamics. Furthermore, it answers

Research Question 3:

• Is the proposed entrainment method, which considers relationships

between different acoustic parameters in a top-down approach, superior

to traditional methods that consider each feature separately?

The answer is yes—the proposed method, which integrates multiple

acoustic parameters in a top-down approach, is superior to traditional

methods that consider each feature in isolation.

6.2 social factor: beyond speech features

In this study, social factor derived from speech features are believed to

capture the influence of social aspects on conversations. These social factor

are considered to contain information beyond the original speech features.

To evaluate their effectiveness, speech features were combined with social

factor in a conversation-scenario classification task, as shown in Fig. 6.2.
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The x-axis represents different feature combinations: the conventional

original speech features (O), the propsed social factor (Social factor), and

the combination of social factor and conventional original speech features (O

+ Social factor). On the Chinese corpus, O achieved an accuracy of 62.3%

in classifying four common conversation scenarios, whereas Social factor

achieved an accuracy of 52.9%. On the IEMOCAP database, the accuracy

of predicting the future conversational situations using O was 52.0%, while

Social factor achieved an accuracy of 48.8%. An overall increase in accuracy

of 6.5% on the “Golden Marriage” corpus and 4.0% on the IEMOCAP

database was observed with O + Social factor. An ANOVA was conducted to

compare the classification results of these feature combinations in detecting

conversation scenarios and predicting the future conversational situations.

It indicated that speech features and social factor had equal effectiveness

in classifying conversation scenarios and predicting conversational situations

for both the “Golden Marriage” corpus (p = 0.58) and IEMOCAP database

(p = 0.24). The results indicate that the combination of social factor and

speech features achieves the best performance in both the “Golden Marriage”

corpus (Fig. 6.2 A) and IEMOCAP database (Fig. 6.2 B), with accuracies

of 68.8% and 56.0%, respectively.

However, when comparing the classification results of independent fea-

tures’ entrainments with O, no significant differences were observed in the

“Golden Marriage” corpus (p = 0.48) and IEMOCAP database (p = 0.52).

This suggests that the additional features derived from the combined entrain-

ments did not significantly improve classification performance compared with

using O. This may indicate that independent features’ entrainments did not

effectively capture the social aspect information that goes beyond O.
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6.3 Comparing proposed method with PCA

In previous studies, researchers attempted to use PCA to determine the

interactions between different speech features and represent social factor [99].

PCA is a well-known statistical method used for analyzing multivariate time

series data. It is used to carry out an orthogonal transformation of a set

of observed variables into a set of uncorrelated variables called principal

components. The first component captures the maximum variance of the ob-

served data, and each subsequent component explains the maximum possible

variance while being orthogonal to the previous components. To compare

the performances of our method and PCA, PCA was applied to derive

social factors, and the accuracy of conversation-scenario classification was

compared using the PCA-derived social factors and those derived with our

proposed method. Figures 6.3A and 6.3B illustrate these accuracy of PCA on

the “Golden Marriage” corpus and IEMOCAP database. A Student’s t-Test

revealed that our proposed method achieved higher classification accuracy

compared with PCA (both p < 0.001). These results indicate that our

proposed method better derives social aspects than PCA.
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Figure 6.3: Comparison between propsed method and PCA. (A) shows the
comparison results for the “Golden Marriage” corpus, and (B) shows the
comparison results for the IEMOCAP database.

PCA has limitations in deriving social factor. First, it is descriptive

rather than inferential, as it focuses on finding a set of principal compo-

nents that maximize the variance of the observed data without considering

specific reasoning and causal relationships. This means that PCA provides

a representation of the data without necessarily explaining the underlying

mechanisms and factors driving social interactions. social factor often

involve complex interpersonal dynamics and behavioral patterns that require

more reasoning and understanding to accurately determine their influences.

Second, PCA is used to extract principal components by maximizing the

variance of the data. However, in the context of social factor, where

maximizing correlation may be more important than maximizing variance,
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PCA may fall short. social factor often involve interpersonal relationships

and mutual influences, where maximizing correlation between features may

be more critical than maximizing variance. Therefore, using PCA alone may

not accurately determine the importance and impact of social factor.

In contrast, our proposed method offers an effective hypothesis to describe

the relationship between speech features and social factor. Through this

method, the correlation between social factors within the same type of

conversation scenario can be maximized. Thus, our method is more suitable

for deriving and capturing these social factor compared with PCA. Overall,

our proposed method takes into account the complex interactions between

speech features and social factor, providing a more comprehensive and

effective representation.

6.4 Alignment between speech features and

lexical features

In previous studies [13, 78, 100], researchers measured various features at

both the lexical and speech levels and examined the correlation in alignment

between these different features. They specifically investigated whether the

degree of alignment between interlocutors on one feature was related to their

degree of alignment on the other. This approach aimed to explore the

potential interconnectedness and relationships between different linguistic

features and their contribution to conversational entrainment. However, it

is worth noting that these studies have rarely found significant relationships

between speech and lexical features, suggesting limited associations between

these two types of features.
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In the study, BERT was employed to extract semantic information from

conversations at the turn-level [90], serving as a representation of lexical

information. During the training of the modulation functions, consideration

was given to both the speech features and the semantic information of

each turn, taking into account the different interlocutors involved in the

dialogue. The extracted semantic information of interlocutors A and B

was then transformed using t-SNE into a 2-D space for visualization. This

process was repeated 100 times to ensure the robustness and reliability of the

results. The visualization results of the semantic information are presented

in Fig. 6.4A, where each point represents the reduced representation of the

averaged semantic information in each random iteration. Thus, for each type

of conversation-scenario and future conversational entrainment trajectories,

there are a total of 100 points. The color of each point corresponds to dif-

ferent conversation scenarios and different future conversational entrainment

trajectories.

The analysis of semantic information reveals distinct clustering for differ-

ent conversation scenarios and future conversational entrainment trajectories,

similar to the modulation functions based on speech features. However,

when conducting a permutation test by shuffling the labels in Fig. 6.4B,

the clear classification pattern disappears. This consistency observed in

the distribution of both speech and lexical features’ modulation functions

suggests alignment between different levels of language features in terms of

conversation scenario. In different scenarios, distinct strategies are exhibited

in terms of acoustic rhythm and word choice, resulting in noticeable differen-

tiations. This indicates that different social aspects guide our communication

with others in different conversational contexts.

These findings highlight the importance of considering both speech and
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lexical features and their alignment at different levels of language in under-

standing the dynamics of social interaction in conversations. Therefore, the

BERT were utilized to extract word vectors from conversations at the turn

level [90], serving as a representation of semantic features. To characterize

semantic changes between different turns in the conversation, a semantic

similarity method from previous research was utilized to compute the Pearson

correlation of word vectors across different turns. [101]. This method enables

the depiction of consistency or discrepancy in semantic content between

consecutive turns. Significant changes in correlation between turns may occur

during pivotal moments such as arguments or other unexpected events within

the dialogue.

As previously mentioned, prior research has typically considered the

entrainment of various speech features independently. However, during the

dialogue process, low-level acoustic features are perceived by both interlocu-

tors. On the basis of this psychological perception, interlocutors organize

semantic information to provide active feedback to each other, ensuring

smooth communication. Therefore, utilizing our approach, the integration

of low-level acoustic features with pragmatic features, which consider the

interaction among acoustic and semantic features, may yield improved results

for the social factor. Table 6.1 shows the average accuracies of classifying

dialogue scenarios and predicting the future conversational situations using

social factors which consider pragmatic features. Here, ‘A’ indicates that

the social factor is calculated by only acoustic features, while ‘A + W’ is

derived from acoustic and semantic features, emphasizing their interplay

in pragmatics. This underscores the importance of analyzing not only the

acoustic features and their psychophysical perception in conversation but

also integrating semantic information for a comprehensive understanding of
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Table 6.1: Classification results by considering pragmatic features. ‘A’:
combination of acoustic features and social factors derived from acoustic
features. ‘A +W’: amalgamation of acoustic and semantic features combined
social factors derived from all of them to consider pragmatic features. ‘O’
represents the original acoustic features. ‘O + E’ denotes a combination of
traditional conversational entrainment and original acoustic features. ‘O +
S’ means the integration of the proposed social factor and original acoustic
features.

Dataset Features A A+W

O 62.3% 70.0%
Golden Marriage O + E 60.5% 64.0%

O + S 67.0% 71.9%
O 51.3% 52.0%

IEMOCAP O + E 51.5% 52.7%
O + S 52.9% 54.2%

their pragmatic functions in human interaction. As shown, with the inclusion

of more interlocutors’ features to consider pragmatic aspects, the predictive

accuracy of dialogue scenarios gradually improves. Upon combining all

three types of features, the integrated social factor proposed outperforms

the results based solely on acoustic features by 9.6% and 5.2% in the two

corpora, respectively.

According to our hypothesis, different conversation scenarios are linked

with distinct modulator functions, while similar conversation scenarios pro-

duce similar modulators. Consequently, even modulator functions estimated

from different training datasets should exhibit commonalities in correspond-

ing conversation scenarios.To investigate this, 40 random estimations of

the modulator function were conducted using varying data samples. Each

estimation involved randomly selecting 30% of the data from the corpus to
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derive the modulator function. It was found that the modulator functions

from different scenarios exhibit distinct clustering, indicating that conversa-

tional participants utilize different strategies to adapt to various scenarios,

aligning with the hypothesis. Furthermore, it is worth noting that with the

addition of parameters reflecting pragmatic functions, the differentiation of

modulator functions across different scenarios becomes more pronounced.

This suggests that integrating pragmatic features allows for a more precise

description of the strategies users implement during conversations. These

findings underscore the efficacy of the proposed method in capturing social

information and describe the pragmatic aspects across different conversation

scenarios.

6.5 Summary

This chapter explores the high-level modulation structure during conver-

sation, focusing on the interactions among multiple speech features and

their role in conversational entrainment. Previous studies hypothesized such

interactions but found weak connections between different speech features,

suggesting the need for independent analysis. A method based on Commu-

nication Accommodation Theory was introduced, hypothesizing that social

factors influence speech features and can be captured using a linear model.

The results supported this hypothesis, showing that social factors derived

from speech features improve classification accuracy in conversation scenarios

and prediction of conversational situations compared to independent speech

feature metrics.

The study demonstrated that combining social factors with conventional

speech features yields the highest classification accuracy, indicating the
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complementary nature of these features. This method outperformed PCA

in deriving social aspects, as PCA’s focus on variance maximization is less

suited for capturing the complex correlations inherent in social interactions.

The alignment between speech and lexical features was also investigated,

using BERT to extract semantic information and visualize it in different

conversation scenarios. The results revealed distinct clustering, suggesting

that both speech and lexical features align with conversation scenarios,

supporting the need to consider multiple linguistic levels in social interaction

analysis.

Finally, the importance of pragmatic features was highlighted by inte-

grating acoustic and semantic information. This integration enhanced the

predictive accuracy of dialogue scenarios, demonstrating the necessity of

considering pragmatic aspects for a comprehensive understanding of conver-

sational dynamics. The findings suggest that different conversation scenarios

correspond to distinct modulator functions, and incorporating pragmatic

features refines the differentiation of these functions, providing a robust

method for capturing social information in conversations.
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Chapter 7

Conclusion

7.1 Summary

The final objective of this research is to investigate the mechanisms of en-

trainment influenced by social factors across diverse conversational scenarios.

To accomplish this objective, several sub-goals were outlined within this

dissertation:

• How to quantify these various social factors?

• Does the quantified “social factors” exhibit different patterns in differ-

ent conversational situations?

• Can these “social factors” aid in classifying or predicting conversational

situations?

Through our research efforts, the aforementioned questions are addressed as

follows:

• A1: A linear methodology for quantifying the “social factor” is intro-

duced.

• A2: Yes. The quantified “social factor” demonstrates distinct patterns

across varying current and future conversational scenarios.

• A3: Yes. The identified “social factor” exhibits potential in both

classifying and predicting conversation situations.
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7.2 Contributions

Social factor play a crucial role in human-to-human conversations, yet

they are often overlooked in current dialogue systems and human-machine

interaction systems. Previous studies have attempted to measure these social

aspects using conversational entrainments on the basis of different speech

features. However, these studies often failed to consider the interactions

between these features, which can lead to conflicting interpretations of social

aspects. It is crucial to comprehensively consider the conversational entrain-

ment patterns of these speech features. Our proposed method integrates

multiple speech features and captures their intricate interplay, quantifying

the social aspects as the “social factor”. This approach takes into account the

complexities of social aspects in conversations and offers a new perspective to

overcome the challenges posed by these complexities. Through the empirical

analyses of both Chinese and English corpora, the efficacy of social factors in

current conversation-scenario classification tasks and future conversational

situation prediction tasks of conversations was demonstrated. These results

indicate that social factor plays the same importance as that of the acoustic

features, and the combination of social factor and acoustic features improved

prediction accuracy, which denotes that social factor and acoustic features

have distinguishable information that can compensate for each other.

The implications of our proposed method extend to the development of

effective and natural human-machine dialogue systems. Understanding and

implementing the mechanisms underlying socially influenced interactions are

crucial in the field of human-machine interaction. By incorporating these

mechanisms into human-machine systems, machines can learn to perceive and

respond to users’ cues, resulting in more engaging and interactive experiences.
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For example, an advanced dialogue system equipped with an understanding

of social dynamics can adapt its responses to re-engage and retain users’

interest during conversations where they may feel bored or restless. The

ability to observe and respond to users’ social cues contributes to the

creation of more satisfying interactions. By comprehending the intricate

dynamics of socially influenced human-human interactions, researchers and

engineers can enhance the development of interactive technologies that better

meet the needs and expectations of users. This, in turn, can lead to the

creation of more effective and user-friendly human-machine dialogue systems

that facilitate the communication and collaboration between humans and

machines. While some researchers have used conversational entrainment to

predict the success of a conversation [76, 102], there have been few studies

applying conversational entrainment to predict more complex tasks related

to human-machine interaction. By extending conversational entrainment to

social factor, our research highlights the significance of considering these

social factor that encompass social aspects in human-machine interaction

systems. This should be taken into account for future research.

In conclusion, the contributions of this study include proposing a novel

method to quantify social factor in conversations, validating the effective-

ness of these social factor, providing new insights into dialogue systems

and human-machine interaction, and expanding the perspective of dialogue

research. These contributions offer valuable insights into the development of

more intelligent and socially-aware dialogue systems in the future.

This study proposed a novel concept of the “social factor” to describe the

entrainment phenomenon at the high-level feature. The modulation functions

for different conversation scenarios and future conversational entrainment

patterns were estimated using two distinct language corpora: the “Golden
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Marriage” corpus and the IEMOCAP database. Our results indicate that

the estimated modulation functions exhibited distinct clusters for differ-

ent conversation scenarios and future conversational entrainment patterns,

highlighting the effectiveness of our method. The classification accuracy

of conversation scenarios and future conversational situation patterns was

further evaluated using the derived social factor. The results indicate that

the social factor outperformed independent features’ entrainments in both

tasks. And the proposed social factor exhibit comparable effectiveness to

traditional acoustic features in this study. Moreover, the combination of

speech features with social factor revealed that social factor encompass

valuable information beyond traditional speech features alone. These results

are consistent across both the “Golden Marriage” corpus and IEMOCAP

database, which underscores the importance of considering social factor in

future dialogue systems and human-machine interaction systems.

The findings of this study contribute to our understanding of social

dynamics in conversations and have implications for the development of

human-machine dialogue systems. By incorporating social factor into di-

alogue systems, machines can better perceive and respond to users’ social

cues, leading to more engaging and interactive interactions.

7.3 Remaining works

This study recognizes the importance of examining both global and local

entrainment dynamics. While the current focus has been on global entrain-

ment, capturing overall alignment between speakers throughout the entire

conversation, we acknowledge that entrainment is a dynamic process that

may vary during different phases of a dialogue.
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Future work will aim to explore these fine-grained temporal changes by

investigating local entrainment—how synchronization strengthens or weak-

ens within specific segments of the conversation. By analyzing these more

detailed shifts in alignment, we can gain a deeper understanding of how

entrainment evolves over time and how various factors, such as the context or

content of the conversation, may influence these dynamics. This exploration

will help uncover whether specific phases of a dialogue (e.g., the beginning,

middle, or end) exhibit distinct patterns of alignment.

In summary, while the current study focuses on global entrainment, future

research will delve into the dynamics of local entrainment to provide a

more nuanced understanding of conversational alignment as it develops and

changes over the whole dialogue.

While the formulation of the three entrainment metrics in this study

captures global synchrony across the entire conversation, previous research in

psychology has highlighted the importance of delay-based synchrony, where

one speaker’s behavior influences the other with a slight lag. This delay

reflects the natural time required for interlocutors to process and respond to

each other’s speech cues. Incorporating such temporal dynamics can provide

a more nuanced understanding of conversational alignment, particularly in

real-time settings where speech patterns evolve continuously.

Although delay-based synchrony was not the focus of this study, future

research could benefit from integrating dynamic synchrony measures that

account for varying delays. This approach would allow for a more detailed

analysis of turn-taking dynamics and how synchrony develops at different

stages of a conversation, offering deeper insights into the timing and flow of

interaction.

It is also important to note that only F0, energy, HNR, SHR, envelope,
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jitter, shimmer and loudness, sharpness, roughness and fluctuation were

considered as the speech features. For future research, it would be valuable

to explore the inclusion of additional speech features like boundary tone, the

silence and gap in conversation and so on. Furthermore, our exploration of

social factor in this study focused on the global level. Future investigations

could incorporate more complex convolutional models to capture the dynamic

changes of social factor at the local level. Future research can also explore the

application of social factor in various domains, such as dialogue generation,

sentiment analysis, and user modeling. Investigating the generalizability of

social factor across different languages and cultures would provide valuable

insights into cross-cultural communication and understanding.
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A. Nenkova, “Acoustic-prosodic entrainment and social behavior,” in

Proceedings of the 2012 Conference of the North American Chapter

of the Association for Computational Linguistics: Human language

technologies, 2012, pp. 11–19.
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“A comprehensive survey on support vector machine classification:

Applications, challenges and trends,” Neurocomputing, vol. 408, pp.

189–215, 2020.

[94] L. Van der Maaten and G. Hinton, “Visualizing data using t-sne.”

Journal of machine learning research, vol. 9, no. 11, 2008.

[95] M. Ojala and G. C. Garriga, “Permutation tests for studying classifier

performance.” Journal of machine learning research, vol. 11, no. 6,

2010.

[96] K. P. Sinaga and M.-S. Yang, “Unsupervised k-means clustering algo-

rithm,” IEEE access, vol. 8, pp. 80 716–80 727, 2020.

[97] X. Shi, S. Li, and J. Dang, “Dimensional emotion prediction based

on interactive context in conversation.” in INTERSPEECH, 2020, pp.

4193–4197.

[98] L. St, S. Wold et al., “Analysis of variance (anova),” Chemometrics

and intelligent laboratory systems, vol. 6, no. 4, pp. 259–272, 1989.

[99] C.-C. Lee, A. Katsamanis, M. P. Black, B. R. Baucom, A. Christensen,

P. G. Georgiou, and S. S. Narayanan, “Computing vocal entrainment:

A signal-derived pca-based quantification scheme with application to

110



affect analysis in married couple interactions,” Computer Speech &

Language, vol. 28, no. 2, pp. 518–539, 2014.

[100] R. Ostrand and E. Chodroff, “It’s alignment all the way down, but not

all the way up: Speakers align on some features but not others within

a dialogue,” Journal of Phonetics, vol. 88, p. 101074, 2021.

[101] Y. Liu, A. Li, J. Dang, and D. Zhou, “Semantic and acoustic-prosodic

entrainment of dialogues in service scenarios,” in Companion Publica-

tion of the 2021 International Conference on Multimodal Interaction,

2021, pp. 71–74.

[102] R. Levitan, A. Gravano, and J. Hirschberg, “Entrainment in speech

preceding backchannels,” in Proceedings of the 49th Annual Meeting of

the Association for Computational Linguistics: Human Language Tech-

nologies: Short Papers - Volume 2, ser. HLT ’11. USA: Association

for Computational Linguistics, 2011, p. 113–117.

111



Publications

Journal

[1] Liu, Yuning, Unoki, M. Linear Model Approach for Investigating the

Comprehensive Entrainment in Conversation[J]. Journal of Signal Pro-

cessing, 2024, 28(4): 133-136.

[2] Liu, Yuning, Zhou, D., Unoki, M., Dang, J., Li, A & Okada, S.

Investigation of social factor in conversational entrainments. IEEE

access, 2024. (under review)

International Conference

[3] Liu, Yuning, Li, A., Dang, J.,& Zhou, D. Semantic and acoustic-

prosodic entrainment of dialogues in service scenarios. In: Compan-

ion Publication of the 2021 International Conference on Multimodal

Interaction. 2021. p. 71-74.

[4] Liu, Yuning, Zhou, D., Unoki, M., Dang, J., & Li, A. Dialogue scenario

classification based on social factors. In: 2022 13th International

Symposium on Chinese Spoken Language Processing (ISCSLP). IEEE,

2022. p. 379-383.

[5] Liu, Yuning, Unoki, M. Linear Model Approach for Investigating the

Comprehensive Entrainment in Conversation. International Workshop

112



on Nonlinear Circuits, Communications and Signal Processing. 2024,

February.

Domestic Conference

[6] Liu, Y., Li, A., Dang, J., & Zhou, D. Investigation of Semantic

and Acoustic-Prosodic Entrainment in Service Scenarios. Phonetics

Division of the Chinese Language Society. 2021, July.

[7] Liu, Y., Unoki, M. Emotion Prediction based on Conversation Entrain-

ments. JHES2023. 2023, September.

[8] Liu, Y., Unoki, M. Conversation Scenario Classification Based on

Conversation Entrainment. Acoustical Society of Japan. 2024, March.

113


	Abstract
	Acknowledgment
	List of Figures
	List of Tables
	Contents
	Chapter 1  Introduction
	1.1 Research Background
	1.2 Conversational entrainment and social interaction
	1.3 Consider conversational entrainment from a high-level structure
	1.4 Motivation and research goal
	1.5 Contribution and research novelty
	1.6 Dissertation outline

	Chapter 2  Literature Review
	2.1 What is entrainment?
	2.2 Conversation entrainment occurs at multiple language levels
	2.3 Quantifying conversational entrainment at linguistic levels
	2.4 Quantifying conversational entrainment at acoustic levels
	2.5 Conversation entrainment as the basis for successful communication
	2.6 From a structure view to consider the conversation entrainment
	2.7 Limitation in previous research
	2.8 Summary

	Chapter 3  Method and Materials
	3.1 Research hypothesis
	3.2 Construction of the ``Golden Marriage" Corpus
	3.2.1 Data Collection and Selection
	3.2.2 Transcription and Multi-Level Annotation
	3.2.3 Corpus Statistics and Features
	3.2.4 Corpus Significance

	3.3 Interactive Emotional Dyadic Motion Capture dataset
	3.4 Overview of proposed method
	3.5 Methodology for quantifying social factor
	3.6 Calculation of social factor
	3.6.1 Proximity
	3.6.2 Convergence
	3.6.3 Synchrony

	3.7 Features extraction and data preprocessing
	3.7.1 Acoustic features extraction
	3.7.2 Linguistic (semantic) features extraction

	3.8 Summary

	Chapter 4  Social factor for dialogue scenarios classification
	4.1 Estimated modulation function in different conversation scenarios
	4.2 Accuracy in classifying conversation scenarios
	4.3 Summary

	Chapter 5  Social factors for predicting future conversational situations
	5.1 Estimated modulation functions for different future conversational situations
	5.2 Summary

	Chapter 6  Discussion
	6.1 High level modulation structure during conversation
	6.2 social factor: beyond speech features
	6.3 Comparing proposed method with PCA
	6.4 Alignment between speech features and lexical features
	6.5 Summary

	Chapter 7  Conclusion
	7.1 Summary
	7.2 Contributions
	7.3 Remaining works

	References
	Publications

