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Abstract

When starting new research, acquiring background knowledge is crucial to
understand trends in the field. School lectures, seminars, and paper surveys
are common ways to gain this knowledge. However, it can be challenging for
novice researchers to apply knowledge from lectures to actual research. This
difficulty arises when one does not habitually link concepts, assemble them
logically, and analyze their meanings and reasons from different perspectives.
Additionally, it’s essential to grasp the forefront of cutting-edge science and
technology. With the rapid progress in information science, self-study time
has increased to understand the components and directions of research.
Self-study can involve reading numerous papers, but it can be hard to
extract important information from a vast amount of data for one’s research.
This process can be inefficient, and it’s particularly challenging for novice
researchers to identify crucial information due to lack of experience. Hence,
providing novice researchers with a top-down grand-design — from a broad
perspective to in-depth exploration to guide their research direction is a
significant issue. To adopt top-down grand-design into research survey for
novice researchers, this study is committed to establishing a research survey
assistant interface, which ranges from a broader bird-eyes view to a deeper
longitudinal & cross-sectional insight, to help novice researchers comprehend
and explore research topics more logically. This system is divided into five
main parts, ranging from data construction to interface development:
Phase 1 - Object Recognition from Scientific Document based on
Compartment & Text Blocks Refinement Framework (CTBR) for infras-
tructure data generation: With the rapid development of the internet in
the past decade, it has become increasingly important to extract valuable
information from vast resources efficiently, which is crucial for establishing
a comprehensive digital ecosystem, particularly in the context of research
surveys and comprehension. The foundation of these tasks focuses on
accurate extraction and deep mining of data from scientific documents, which
are essential for building a robust data infrastructure. However, parsing
raw data or extracting data from complex scientific documents have been
ongoing challenges. Current data extraction methods for scientific documents
typically use rule-based (RB) or machine learning (ML) approaches. How-
ever, using rule-based methods can incur high coding costs for articles with
intricate typesetting. Conversely, relying solely on machine learning methods
necessitates annotation work for complex content types within the scientific



document, which can be costly. Additionally, the data infrastructure in the
subsequent phase development stage requires body text of high purity and
low noise with clear divisions of the paper’s internal elements. However, we’ve
found that popular datasets like S20rc and Unarzriv sometimes intertwine
images and tables within the body-text, causing discontinuity. This impurity
could hinder the accuracy of subsequent semantic text analysis used for
implementing research survey expression. From the perspective of analyzing
the standard layout and typesetting used in the specified publication, we
propose a new document layout analysis framework called CTBR. First, we
conduct an in-depth exploration and classification based on the meanings
of text blocks. Next, we utilize the results of text block classification to
implement object recognition within scientific documents based on rule-
based compartment segmentation. The object recognition results will be
automatically incorporated to build the high-purity infrastructure data as
the input of further processing.

Phase 2 - Fish-bone diagram of research issue: Gain a bird-eyes view
on a specific research topic: Novice researchers often face difficulties in
understanding a multitude of academic papers and grasping the fundamentals
of a new research field. Existing keyword-based knowledge graphs make it
difficult for researchers to deeply understand abstract concepts. Meanwhile,
novice researchers may find it difficult to use ChatGPT effectively for research
surveys due to their limited understanding of the research field. Without the
ability to ask proficient questions that align with key concepts, obtaining
desired and accurate answers from this large language model (LLM) could
be inefficient. This subsystem aims to help novice researchers by providing a
fish-bone diagram that includes causal relationships, offering an overview of
the research topic. The diagram is constructed using the issue ontology from
academic papers, and it offers a broad, highly generalized perspective of the
research field, based on relevance and logical factors. This logical factor is
established for novice researchers to navigate research topics, which expresses
the route research topic — task — issue ontology — corresponding articles,
serves as the foundation for in-depth data mining in a bird-eyes view survey.
The issue ontology and these corresponding article nodes from fish-bone
diagram will be imported as foundational information into the subsequent
phases of research insight survey.

Phase 3 - Hierarchical Tree-structured Knowledge Graph for Academic
Insight Survey: Depending solely on the fish-bone diagram in phase 2 makes
it challenging for researchers to track changes and patterns over a specific
period across multiple articles. Novice researchers, especially those without
training in longitudinal perspective research—which tracks multiple relevant
research branches over time and space. This lack of longitudinal insight

II



often hinders their ability to quickly grasp logical connections within relevant
research tasks and discover new insights in a short time. One way to provide
intuitive assistance to novice researchers is by offering relevant knowledge
graphs (KG) and recommending related academic papers. However, existing
navigation knowledge graphs mainly rely on keywords or meta information
in the research field to guide researchers, which makes it difficult to clearly
present the hierarchical relationships, such as inheritance and relevance
between multiple related papers. Moreover, most recommendation systems
for academic papers simply rely on high text similarity, confusing researchers
as to why a particular article is recommended. They may lack the grasp of
important information about the insight connection between ‘Issue resolved’
and ‘Issue finding’ that they hope to obtain. Hence, this subsystem aims
to support research insight surveys for novice researchers by establishing
a hierarchical tree-structured knowledge graph that reflects the inheritance
insight and the relevance insight among multiple academic papers on specific
research topics to address these issues.

Phase 4 - A Viewpoints Refinement diff-table System for Cross-
sectional Insight Surveys In a Research Task : Relying solely on phase 3’s lon-
gitudinal insight can make it difficult to identify similarities and differences
among multiple articles. Therefore, we propose cross-sectional insight survey,
aims to identify differences between groups, helping researchers understand
various situations at certain time. This survey style outlines the fundamental
attributes of the research task and the difference under these attributes. The
advantage of this method is that the indicators are typically unified based on
experts’ consensus. However, the current knowledge graphs and automatic
summarization systems used in research insight surveys seldom highlight
the similarities and differences among multiple papers based on agreed-upon
expert features. This can make it challenging for beginner researchers to un-
derstand the logical connections between research concepts. Therefore, this
subsystem focuses on improving the extraction of differences among multiple
articles related to the same task. This process expands the relevance tree
knowledge through the conduct of Cross-sectional Insight Surveys. It offers
a concise diff-table output format, tailored from the viewpoints of expert
consensus. This subsystem aims to generating abstractive summarization
based on the viewpoints of expert consensus and showing the differences
under these consensuses. We created templates to embed these viewpoints
in prompt description. These templates are used to generate an abstractive
summarization for each cell in the diff-table.

Phase 5 - Research Survey Supporting Interface: To enable researchers to
understand survey logistics better and acquire more intuitive survey element
prompts, we will incorporate the knowledge graph outputs from Phases 2-4
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into a UI display, making it more engaging and easier to navigate through
the vast array of information. Moreover, this interface will offer users the
unique opportunity to explore and traverse through different survey paths to
empower users to discover and choose the research direction that aligns best
with their interests, objectives, and the scope of their work. Presenting the
survey overview interface to novice researchers can leave a strong impression
about the research topic, contributing to the creation of a ’learn how to learn’
module. It’s expected to become a significant research support tool for the
upcoming generation of graduate students.

Keywords: Top-down, Research survey, Infrastructure data, Academic
articles, Automatic summarization, Knowledge graph, Bird-eyes view, Lon-
gitudinal insight, Cross-sectional insight, Interface.
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Chapter 1

Introduction

1.1 Introductory remarks

A decade ago, the traditional research survey method was an extensive
and time-consuming process. Researchers had to read numerous academic
articles meticulously, mining their content to identify key research points and
establish a comprehensive understanding of the field [74].

To build a foundation, researchers typically attended lectures to acquire
background knowledge in their chosen domain [1]. Armed with this un-
derstanding, they would then use search engines to delve deeper, gathering
in-depth knowledge [2-4]. This process allowed them to discern current
trends and identify promising research directions that aligned with both their
interests and the field’s needs.

In recent years, academic research has undergone a significant transfor-
mation. The rapid development of digital libraries has created vast datasets,
catalyzing the advancement of machine learning technologies [5]. These
technologies now enable researchers to access professional knowledge more
efficiently than ever before. Building upon these machine learning modules,
powerful tools have been emerging that promise to revolutionize the research
survey process. These include automatic summarization systems that distill
key information from large volumes of text, paper recommendation engines
that suggest relevant literature based on a researcher’s interests, and sophisti-
cated knowledge graph systems that visualize complex relationships between
different concepts and studies [6-8].

The convergence of these technologies opens up exciting possibilities
for conducting research surveys with unprecedented efficiency and depth.
Researchers can now navigate vast bodies of literature more effectively,
identify emerging trends more quickly, and gain insights that might have
been overlooked using traditional methods [9]. This technological evolution
isn’t just changing how we conduct research surveys—it’s expanding the
boundaries of what’s possible in academic inquiry.

However, tailoring the length of summaries, the scope of recommended



papers, and the volume of information in knowledge graphs to match users’
needs remains challenging. This often results in a mismatch between
the output and the user’s specific requirements. When novice researchers
enter a new field, they often struggle to navigate through large volumes
of summarized data to find specific information they need. The challenge
lies in striking a delicate balance: How to provide novice researchers with
a comprehensive overview while also offering specific, in-depth investigation
details and directions based on broader abstract concepts.

At this stage, novice researchers often need assist in organizing knowl-
edge in a suitable survey format. Efficiently structuring information from
extensive domain content is crucial work during survey process [10]. Domain
knowledge typically progresses from broad, abstract concepts to specific,
concrete examples. Capturing this hierarchical knowledge structure and
presenting it visually in an intuitive manner poses a significant trend for
next-generation research tools [11]. This hierarchical approach to knowledge
organization enhances comprehension and aids in identifying research gaps
and potential areas for innovation. By arranging information from general
to specific, researchers can more effectively navigate complex topics, connect
different direction of study, and uncover unexplored trend within their
field [12]. Therefore, providing novice researchers with a visualization tool
that supports top-down hierarchical surveys will enable them to emulate
the expert’s approach to learning. This will not only encourage novice
researchers to conduct research surveys more efficiently but also stimulate
their motivation to engage in the survey process.

1.2 Contrasting Survey Approaches: Novice
Researchers vs. Research Experts

Master’s and PhD students, who can be categorized as novice researchers in
the field of computer science, often possess fragmented knowledge and prac-
tical experience with algorithms from their school course. They frequently
encounter difficulties when initiating new research topics due to their lack of
comprehensive research training and limited practical engineering experience.
This combination of theoretical knowledge and practical gaps can create
challenges in applying their learning to novel research contexts. During
their research process, these novice researchers typically engage with various
digital resources. They access digital libraries to read academic papers and
essays or explore projects on platforms like GitHub and Hugging Face, and
utilize search engines to find relevant information based on their existing



background knowledge [13]. Their goal is to discover research insights that
align with their interests and expertise. However, the rapid advancement
of information technology has led to an exponential growth in the number
of research papers and projects available online. This information explosion
makes it increasingly challenging for novice researchers to identify the specific
information they seek within the vast digital libraries at their disposal [14].

The difficulty in finding desired information is further compounded by
the novice researchers’ limited project experience. They often struggle to
break down their survey objectives into manageable tasks, which hinders
their ability to approach the information they seek through a series of smaller,
more achievable goals. In traditional academic settings, supervisors or ex-
perts would provide guidance by recommending specific papers and research
directions to students. However, in the post-COVID-19 era, the availability
of expert resources has become more limited [15]. The shift towards remote
work and independent study has made self-directed learning an essential skill
for these novice researchers to develop and refine. Even novice researchers
with strong engineering skills may achieve quick interim results through their
habitual bottom-up approach, tackling tasks one by one. However, only rely
on bottom-up method [16] often leads to a lack of comprehensive under-
standing of the entire research field. By focusing excessively on engineering
details and neglecting the overall research direction, they risk reinventing the
wheel—their hard-earned achievements may have already been addressed by
previous work. Consequently, even highly capable master’s and doctoral
students struggle to complete the entire research process independently.
Therefore, supervisors need to invest time in guiding these students on how to
conduct effective research surveys to help them find research originality [17].
One of the key strengths of experienced researchers is their ability to break
down a broad research direction into multiple smaller, manageable objectives.
This skill stems from their extensive domain knowledge and expertise. Even
when venturing into an unfamiliar research field, these experts can leverage
their experience gained from repeatedly managing diverse research projects.
As a result, they have developed their own systematic approach to conducting
research surveys. For instance, research experts possess the ability to identify
the most opportune moments to gain a comprehensive bird eyes view of
a research domain. They then establish a general framework of research
branches, starting from broad, abstract concepts. From there, they delve
deeper, exploring and constructing a detailed research route that reflects
specific research issues. This methodical approach enables them to efficiently
locate and analyze the most relevant papers for their study. This top-
down approach to research surveys provides experienced researchers with a
significant advantage. It enhances their ability to quickly decompose complex



tasks into more manageable components. Consequently, they can rapidly
familiarize themselves with the key research points in new domains, allowing
for more efficient and effective exploration of unfamiliar research territories.
This skill is particularly valuable in today’s fast-paced academic environment,
where the ability to quickly adapt to new research domain is increasingly
important.

1.3 After the boom of generative Al

After the COVID-19 pandemic, ChatGPT and its derivative paper reading
assistance tools have gained widespread adoption [18]. These tools enable
researchers to quickly locate and extract necessary information from lit-
erature through conversational interactions. Concurrently, the flourishing
development of digital libraries has significantly enhanced the capabilities
of generative Artificial Intelligence (AI), drawing from large-scale paper
datasets like S2orc [21]. These AT systems, powered by constantly updated,
massive back-end datasets, are becoming increasingly sophisticated.

The advancements in generative AI for paper understanding have had
far-reaching impacts. Primarily, they can produce high-quality summaries
of single or multiple papers, dramatically improving researchers’ efficiency
in reading and comprehending academic papers [19]. For experts in a
particular field, the flexible use of these tools can significantly amplify their
productivity [20]. However, when it comes to supporting research surveys for
novice researchers, existing Al-assisted tools still face several limitations:

1. As mentioned in Section 1.2, novice researchers often lack compre-
hensive domain knowledge, making it challenging for them to formu-
late suitable questions when using generative Al tools like ChatGPT
[22,23]. Their limited familiarity with domain-specific terminology and
insufficient research training hinder their ability to identify key research
points across multiple relevant papers [24]. This difficulty manifests in
several ways. Novice researchers struggle to grasp the overall landscape
of multiple papers within a domain, making it harder for them to con-
duct top-down explorations of research branches, investigate longitu-
dinal research directions, or analyze cross-sectional commonalities and
differences. In contrast, expert researchers, having a solid grasp of these
research elements and extensive training, can skillfully navigate these
aspects. While it may be unrealistic to expect novice researchers to
quickly become familiar with these advanced strategies like an expert,
we can provide them with a template that mimics how research experts
approach problems, thereby enhancing the educational value of existing
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generative AI. This template could offer step-by-step guidance for
conducting a top-down survey, providing relevant summary information
at each stage to stimulate their curiosity and enhance their exploration
process. Most existing generative tools focus on single functions such
as reading comprehension or question answering. However, tools that
offer top-down level assistance—mimicking the approach of expert
researchers as described earlier—have yet to be developed.

. Asking ChatGPT via chat-box to obtain domain knowledge and re-
search trends can potentially lead to answers that are inconsistent with
facts [25]. This is because current large language models like ChatGPT
lack specific research training experience [24]. Consequently, the data
retrieved from the underlying dataset may not fall within the scope of
the question, resulting in generated answers that deviate from factual
accuracy [26]. Such inaccurate and potentially hollow research guidance
can negatively impact a novice researcher’s survey process. Therefore,
it becomes crucial to carefully control the range of text input into
the Large Language Models (LLM) and set appropriate prompts to
guide the LLM’s output effectively. Moreover, the limitations of these
AT tools extend beyond just factual accuracy. They may struggle to
provide the nuanced, context-specific insights that are often crucial
in academic research. The AI’s responses might lack the depth and
critical analysis that comes from years of hands-on research experience.
This can be particularly problematic for novice researchers who may
not yet have developed the skills to critically evaluate and contextualize
the information they receive.

. Existing generative Al tools primarily produce text-based summaries,
lacking logical aids to enhance comprehension [27]. This limitation
hinders novice researchers’ ability to grasp the hierarchical structure
of summarized information. When dealing with summaries of mul-
tiple articles, purely textual summaries can become unwieldy and
fail to visually represent the interconnections and logical relationships
between different papers. As a result, novice researchers often lose
interest in engaging deeply with text-based summaries. In this case,
a comprehensive route approach is needed that from broad, abstract
concepts to detailed text summaries, inspiring novice researchers to
analyze underlying reasons and gain deeper insights.



1.4 Reseach Objectives

With the emergence of ChatGPT, generative Al is revolutionizing the way
early-stage researchers are educated. Based on this social background,
considering the challenges novice researchers conducting extensive paper
survey in new research fields, we formulate the following research question:

Main-RQ: How to effectively summarize large amount of articles within
a research topic, from general concepts to specific details, to provide novice
researchers with appropriate top-down research route?

— Objective: This dissertation draws inspiration from the top-down
research approach of senior research experts, aiming to develop a ‘top-down’
research survey assistant interface for novice researchers.

Specifically, this interface is characterized by a hierarchical structure that
progresses from macro to micro: from fish-bone diagrams presenting broad
abstract overviews, to more specific visualization forms such as relevance
tree and diff-tables format. This visualization method can help novice
researchers effectively capture key information in the research field within a
short time, and connect these knowledge points to build their own knowledge
system. Constructing such a comprehensive knowledge framework of the
research field helps them to be more targeted when reading related papers
subsequently, while also enabling them to ask more reasonable questions
when using ChatGPT, thereby completing the early stages of the research
survey effectively.

1.5 Dissertation outline

The structure of this dissertation is as follows:

Chapter 2 provides a comprehensive introduction to the research do-
mains that have a significant influence on Top-down research surveys. This
chapter delves into the various fields and sub-fields that contribute to the
development and implementation of these survey methodologies.

Chapter 3 defines the requirements for the research survey assistant
interface, presents the system design blueprint based on these definitions,
and outlines the Front-end UI design and back-end data flow.

Chapter 4 provides a detailed introduction to the scheme for generat-
ing infrastructure data using the CTBR framework, forming the system’s
underlying data.



Chapter 5 introduces the first subsystem, the Fish-bone diagram for
bird-eyes view. Built on the papers’ issue ontology, this summary type is
characterized by high integration, conciseness, and relative abstraction.

Chapter 6 details the second subsystem: the relevance-tree for longi-
tudinal insight view. Building on the bird-eyes view, it delves deeper into
abstract concepts at the individual paper level. This subsystem establishes
a relevance-tree to illustrate connections between similar papers, effectively
concretizing abstract summaries from a longitudinal perspective.

Chapter 7 presents the third subsystem, the Diff-table for cross-sectional
insight view. Building on the relevance-tree, it further concretizes the
longitudinal view cross-sectionally, exploring commonalities and differences
within multiple papers.

Chapter 8 outlines the experimental design, methodology, and analysis
for evaluating the research survey assistant interface. This subjective as-
sessment specifically targets novice researchers, aiming to gauge the tool’s
effectiveness in supporting their research endeavors.

Chapter 9 summarizes the existing work in the field, analyzing the
current state of research. It then discusses potential future directions and
expansions that build on our achievements. This chapter consolidates our
findings and offers insights into extending our work to address emerging
challenges and opportunities in the domain.



Chapter 2
Literature review

In the field of Natural Language Processing (NLP), researchers often need to
analyze large-scale text data for further development. This process requires
efficient collection of substantial amounts of low-noise text. Once gathered,
the data undergoes further processing—including extraction, classification,
summarization, and visualization for practical applications. Existing work
supporting research surveys from academic papers includes broad abstract
knowledge graphs, content-tailored paper recommendation systems, infor-
mation retrieval tools, and detailed paper summaries. Modern generative
Al-based tools frequently combine several of these modules. Section 2.2 -
2.6 explain the strengths and weaknesses of these existing works in research
surveys to establish the direction of this dissertation.

2.1 Objective detection from academic article

Automatic collection of academic papers is essential for building a robust
infrastructure for the survey content. Data mining technology is crucial for
building the infrastructure data for research articles. With the advancements
in text analysis tools for scientific documents, various techniques have been
developed, such as extractive automatic summarization, abstract automatic
summarization, and visualization slide generation using natural language
processing [28]. In order to carry out the task mentioned above, data
extraction techniques are essential to classify and identify information in the
scientific document into various categories [29]. Document layout analysis
(DLA) aims to detect and annotate the physical structure of documents
[30]. However, parsing the structure and analyzing the content of scientific
documents can be a complex and intricate task. Scientific documents often
have irregular layout and the typesetting styles differ depending on the
publication [31]. As a result, there is a tendency to extract fragmented data
when attempting to retrieve internal information from scientific documents.
For instance, the continuity of the main narrative within a file may be
disrupted in mid-sentence caused from the reading order of individual text,



as well as interruptions such as figure titles, footnotes, and headers [32]. To
address the aforementioned problem, rule-based conditional branching and
regular expressions are commonly used to process text, involving parsing
sentences and identifying keywords [31]. However, their ability to handle
the complex structure used in scientific documents could be improved.
This is because scientific documents often contain numerous patterns and
irregularities that make them difficult to recognize by traditional algorithms.
In order to tackle this problem, researchers have explored the machine
learning algorithms, which are more flexible and able to learn based on the
presented data. By adopting machine learning methods, it becomes possible
to take into account the specific patterns in scientific documents, thereby
enhancing the accuracy and effectiveness of automatic text processing [33].
However, scientific documents may have varying fonts and typesetting, which
require more complex vectorization and annotation methods to increase
generality. Formulating these intricate techniques can be a time-consuming
and costly endeavor [78]. Sections 2.1.1 - 2.1.3 will provide a summary of
representative research in DLA highlighting their strengths and limitations.

2.1.1 Existing research on layout analysis of scientific
document PDFs

Cheng et al. present a two-stream multi-modal Vision Grid Transformer for
document layout analysis, which directly models 2D token-level and segment-
level semantic understanding [34]. Lopez et al. developed GROBID, which
extracts the bibliographical data corresponding to the header information
(title, authors, abstract, etc.) and to each reference (title, authors, journal
title, issue, number, etc.) [35].

2.1.2 Recognition of figures and tables in scientific ar-
ticle PDF's

Clark et al. developed PDFFigures 2.0, which extracts figures, tables, and
captions from computer science articles in PDF format. The algorithm
analyzes the structure of individual pages by detecting captions, graphical
elements, and chunks of body-text and then locates figures and tables by
reasoning about the empty regions within that text [36]. Frerebeau et al.
provided Tabula, a web-based system that extracts tables from untagged
PDF documents. It uses customizable heuristics to detect tables and
reconstruct cell structure based on text and ruling lines in the PDF [37].



2.1.3 Recognition of figures and tables in images of
various formats

Smock et al. created PubTables-1M, a new dataset for table extraction
from scientific articles. It has almost one million tables, detailed headers,
and location information for table structures. PubTables-1M also supports
multiple input modalities and is useful for many modeling approaches. Their
transformer-based object detection models trained on PubTables-1M produce
excellent results for detection, structure recognition, and functional analysis
without any special customization [38]. Paliwal et.al built a novel end-to-end
deep learning model for both table detection and structure recognition. The
model exploits the interdependence between the table detection and table
structure recognition to segment the table and column regions [39].

2.1.4 Position of CTBR for infrastructure data building

The Table 2.1 presents a summary of the previous research and their
limitations on data extraction for scientific documents. Previous studies have
faced difficulty in accurately distinguishing text blocks within figures and
tables. This study aims to address these limitations by refining text blocks
using different features, including position, size, line and column spacing,
font type, and font size. By considering these features and compartment
segmentation, we can enhance the ability to distinguish various objects within
scientific documents. The precise identification of figures, tables, and body
text using CTBR enables us to create a more refined local dataset of research
papers

2.2 Research survey through academic knowl-
edge graph

Novice researchers need to comprehensively understand the knowledge
overview in their field to break down research tasks through research surveys.
The development of knowledge (KG) can benefit for novice researchers in
efficiently comprehending and exploring research topics. As previous studies
on the KG generated from academic papers, Xu et al. constructed a PubMed
knowledge graph that includes meta information such as bio-entities and
authors [40] and Martha et al. proposed the Tree of Science (ToS), which
recommends articles based on their position in the graph of citation [41].
However, for novice researchers, relying solely on meta or citation information
is insufficient to provide enough information about the research content in
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that field to gain the overview concept map of the research branch. Deeper
data mining from the academic paper is still required to refine the academic
knowledge graph, which may provide high-quality guidance for the research
survey. The knowledge graphs that involve internal information of academic
papers include Chan et al. proposed representation ontology for a four-space
integrated KG (background, objectives, solutions, and findings) using NLP
technology, as well as Tu et al. proposed Semantic Knowledge Graph (SKG)
that integrates semantic concepts to represent the corpus [42] [43]. They both
classify the content of papers into entity concepts and associated research key-
points in their knowledge graphs. However, the association paths of complex
concept maps can be cumbersome, making it difficult for novice researchers to
accurately locate academic papers in a specific research direction, which may
result in limited insight into the research branch. Thus, extracting insightful
content from the paper is crucial to guide researchers in conducting effective
surveys. Moreover, integrating cited material from the contribution text can
enhance the summarization by covering multiple papers, such as Chen et al.
propose the task of citation relation classification based on the contributions
of cited papers to improve the summarization system for scientific papers [44].
These works commonly summarize the part of contribution and related text
that provide a road-map for the research survey. However, focusing solely on
the contribution may ignore the source of research motivation — what gaps in
previous studies prompted the author’s contribution? Furthermore, covering
the entire research topic comprehensively through the part of contribution
alone is insufficient, which makes it difficult to understand the research
overview. Conversely, previous research that generates a knowledge graph
may better support understanding the research overview, such as Chan et
al. proposed a representation ontology for an integrated four-space keyword
based Knowledge Graph (background, objectives, solutions, and findings)
using Natural Language Processing technology. However, the ‘abstract’ of the
paper provides insufficient information to understand the detailed research
issue fully. For instance, the part of ‘abstract’ seldom underscores the element
of improvement from previous research, making it difficult to reflect the clue
of author’s motivation. Duan et al. generated summarization of the devel-
opment of the research field over nearly a decade based on keywords, which
played a key role for novice researchers to grasp the direction of the research
field [45]. However, the keyword-based knowledge graph might be too vague
for novice researchers to understand the inherent logical connections among
multiple academic papers. Zhang et al. present a heterogeneous network
literature recommendation method based on the domain knowledge graph
and hotspot information composition [46]. However, relying solely on hotspot
information is insufficient to delve into the historical issues remaining in the
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research domain and whether these issues have been resolved or not.

2.3 Research survey through paper recom-
mendation

As online information grows exponentially, recommender systems play a
crucial role in mitigating information overload [47]. Similarly, novice re-
searchers need to efficiently select relevant papers from the vast pool of
online information in their field through comprehensive research surveys.
Thus, Recommender systems have become a key tool for personalized content
filtering in education [48]. In academic world, inspiring new directions and
understanding state-of-the-art approaches are important aspects of research
survey assistance [49]. Following this, paper recommendation systems are
now widely used to identify specific papers within a given field based on
particular requirements [51]. Pinedo et al. introduced ArZiGo, a Web-based
scientific paper recommendation system. It utilizes the Semantic Scholar
Open Research Corpus, a growing multidisciplinary literature database,
to provide users with personalized paper suggestions [50]. This approach
provides personalized paper recommendations based on user characteristics,
which requires users to share some personal information. However, two
shortcomings of this method: It requires users to disclose personal data
and does not offer a comprehensive overview that would help users identify
their preferred research directions. Chaudhuri et al. identifies four key
features for representing research articles: keyword diversity, text complex-
ity, citation trends, and scientific quality. These features aim to enhance
recommendation variety, match papers to readers’ comprehension levels,
assess relevance over time, and evaluate overall quality [52]. However, the
absence of a similarity metric between recommended papers prevents novice
researchers from understanding internal connections among these papers.
Such connections might represent expert consensus in the field or highlight
similar research issues across multiple studies. Consequently, it is crucial
to present users with a global perspective that highlights both the relevance
among the selected papers in a fine-grained conditions, thereby inspiring their
exploratory instincts.
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2.4 Research survey through information re-
trieval

On the other hand, Information Retrieval (IR) plays a crucial role in
helping users explore the information they consider important, similar to the
internet browsing and question-answer systems [53]. Musaev et al. improve
the efficiency of searching for scientific and educational resources using Al
techniques within the intelligent information system SMART TUIT [54].
However, the SMART TUIT subsystem’s synergistic effects fail to connect
clues based on the characteristics of a specific domain’s paper. Moreover,
its information processing steps are excessively complex, potentially causing
retrieved information to stray from the research field’s main focus. Sharma
et al. presented a novel hybrid semantic indexing approach for unstructured
text documents, combining machine learning techniques with domain ontol-
ogy [55]. However, relying solely on domain ontology fails to adequately
capture the intricate connections between deep-layer issue ontology in aca-
demic papers. This limitation hinders researchers from effectively identifying
commonalities and differences among papers through research issue in a given
field, making it difficult to discern distinctions differences in multiple papers
with similar research objectives. Consequently, it becomes challenging to
quickly uncover new research findings based on these differences.

2.5 Research survey through automatic sum-
marization

Automatic summarization is one method that can be used to achieve this,
as it provides a concise output to make it easier for novice researchers to
understand the research content quickly. However, recently, most automatic
summarization or knowledge graph support systems have tended to favor
longitudinal surveys. For example, they track developments from ancient
times to now, identify shifts in user interests and capture their evolution
through time [56-58] or excavate the inheritance relationship of the paper
itself [59]. The summary generated in this way may not include consensus
views from the research field, making it difficult to compare differences
among multiple articles with a similar research task. Furthermore, knowledge
graphs such as [40, 46, 60], consisting of academic papers with numerous
articles, are primarily made up of citation relationships and keywords in
that research field. The representation of these summary may often be high-
dimensional, which may overwhelm novice researchers due to the complexity
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in understanding the knowledge logic.

On the other hand, the method that embeds viewpoints, such as empha-
sizing the context of ‘contribution’ or ‘limitation’ of the article, provides
insight into the research direction [61-64]. However, it is not easy to
discern the main purpose of the research paper solely from the content
of the contribution context, because it is impossible to derive additional
comparative viewpoints to highlight differences among multiple papers from
that purpose.

2.6 Exist AI tools for research survey

The advent of large language models (LLM) like Chatgpt have opened up
new possibilities for utilizing these extensive data sources in NLP tasks,
including question-answering systems and automatic summarization for aca-
demic papers. This advancement enables researchers to conduct research
surveys more efficiently using research tools and resources, such as ChatPDF
and SciSpace, which have been developed based on ChatGPT and specifically
tailored for academic papers understanding [65]. Among these:

e QA with paper: Several existing tools focus on understanding indi-
vidual papers. For example, ChatPDF' [66] and Chat-Paper? offer user
interfaces that enable researchers to interact directly with academic
papers for concise summarization. This approach particularly benefits
researchers who might struggle to efficiently parse dense academic
texts. Skarlinski et al. developed PaperQA2, an AI system that
outperforms human experts in scientific research tasks. The system
excels in answering questions from single scientific literature, creating
more accurate summaries than Wikipedia, and identifying contradic-
tions across scientific papers at scale [67,68]. Paper(QQA2 has nearly
perfected summarization for individual papers, producing summaries
that closely mirror human thought patterns. However, to obtain
refined summaries, novice researchers must engage in iterative question-
answering interactions with PaperQQA2. This process is difficult for
them because they lack the upstream knowledge frameworks necessary
to formulate effective questions quickly.

e Question-answering literature search tools: SciSpace® and Elicit*
[69] enables literature searches using query-related keywords. Results

BwWw N =
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can be sorted by title, abstract, PDF availability, year, and citations. It
also offers tabular displays of research findings and methods, facilitating
cross-sectional paper comparisons using Al-powered literature survey
tools. Consensus® is a tool that aids initial literature searches in new
fields. Meta-analyses and systematic reviews provide concise research
overviews, offering a quick grasp of the field. These sources not
only present relevant content from multiple papers but also synthe-
size findings into comprehensive summaries, enabling researchers to
efficiently understand the research insight. However, LLMs often lack
specialized research training and refined prompts tailored to academic
contexts. Moreover, the input text range is not optimally adapted for
specific research perspectives. Consequently, LLM outputs frequently
include extraneous or irrelevant information that does not align with
the desired research focus. This lead to overly verbose summaries that
are challenging for researchers to efficiently process and identify key-
points.

Research mapping tool: Research mapping tool visualizes citation
networks, referenced works, and similar publications as a network dia-
gram of nodes and edges, facilitating in-depth longitudinal exploration
across multiple research papers. ResearchRabbit® [70] and Connected
Papers” ® excels in visualizing connections between research papers
and authors. Its network-style graph illustrates citation relationships
and co-authorship patterns, enabling users to easily trace research
developments and identify influential works. Litmaps® [71] is a mapping
tool that uses ‘Discover to find related literature from multiple sources.
It suggests papers with citation and reference relationships, as well as
related works, and allows users to check abstracts within the Litmaps
interface. However, these tools often lack sophisticated metrics for
calculating similarity between papers and fail to provide visualizations
based on such metrics. Furthermore, they don’t offer explanations
for the connections between nodes. Without clear descriptions of
paper relationships and concise summaries, novice researchers may
struggle to grasp the broader context and evolution of research topics.
This limitation hinders researchers’ ability to develop a comprehensive
understanding of the subject. Consequently, novice researchers find it
challenging to conduct in-depth longitudinal explorations and create
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their own comprehensive survey conceptual maps. Moreover, these
tools still require users to employ advanced keywords to retrieve rele-
vant articles. Novice researchers, lacking domain-specific knowledge,
often struggle to use appropriate technical terms when formulating
questions. This type of uninformed search, without proper guidance,
leads to inefficient longitudinal explorations of a research topic.

Table 2.2 compares the research survey-related functionalities between
existing Al research tools and our Research Survey Assistant Interface.

2.7 Position of our research survey assistant
interface:

Unlike previous research with its limited and isolated functional systems,
our research survey assistant interface aims to establish a comprehensive and
continuous support system. Following a top-down approach, it progresses
from abstract concepts to in-depth summaries of specific papers. This design
plays a crucial role in supporting novice researchers during the early stages
of their work, offering a seamless transition from broad overviews to detailed
analyses. Table 2.3 summarizes the limitations of existing research and tools
for supporting research surveys, and we summarizes the research questions
and solutions this study proposes to address these shortcomings:

1. How to provide novice researchers with a hierarchical bird’s-eye view
that reflects the causal-effect in a research topic?
— We develop a new type of the fish-bone diagram, generated by
internal issue ontology of academic papers function on reflecting logical
guide chain of topic — task — issue ontology is established for novice
researchers to navigate research topics.

2. How to help researchers gain effective insights by identifying connec-

tions between the evolution and relevance across multiple research
papers?
— We create a tree-structured knowledge graph for Academic insights
survey from multiple academic papers on a specific research topic, func-
tion on expanding the citation inheritance and relevance associations
based on academic issue ontology.

3. How to aid novice researchers in identifying similarities and differences

in the research task through cross-comparison?
— We develop a system that assists researchers in the cross-sectional
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research insight survey through abstractive summarization in a viewpoints-

embedded diff-table format.

. How to effectively summarize large amount of articles within a research
topic, from general concepts to specific details, to provide novice
researchers with appropriate top-down research route?

— We develop a top-down research survey assistant interface for
novice researchers. Our system provides layered, logically structured
survey support, ranging from broad, abstract fish-bone summaries
to in-depth, detailed diff-table summaries, providing a hierarchical,
comprehensive overview among large amount of papers.
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Chapter 3

Methodology

3.1 Definition in Top-down Survey

A top-down research survey is a methodical approach to conducting research
investigations through multiple papers in a specific research field. It begins
with a broad overview of a topic and gradually narrows down to specific
details as a survey route. This approach forms the foundation of our survey
assistant interface. Here, the top-down survey process is shown in Figure
3.1. In this section, we introduce the definition and key components of the
top-down research survey method.

3.1.1 Research topic and Research task

A research topic is derived from keywords related to a specific research field
and serves as a focal point for academic inquiry within a particular domain
of study. It often emerges from the intersection of multiple concepts or areas
of interest, providing rich ground for investigation and analysis. Multiple
research tasks emerge within a research topic, each representing a distinct
aspect of the broader subject. As researchers delve into these tasks, they
uncover diverse research directions—pathways of inquiry that lead to new
discoveries, theories, or applications in the field.

3.1.2 Issue ontology

Ontology represents aspects of the world through defined classes of ’entities’
and their relationships. Used in various fields, they provide clarity, consis-
tency, and data linkage. Ontology shows promise for revolutionizing study
descriptions, findings, and theory expression [72,73]. To link the relationships
between academic issues across multiple academic papers, we defined an
ontology with academic issues as its foundation, establishing data linkage
in the research topic. The specific definition is as follows:
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In academic papers, certain key elements provide insight into the author’s
reasoning and thought process. These elements reveal how the author
discovers problems, investigates them, and contemplates solutions. This can
be regarded as the writing clues of the article. The related sentences that
appear throughout the papers make up the clues, which are crucial for readers
to grasp the bird-eyes view of the research topic. These critical sentences
encompass the concept of ‘issue ontology’. Issues embody various debates
within the academic world. Some of these have been resolved, some have
been identified but remain unresolved, and others still require optimization
and improvement.

By analyzing the relationships and logical connections between issue
ontology across multiple papers, we can offer valuable assistance to novice
researchers. This approach helps them construct a more systematic and
structured knowledge base within specific research topics while also guiding
them towards potential research directions. Understanding the connections
between issues in various literature enables researchers to gain a clearer
overview of the research field, identify key problems and research gaps,
and receive crucial guidance for positioning their own research and selecting
appropriate directions.

3.1.3 Viewpoint

Viewpoints in research refer to the established and widely accepted research
methodologies and perspectives within a specific academic domain. These
viewpoints represent a collective understanding that has evolved over time,
from the initial stages of the research area to its current state, culminating
in a cohesive and unified perspective [74]. This consensus among experts
forms the foundation upon which most scholarly works in the field are built,
providing a common framework for analysis and discussion.

The majority of academic papers within a given research domain are
structured around these specific viewpoints, reflecting the shared understand-
ing and methodological approaches of the field. These viewpoints serve as
guiding principles, shaping the way research questions are formulated, data
is collected and analyzed, and conclusions are drawn. They provide a lens
through which researchers examine and interpret phenomena within their
domain of study.
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3.2 System requirement : Top-down view of
survey

Regarding the research questions we mentioned in Chapter 1 : How
to effectively summarize large amount of articles within a research topic,
from general concepts to specific details, to provide novice researchers with
appropriate top-down research pathways?

— We develop a top-down research survey assistant interface for novice re-
searchers. Our system provides layered, logically structured survey support,
ranging from broad, abstract fish-bone summaries to in-depth, detailed diff-
table summaries, providing a hierarchical, comprehensive overview among
large amount of papers. The research survey assistant interface is divided
into four main parts to form the System requirement

3.2.1 Bird-eyes view survey

RQ-subl: How to provide novice researchers with a hierarchical bird-eyes
view that reflects the causal-effect overview in a research topic?

— We develop a new type of the fish-bone diagram, generated by
internal issue ontology of academic papers function on reflecting logical guide
chain of topic — task — issue ontology is established for novice researchers
to navigate research topics.

Just as birds overlook a city’s intricate layout from above, taking in
skyscrapers, open spaces, mountains, and lakes, a similar panoramic view
benefits novice researchers starting their academic exploration. By providing
a comprehensive, high-level view of the research landscape that help them
easily grasp the logic and connections within research topic. This broad
overview illuminates the context of their research topic and reveals the
driving forces behind various research directions in that domain.

This methodology is positioned at the top level of the research survey
assistant interface, offering a comprehensive overview of the research topics
and their associated directions.

3.2.2 Longitudinal insight view survey

RQ-sub2: How to help researchers gain effective insights by identifying
connections between the evolution and relevance across multiple research

24



papers?

— We create a tree-structured knowledge graph for Academic longitudi-
nal insights survey from multiple academic papers on a specific research topic,
function on expanding the citation inheritance and relevance associations
based on academic issue ontology.

Longitudinal survey is a research approach that allows for in-depth
cause-and-effect comparisons across multiple papers. This method enables
researchers to meticulously track changes, identify emerging patterns, and
observe evolving trends within a specific research task over an extended
period. By examining a series of studies conducted at different points in
time, researchers can gain valuable insights into the progression of ideas,
methodologies, and findings within their direction of interest. This approach
is particularly useful for understanding how research questions, hypotheses,
and providing a comprehensive view of the research task’s evolution. For
example, they track developments from ancient times to now, identify shifts
in user interests and capture their changes through time [75] or excavate
the inheritance and relevance relationship of the paper itself [59]. This
methodology is positioned at the medium level of the research survey
assistant interface, situated beneath the bird-eyes view survey. It offers
a comprehensive insight into research tasks, revealing their relevance and
evolution over time.

3.2.3 Cross-sectional insight view

RQ-sub3: How to aid novice researchers in identifying similarities and
differences in the research task through cross-comparison?

— We develop a system that assists researchers in the cross-sectional
research insight survey through abstractive summarization in a viewpoints-

embedded diff-table format.

The Longitudinal insight view tracks the evolution of research paths
over time, focusing on paper-based longitudinal expansion that follows the
temporal development of research tasks. In contrast, the Cross-sectional view
facilitates intuitive comparisons of multiple papers within a research task,
using common criteria specific to the research domain. Cross-sectional study
aims to identify differences between groups, helping researchers understand
various situations at certain time [76]. In this study, we expand our focus
to a Cross-sectional Insight Survey on research tasks. This survey style

25



outlines the fundamental attributes of the research task and expresses the
difference under these attributes. The advantage of this method is that the
indicators are typically unified based on experts’ consensus. Deep-mining this
consensus, some commonalities and differences could be discovered in each
article. This approach of identifying differences through consensus offers
researchers a perspective for in-depth analysis of research topics and key
information. This methodology occupies the bottom level of the research
survey assistant interface, positioned beneath the longitudinal insight view
survey. It provides a comprehensive analysis of multiple papers, highlighting
their commonalities and differences.

3.3 System Overview

Our designed interface encompasses the entire process from fundamental
infrastructure data construction to visual summarization presentation. Based
on the background presented in Chapter 1 - 2 and the system requirements
outlined in Section 3.2, we divide the Research Survey Assistant interface
into four distinct components. The following outline provides a clear overview
of each integral element contributing to our system’s functionality and
effectiveness:

3.3.1 Infrastructure data building

With the rapid development of the internet in the past decade, it has become
increasingly important to extract valuable information from vast resources
efficiently, which is crucial for establishing a comprehensive digital ecosystem,
particularly in the context of research surveys and comprehension. The
foundation of these tasks focuses on accurate extraction and deep mining
of data from scientific documents, which are essential for building a robust
data infrastructure. However, parsing raw data or extracting data from
complex scientific documents have been ongoing challenges. Current data
extraction methods for scientific documents typically use rule-based (RB) or
machine learning (ML) approaches. However, using rule-based methods can
incur high coding costs for articles with intricate typesetting. Conversely,
relying solely on machine learning methods necessitates annotation work
for complex content types within the scientific document, which can be
costly. Additionally, few studies have thoroughly defined and explored the
hierarchical layout within scientific documents. The lack of a comprehensive
definition of the internal structure and elements of the documents indirectly
impacts the accuracy of text classification and object recognition tasks. From
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the perspective of analyzing the standard layout and typesetting used in the
specified publication, we propose a new document layout analysis framework
called Compartment & Text Blocks Refinement (CTBR). Firstly, we define
scientific documents into hierarchical divisions: base domain, compartment,
and text blocks. Next, we conduct an in-depth exploration and classification
of the meanings of text blocks. Finally, we utilize the results of text block
classification to implement object recognition within scientific documents
based on rule-based compartment segmentation.

3.3.2 Subsystem 1 - Fish-bone for bird-eyes view

Novice researchers often face difficulties in understanding a multitude of
academic papers and grasping the fundamentals of a new research field.
To solve such problems, the knowledge graph supporting research survey
is gradually being developed. Existing keyword-based knowledge graphs
make it difficult for researchers to deeply understand abstract concepts.
Meanwhile, novice researchers may find it difficult to use ChatGPT effectively
for research surveys due to their limited understanding of the research field.
Without the ability to ask proficient questions that align with key concepts,
obtaining desired and accurate answers from this large language model
(LLM ) could be inefficient. This study aims to help novice researchers by
providing a fish-bone diagram that includes causal relationships, offering an
overview of the research topic. The diagram is constructed using the issue
ontology from academic papers, and it offers a broad, highly generalized
perspective of the research field, based on relevance and logical factors.
Furthermore, we evaluate the strengths and improvable points of the fish-
bone diagram derived from this study’s development pattern, emphasizing
its potential as a viable tool for supporting research survey.

3.3.3 Subsystem 2 - Relevance for longitudinal insight
view

Research surveys have always posed a challenge for novice researchers who
lack research training. These researchers struggle to understand the direc-
tions within their research topic and the discovery of new research findings
within a short time. One way to provide intuitive assistance to novice
researchers is by offering relevant knowledge graphs (K G) and recommending
related academic papers. However, existing navigation knowledge graphs
mainly rely on keywords or meta information in the research field to guide
researchers, which makes it difficult to clearly present the hierarchical rela-
tionships, such as inheritance and relevance between multiple related papers.
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Moreover, most recommendation systems for academic papers simply rely
on high text similarity, confusing researchers as to why a particular article
is recommended. They may lack the grasp of important information about
the insight connection between ‘Issue resolved’ and ‘Issue finding’ that they
hope to obtain. This study aims to support research insight surveys for
novice researchers by establishing a hierarchical tree-structured knowledge
graph that reflects the inheritance insight and the relevance insight among
multiple academic papers on specific research topics to address these issues.

3.3.4 Subsystem 3 - Diff-table for cross-sectional insight
view

In the flourishing era of information science, effective comprehension, ob-
servation, and insight from various academic papers are crucial skills for
researchers. However, this can be challenging for beginners without enough
research training. The current knowledge graphs and automatic summariza-
tion systems used in research insight surveys rarely highlight the similarities
and differences among multiple papers based on agreed-upon expert fea-
tures. This can make novice researchers difficult to understand the logical
connections between research concepts. Therefore, this study is committed
to assisting researchers in conducting Cross-sectional Insight Survey. It offers
a concise diff-table output format, tailored from the perspective of expert
consensus. This study aims to generating abstractive summarization based
on the viewpoints of expert consensus and showing the differences under these
consensus. The final output is in the form of a concise diff-table to assist
researchers in conducting Cross-sectional Insight Survey. Our evaluation
demonstrates that our generated diff-table outperforms the baseline in
terms of BERTScore and conciseness.

3.4 System Design

The Figure 3.2 illustrates the overall design blueprint of the Research
Survey Assistant. The explanation is as follows:

e On the top layer: The top-down survey begins with a comprehensive
bird-eyes view, offering condensed abstracts of over 100 papers in a
fish-bone structure. This structure comprises nodes and edges that
illustrate hierarchical and causal relationships. Each node contains a
concise summary of fewer than 10 key phrases. The fish-bone’s overall
summary is derived from the issue ontology found in the papers’ intro-
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duction sections, created through issue clustering, classification, and
prompt-engineering. Sentences containing issue ontology are extracted
from the infrastructure data by extracting section information and their
corresponding paragraphs.

In the middle layer: Building on the direction provided by the
bird-eyes view, the Longitudinal insight view offers condensed insight
summaries from over 10 papers, presented as an Insight knowledge-tree.
This tree comprises paper nodes connected by edges that summarize
issue relevance between nodes. Each node and edge summary consists
of sentences highlighting insights from Resolved and Finding issues in
specific research papers. The Insight knowledge-tree’s paper summaries
stem from the issue ontology found in the papers’ ’conclusion’ and
limitation’” sections, created through Issue classification and prompt-
engineering techniques. Sentences containing issue ontology are ex-
tracted from the infrastructure data using section information and their
associated paragraphs.

At the bottom layer: As an extension on the Longitudinal insight
view, the Cross-sectional insight view offers a diff-table visualization for
novice researchers seeking in-depth exploration of internal articles. This
approach generates concrete summaries that reflect expert consensus
viewpoints on the research topic. The Diff-table’s paper summaries are
derived from the full text of each paper. The process involves keyword-
based extractive summarization to pinpoint relevant paragraphs, fol-
lowed by prompt-engineering to create abstractive summaries.
Resource: The views are generated using data derived from the
secondary development of infrastructure data built by CTBR and
S2orc. Figure 3.4 provides a detailed description of this data-flow.

3.4.1 Front-end

To provide novice researchers with easily understandable multiple views
for top-down survey logic and enable the system’s back-end to generate
corresponding view content based on user interactions, we designed a set
of interaction logic between the front-end, user, and back-end. This design
is illustrated in the Figure 3.3. The user experience begins with viewing
a initial fish-bone diagram of a specific research topic. This diagram
illustrates the research tasks within the topic and summarizes the research
issues for each task. The process then unfolds as follows:

1. User Interaction (US1): The user read the fish-bone diagram

and selects a task and its corresponding research issues for in-depth
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exploration.

2. Back-end Processing (SS1): The system detects the user’s US1
action and initiates SS1 operation. It retrieves relevant research papers
and abstracts for longitudinal insight processing.

3. Front-end Display: The system generates and displays a longitudinal
insight tree to the user.

4. User Interaction (US2): The user studies this knowledge tree,
identifies multiple papers for further investigation, and clicks on these
papers to initiate US2 operation.

5. Back-end Processing (SS2): Upon detecting the user’s US2 action,
the system executes SS2 operation. It conducts cross-sectional insight
processing on the user-specified papers.

6. Front-end Display: The system generates and presents a diff-table
to the user.

7. In-depth Analysis: The user can now engage in comprehensive
reading and analysis of multiple papers, facilitated by the structured
information provided in the diff-table.

This multi-step process enables users to progressively deepen their un-
derstanding of the research topic, moving from a broad overview to detailed
Cross-paper comparisons.

3.4.2 Back-end

To implement the comprehensive top-down survey assistance process, the
back-end requires a series of complex data flow processing steps based on in-
frastructure data. These include task clustering, issue classification, keyword
scanning, and prompt engineering to generate corresponding summaries.
Performing these processes synchronously with the front-end UI operations
would cause significant delays due to the massive computational load. To
address this, we preload and store processed data from the Fish-bone view
and summaries generated for each paper in the research topic in the back-end
before executing the interface. During system operation, it only needs to filter
the back-end data according to user operations using appropriate algorithms,
then display it in the front-end. This approach ensures a smoother user
experience with minimal UI response time. The detailed back-end data
logic is illustrated in the Figure 3.4. Chapter 5 - 7 will provide detailed
descriptions of the work-flows for SS0, SS1, and SS2.
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Chapter 4

Infrastructure data building

4.1 Motivation

This chapter introduces the method of building infrastructure data for the
survey assist interface. We need to extract and identify the body text within
research paper PDFs, along with the paragraphs and their corresponding
section titles, to construct layered infrastructure data that only carries
linguistic information. However, identifying this linguistic information in
actual paper PDFs is still challenging. Existing datasets, such as S2orc [21]
and Unarziv [77], sometimes contain information from figures, tables, and
formulas. This leads to noise in the continuous paragraphs and causes
inconsistencies in the sentences within the data. The issue arises because
non-linguistic information often appears between paragraphs of linguistic
information in articles. If these special objects in the papers aren’t clearly
distinguished, the generated infrastructure data will be impure. This im-
purity negatively impacts subsequent processes such as sentence analysis
carrying issue ontology, summary generation, and summary visualization.
The remaining problems of previous work and our corresponding solutions
are shown in Table 4.1. Thus, we are dedicated to create a framework
for document layout analysis using text block and compartment analysis to
refine document layout to generate a cleaner infrastructure data.

4.2 Methodology-Definition

4.2.1 Overview

We are dedicated to create a framework for document layout analysis using
text block and compartment analysis [79]. Our approach utilizes rule-
based algorithms to process text within identifiable text blocks to implement
rough compartment segmentation. Additionally, we employ machine learning
models for multi-modal text block classification. Furthermore, by combining
the classification result with rough compartment segmentation, we use a so-
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Table 4.1: Remaining Problems & Our Solution

Remaining Problems Our Solution

When text with features similar to We analyze the characteristics of the
body-text appears inside a figure text in figures/tables, vectorize and

or table, it becomes difficult to classify them in order to distinguish

distinguish the figure or table region.  them from the body-text.

Large-scale pre-training data may
not yield good object recognition
results in specific scientific
document formatting.

To achieve better object recognition results,
we utilize small-scale data specifically
formatted for scientific documents.

To further reduce misclassification

in machine learning, we incorporate
rule-based methods to create sophisticated
compartment segmentation.

Sometimes, machine learning methods
may incorrectly identify simple
elements in a document

phisticated compartment refinement algorithm to achieve object recognition.
Our framework consists of three stages, as illustrated in Figure 4.1.

e The first stage is preprocessing, which provides detailed instructions
on parsing PDFs and extracting information from text blocks from
scientific documents.

e The second stage involves text block classification, using a combination
of rule-based methods to identify single-modal text blocks and machine
learning to classify complex text blocks.

e The third stage focuses on the algorithm of compartment segmentation
and object recognition for figures and tables based on the results of text
block classification in the second stage.

4.2.2 Internal Environment of scientific document

To gain a deeper understanding of document layout, it is important to
define the Internal Environment in the document for developing a simulation
model, similar to urban planning or apartment room layout design. In this
study, we categorize the internal structure of scientific documents into three
levels. In this section, we provide specific definitions for the base domains,
compartments, and text blocks within the context of scientific documents, as
well as the roles they play in our overall system. The intuitive hierarchical
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Figure 4.1: Overview

structure is shown in Figure 4.2.

e 1. The first level consists of base domains that form the overall
structure, such as basic information domain (the region before the
‘chapter 1 in paper’ included title, author information, mail address,
abstract.etc.), Its function is to provide readers about the meta infor-
mation of this article and a general understanding. Comparable to the
entrance area inside a house, when you step into the entrance area of a
house, you may see the overall style and structure of the house, such as
the color scheme, the general layout of the rooms, and the decorative
style. This will give you a rough impression of the house.

e 2. The second level further subdivides each base domain into compart-
ments, representing the different functions they serve. For instance,
a model diagram can provide readers with an overview of research
methods, helping them organize their thoughts and injecting energy
into their understanding of the documents. Comparable to the dining
compartment , which provide people with the necessary energy for their
daily lives that promote engagement in more activities within the house.

e 3. The third level comprises text block within the compartments, which
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Figure 4.2: Internal Environment of scientific document

are the components that make up the compartments. Each text block
also has specific functions that contribute to the overall function of
the compartment. For instance, in a table, some text blocks contain
data of accuracy rate that gives readers an intuitive expression to help
them understand the intended purpose of the table as conveyed by the
author. Comparable to the furniture in the dining compartment, such
as dining tables, chairs, and wine cabinets, these furniture items are
physical objects that we use in our dining process. They provide us a

more tangible experience of the dining scene.

4.2.2.1 Text block in scientific document

The text block is a collection of different character strings. Just like authors
organize scientific documents, they often group strings that express specific
contents for formatting purposes. When these strings are closely arranged,
they tend to form groups. Some text blocks feature single-modal expressions
that convey singular and easily processed information, such as figure titles,
table titles and section titles. These can be classified using rule-based and
regular expression methods. However, rule-based methods do not easily
understand some text blocks, particularly those embedded in figures/tables
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and separated from the body-text. These multi-modal text blocks appearing
in tables may represent measurements of experimental evaluation criteria,
while those appearing in figures may describe components of research mod-
ules. These text blocks serve different purposes than similar-looking text
blocks in the body-text. In this study, we aim to use machine learning
methods for feature recognition of multi-modal text blocks. The types of
text blocks are summarized in Table 4.2. To enable machines to analyze
text blocks containing multi-modal information, we categorized the usage
of text blocks in scientific documents that carry multi-modal information
into three categories: Body-text, Supplementary information, and Accessory
information [78]. Their definitions are shown in Table 4.3.

Table 4.2: Type & characteristics of Object

Object Type Reason Method
Section . e Continuity of section numbers
Title Obvious e Specific fgnts for section titles RB

. The format of Tab/Fig titles is
Tquﬂ'Fzg Obvious | generally consisten{ Wihin the RB
Title . .

same academic publication.

Body-Text | Unobvious | Discontinuous data ML
Figure Unobvious | Irregular text block included ML
Table Unobvious | Irregular text block included ML
Page_Num | Unobvious | Similar text block in tables ML
Footnote Unobvious | Similar text block in body-text ML

Table 4.3: Type of text block

Type Disciption
Body-text Sentence group in body of article
Figure and Table regions,
Figure and Table titles
Equations, Algorithms, Sections title
Page number, Footnote,
Running title, Meta information

Supplementary
information

Accessory information

4.2.3 Definition of Compartment

This study defines a compartment in scientific documents as a group of
multiple text blocks. A sample of the compartment is shown as Figure
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== [VAE Variant Paralex QQP| MSCOCO
——— B T b B HRQ-VAE (oracle) 34.85] 33.01 26.07
g [23  [me provae (ours No initialisation scaling| —3.06| —2.48 —3.02
g @ a e TR No hierarchy —8.84| —12.72 —3.10
% B' — - H :ﬁQr'VKE 493 184 19.04
s | No head dropout —0.62| —0.74 —0.81
E bo| ] Post-hoc k-means —3.30| —5.35 —2.83
L
S
o

Table 6: Changes in iBLEU score for a range of abla-
tions from our full model. All components lead to an
Figure 4: Results of our human evaluation. Although| [improvement in paraphrase quality across datasets.

the VAE baseline is the best at preserving sentence
meaning, it is the worst at introducing variation to the
output. HRQ-VAE offers the best balance between dis- books jointly with the encoder/decoder leads to
similarity and meaning preservation, and is more fluent| @ stronger model, by first training a model with
than both Separator and Latent BoW. a continuous Gaussian bottleneck (instead of the]
HRQ-VAE); then, we recursively apply k-means
- clustering (Lloyd, 1982), with the clustering at each
well the paraphrase reflected the meaning of the level taking place over the residual error from all

origir‘lal; and the fluency of the paraphrase (see Ap- levels so far, analogous to HRQ-VAE. The results
pendix B). We evaluated a total of 300 sentences

sampled equally from each of the three evaluation
datasets, and collected 3 ratings for each sample

Meaning Dissimilarity Fluency|

of these ablations shown in Table 6 indicate that our
approach leads to improvements over all datasets.

Figure 4.3: Figure & Table Compartment: Sample article [81].

4.3. These compartments provide a richer information combination than a
single text block. For instance, when we see a figure in an article, we need to
integrate the relationships between different parts of the figure to understand
them fully. In this case, the figure region can be viewed as a compartment,
where the information of different parts is often presented through text blocks
or graphic elements. Therefore, accurately segmenting and recognizing the
content inside compartments and the information they convey is crucial for
improving machine perception of the document layout. In Section 4.4, we
explain in detail how to utilize the results of text block classification for
object detection based on a compartment segmentation algorithm.

4.3 Methodology-implementation

4.3.1 Phasel:Preprocessing

4.3.1.1 Text block extraction

After 2000s, the PDF format gradually gained popularity in academic
publishing. Simultaneously, pre-print servers storing PDF-formatted papers
emerged, accelerating the dissemination of research results [80]. In recent
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Figure 4.4: Unstructured page layout: Sample article [97].

years, PDF has become the near-universal format for scientific document.
As a fundamental element of our CTBR framework - Text blocks, we
first need to perform text block extraction based on obtaining the text
grouping, line spacing, and column spacing in scientific pdf documents. This
process can be automated by using the external library pymupdf [82] [78] in
Python. By analyzing the underlying structure of scientific documents, such
as line and column spacing, certain characteristics can be used to divide
the text of a PDF file into multiple text groups. These text groups are
distributed independently. We extract their bounding boxes to form our
fundamental element - text blocks that contain specific content such as body-
text, table headers, axis scales .etc. The combination results of text blocks
compose the unstructured page layout, as depicted in Figure 4.4. The
Page.get_text( “blocks”) method of pymupdf can be adopted to extract the
text blocks from each page [82].

4.3.1.2 Accompanying information extraction from text block

When using pymupdf to extract text blocks, we can also obtain the accom-
panying text’s information, such as font type, size, style [82]. Providing this
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information can assist the machine clearly determine the types of information
within the text blocks, makes it possible to optimize the extraction process
and improve the accuracy of extracting specific features to execute text block
classification . For example, the font size can be used to identify main sections
of the document or differentiate between headings and body text. This assists
us in setting boundaries for our subsequent compartment segmentation work,
resulting in easily obtainable and low-noise output [78]. The accompanying
information extracted in this study is shown in Table 4.4.

4.3.2 Phase 2-1: Rule-based Implementation for simple
text block element

4.3.2.1 Base domain segmentation

We defined the Basic Information Domain, Body Domain, Reference Domain,
and Appendix Domain as the fundamental domains. The subsequent work of
this research specifically focuses on the Body Domain [78]. We utilize regular
expressions and text accompanying information within the text blocks to
perform compartment segmentation. The segmentation method is illustrated
in Table 4.5.

4.3.2.2 Single-modal text block recognition

This study focuses on processing scientific documents that have specific
section numbers assigned. There are two types of section titles: main-section
and sub-section. Table 4.6 shows each matching method using regular
expression. The font characteristics(font type and font size) of the text are
also utilized to distinguish similar patterns in the body-text. Figure and
table titles use a similar recognition method, as shown in Table 4.6.

4.3.3 Phase 2-2: Classification for complex text block
element

In contrast to the processing method described in the previous section for
single-modal text blocks, effectively classifying the information contained in
multi-modal text blocks is challenging using rule-based algorithms. This
is because the conditions required for rule-based processing are complex,
making it difficult to capture individual cases. In this study, the difference
and definitions of multi-modal text block and single-modal text block are
shown in Figure 4.5. This chapter extracts features from multi-modal
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Table 4.6: Regular expression for single-modal text block recognition in 60th
ACL Annual Meeting format

Element Regular expression

Main section title | ~[0-91{1,2}\s*[\.],].*$

Sub section title | ~[0-91{1,2}(\.[0-91{1,2}){1,4}\s+.*$

Figure title “[FIf][I1i][Glg] [Ulul [RIx] [Ele]\s*\d+\s*: .*$
Table title “[TIt] [Alal [BIb] [LI1] [Ele]\d+\s*:.x$

text blocks and encodes them to address the issue of classifying multi-
modal information. The SVM classifier in machine learning is then used
to recognize these feature patterns for comprehensive classification.

Single-modal Text Block :

Text block’s i Detect Result
e » Text block of Figure title
the string in the Text block.

o The type of information that can be easily
determined based on the characteristics of

Text block’s
Coordinate

Multi-modal Text Block :

Text block’s
Strings Result

o The types of information in text Judgment
|—> e Text block in figure region

blocks can be difficult to
determine based solely on the

characteristics of the string. ae]):_ttblock’s
ite space

o Text block in table region
¢ Text block in body-text

Text block
Block size

A

Figure 4.5: multi-modal text block and single-modal text block

4.3.3.1 Encoder template

To classify multi-modal text blocks into three categories (body-text, supple-
mentary, accessory) using machine learning, we encode features for the text
blocks into vectors and input them into the machine learning model. An
encoder template is constructed based on accompanying text’s information
explained in Section 4.3.1.2, which directly processes the input of PDF
documents to obtain the vectors representation in specific layout of scientific
document. According to the characteristics of the arrangement of various
objects on the pages of academic publications, as well as the intrinsic
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structural features of objects, we decide nine vector components are combined
to form a vector that represents the characteristics of text blocks. Each
component of the vector is designed to incorporate the characteristics of
corresponding text block. Specifically, the layout position of the text block
on the page is determined by four components: left, right, top, and bottom
positions. The size characteristics of the text block are represented by
two components: width and height. The font type and font size are two
components that characterize the text within the text block. Lastly, the
characteristic of text density, when combined with the size of the text block
and internal text features, represents the density of the text block structure.
The encoding approach for each component is as follows [78]:

1-2, Left _Position and Right _Position: In the case of a body-text
block that is often justified alignment, the goal is to accurately determine
the starting position of each block and identify common characteristics of the
bounding box. Specifically, we define the left /right-aligned as a boundary line
, calculate the difference between the left /right coordinates of each block and
the boundary coordinate.

Block_coordinate e ri|Right)

COde(left|right) = (41)

Boundary_coordinate re i right)

3-4, Top_Position and Bottom Position:  Footnote, page num-
ber and running title information is typically are typically located at the
top(header), bottom, or corners of a page. Therefore, it is necessary to
encode the text block of the footnote, page number, and running title to
differentiate it from other content based on their positions on the page. The
encoding method is the same as the one described in left /right Position but
switches from left/right to top/bottom.

Block_coordinate ;op|pottom)

COde(t0p|bottom) - (42)

Boundary-coordinate iop|ottom)

By utilizing the encoding of top/bottom position, in conjunction with
the left /right coordinates of the text block and font characteristics, we can
enhance the recognizably of footnotes, page numbers, and running title
information.

5-6, Width_Length and Height Length: While the blocks of body-
text are distributed more regularly, it is necessary to catch the width and
height characteristics of the blocks to recognize the supplement information
blocks, as they are always irregularly distributed in figure/table region.
Therefore, in a document, set the largest width or height as the standard.
Then, perform a division of the width/height of each block accordingly and
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encode it.

Block_size(widh|height)

Code(width|height) = (4.3)

Maz_size(widqth|height)

7, Font_Type(ft): In most cases, the font used for the body-text has
the highest occurrence in scientific documents. Therefore, according to the
font acquisition method in Section 4.3.1.2, all text blocks could be scanned
to calculate the total number of characters for each font. The font type that
appears most frequently is then identified as the body-text font. Next, the
most frequently appearing font in each block is calculated, and if it is the
body-text font, encoded as ’1’. Otherwise, it is encoded as ’0’.

Bodyfont = Index_of {Maz{}_ ft1,....>  ftN}} (4.4)

| 1 (Body_font)
Codes = { 0 (Others) (4.5)

8, Font_Size(fs): First, we can determine the corresponding font size
for the body-text based on its font type, and then set it to the standard font
size, which is the most commonly used font size in a scientific document.
Next, identify the most prevalent font size in each text block and assign it
as the font size for that block. Lastly, calculate the ratio of each text block’s
font size to the standard font size and encode it. In equation (4.6 - 4.8), fss
means font size in that text block.

Bodyss = Index_of {Maz{>_ fs1,....>  fsN}} (4.6)

Blockss = Index_of {Max{)_ fss1,...>_ fesN}} (4.7)
Block ¢

Codess = B;cjy;; (4.8)

9, Density of text block: In contrast to the basic characteristics of a
text block mentioned earlier, we propose the concept of a higher-dimensional
feature of text block density. This feature is defined as the ratio of the
occupied area of text within a text block to the size of the text block. A larger
ratio indicates a smaller blank area within the text block. Typically, body-
text containing intensive text arrangement has a small occupied area of blank
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space. On the other hand, text blocks corresponding to table information
tend to have a larger blank area due to the presence of spaces and empty
lines. Therefore, we calculate the text block density using equation (4.9
- 4.11), which combines several characteristics mentioned in the previous
section to determine the category of a text block.

A text_block Shioc
Codeqensiny — rea of text_bloc _ block (4.9)
Area of text occupy — Lengthiey: * Codeys
Shioek = Width of Block;.. *x Height of Block;.. (4.10)
Lengthe.; = Count of text in block (4.11)

4.3.3.2 Annotation & Classifier for text block

To enable the machine to recognize the types of information mentioned in
Section 4.2.2.1 for each text block, we follow a process of encoding and
vectorizing the text blocks. These text blocks, which contain multi-modal
information, are manually annotated by humans. By combining the vectors
of the constructed text blocks, we create a dataset for text block classification
[78]. This dataset has short annotation time, easy judgment, and high
accuracy. An example of the labels can be seen in Figure 4.6. A researcher
from computer science can annotated 10 PDF documents for multi-modal
text block element, following the object description in Table 4.2 - 4.3 and
Figure 4.4, in just 45 minutes. The single-modal text block element are
automatically annotated using the rule-based method detailed in Section
4.3.2. The training dataset for multi-modal text block classification is
constructed by combining the vectors of the text blocks with the correspond-
ing human annotations. Next, we use a Support Vector Machine (SVM)
classifier to classify the type of text blocks. We chose the SVM classifier for
the following reasons: SVM is a highly accurate classifier in machine learning
that maximizes the margin to improve classification accuracy for unknown
data [84]. In addition, The SVM classifier’s margin and tolerance range
setting are adaptable and versatile for scientific documents with complex
structures, such as special cases of text blocks in figures with the same font
and size as the body-text [78]. Setting margins and tolerances enables us to
distinguish prominent characteristics of text blocks while minimizing over-
fitting as much as possible. Hence, we firmly believe that SVM can achieve
high-precision classification on our small-scale dataset due to these features.
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of the Dialog:

xample). I represents the I-th block in the Dialog-aware Interaction Module. F(-) denotes the multimodal fusion
module. The GI_OP represents the output of the ¢-th utterance from the Global Interaction of Dialog-aware
Interaction Module. Similarly, the LI_O, IeSI_O, and IaSI_O represent the output of the Local Interaction,
Inter-Speaker Interaction and Intra-Speaker Interaction respectively.

(MDI) framework (taking one round as an|

able 4: Speaker/Age/Gender Distributions of MED)
626
Male: 328 Female: 298
Child: 34 Young: 295 Mid: 223 Old: 7-

[EMOCAP and k = 0.49 in MSP-IMPROV]

B.4 Dataset Statistics|

[Table 2 presents several basic statistics of the:
IMPED dataset. It contains 990 dialogues, 9,082
turns, 24,449 utterances derived from 56 different
[TV series (about 500 episodes), which ensures the
scale and diversity of the dataset. We adopt the:
[T'V-independent data split manner in order to avoid:
lany TV-dependent bias, which means there is no
overlap of TV series across training, validation, and
testing sets. The basic statistics are similar across

|gory is similar across train/val/test sets. As shown
iin Table 4, there are in total 626 different speak-
lers in M3ED with balanced gender distribution|
l/Among all the speakers, young and middle-aged:
|speakers account for more than 80%.

4 Proposed Framework

IA dialogue can be defined as a sequence of ut-
terances D = {utty, utty, ..., uttx }, where N is
the number of Each
f textual (), acoustic (a) and visual (v) modali-
ties. We denote u{![a,v,[] as the utterance-level
ffeature of utterance utt; from speaker A with the
textual, acoustic and visual modality respectively.|
[The task aims to predict the emotional state for
feach utterance in the dialogue based on all existing
Figure 2 i our Multi

nsist:

these three data splits. There are rich
linteractions phenomena in the M3ED, for exam-|
ple, 5,396 and 2,696 inter-turn emotion-shift and:
femotion-inertia scenarios respectively, and 2,879
fand 10,891 intra-turn emotion-shift and emotion-
iinertia scenarios. The emotion shift and emotion in-{
ertia are two important factors in dialogues, which
are challenging and worthy of exploration (Poria
et al., 2019a). As shown in the table, 89% of utter-{
ances are assigned with one emotion label, and 11%
lof utterances are assigned with blended emotions®|
Table 3 presents the single emotion distribution

statistics. The distribution of each emotion cate-|

imodal Dialog Interaction (MDI) frame-
ork, which contains three main modules: 1)
Multimodal Fusion module aims to generate the

level from dif

ferent modaliti 2) Diale
imodule aims to model the interactions in the di{
alogue; 3) Interaction Fusion and Cle
imodule fuses the different interaction information
ffrom the outputs of the Dialog-aware Interaction
imodule, and then makes the emotional state predic-
tion based on the fused interaction information.

Multimodal Fusion Module: Based on the

dality-specific feature from dif-

[ 3The top 5 most frequent blended emotions are:

fear&sad

fferent modalities, we apply early fusion of these
imodalities features to produce the multimodal fea-{

ure tation: u = concat(u[a], ufv], u[l]).

Accessory

Figure 4.6: Human annotation for text blocks [83].
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4.3.4 Phase3 : Compartment Segmentation & Object
Recognition

Using the text block classification results from Phase 2, we aim to cluster
the classification results of text blocks into group levels for compartment
segmentation and object recognition. Initially, we use single-modal text
blocks such as section titles, figure titles, and table titles to establish the
boundaries (refer to Figure 4.7). The content between these single-modal
text blocks (for double-column layout documents, page break coordinates
need to be set) may represent a compartment containing body-text or a
compartment containing figures and tables. By combining the classification
results of multi-modal text blocks, we statistically determine the category of
the text blocks within this compartment and identify the type of object they
represented. Finally, we establish the correlation between figure/table titles
and their respective compartment based on their positions.

4.3.4.1 Boundary setting based on simple text block

We analogize the boundary lines in the document to doors or walls separating
independent rooms. These boundary lines divide the entire document into
several rough compartments. We determine the boundaries by considering
the position and order of simple text blocks in the document, as illustrated
in Figure 4.7.

e Typel: Figure & Table Title Crossing the Central Axis

If the text block area corresponding to the title of a figure or table crosses
the central axis of the document, the region of the figure/table will also cross
the central axis of the document.

e Type2: Figure & Table Title Not Crossing the Central Axis

Conversely, if the text block area corresponding to the title of a figure or
table does not cross the central axis of the document, then the region of the
figure or table will follow the dual-column layout.

4.3.4.2 Sophisticated Compartment Segmentation & Object recog-
nition

In this section, we utilize the classification results of the text blocks and the

position of the boundary to enhance the refinement of the rough compart-

ment. We begin by assigning sequential numbers to the rough compartment

and the boundary based on their arrangement in the document. Next, we
iterate through the sequence of appearance of the figure and table titles
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' Glove | 0.528 0.166 0.587 0.026 0.880 0.434 0.368 0.188 :
L BERT-Ave. | 0.421 0.021 0.857 0489 0.826 0.371 0270 0.034 N T c 1 .
. BERT-Mask | 0.430 0.022 0.551 0.001 0.587 0.001 0279 0.020 yp *
. LUKE | 0.590 0.281 0.794 0411 0831 0432 0434 0205 N
] DensePhrase | 0.603 0.172 0.936 0.657 0.716 0.293 0413 0214 . Comparthnt
" Phrase-BERT | 0.643 0.297 0918 0.617 0.916 0.575 0.452 0.241 N
: Ours w/o CCL | 0.704 0.464 0977 0.846 0.845 0439 0.509 0.287 M
' inetuning on Pre-trained UCTOPIC i '
]
: Ours w/ Class. | 0.703 0.458 0.972 0.827 0.738 0.323 0482 0.283 ]
. Ours w/ In-B. | 0.706 0.470 0.974 0.834 0.748 0.334 0.454 0.301 []
M Ours w/ Auto. | 0.717 0.492 0979 0.857 0.858 0.458 0402 0.282 ]
M UCTorpIC | 0.743 0.495 0981 0.865 0.942 0.661 0.521 0.314 []
................................................ a .
- : = k : Typel :
Table 1: Performance of entity clustering on four datasets from different domains. Class. represents using a
classifier on pseudo labels. Auto. represents Autoencoder. The best results among all methods are bolded and Bound
the best results of pre-trained representations are underlined. In-B. represents contrastive learning with in-batch le)
negatives.
When we compare different pre-trained represen- = Model | UCTopic | LUKE :
tations, we find that our method (Ours w/o CCL) : Metric | acc NMI | ACC NMI - ’I‘ypez .

outperforms the other baselines on three datasets :

Context+Mention | 0.44 0.29 0.39 021
except MIT-M. There are two reasons: (1) All :

015 028 010 Compartment

N N P . 0.3
words in MIT-M dataset are lower case which is : Mention | 0,y (48%) (-28%) (-52%) -
inconsistent with our pretraining dataset. The in- : 043 016 027 7 =
consistency between training and test causes per- : Contest ‘ (3%) (-44%) (-31%) (-67%) =
formance to decay. (2) Sentences from MIT-M are " ="rsssreesrrrrerormroimiosmiosmimsosmsoamsonns”
usually short (10.16 words in average) compared Table 2: Ablation study on the input of phrase instances T 2 R
to other datasets (e.g., 17.9 words in W-NUT2017). | of W-NUT 2017. UCTorIC here is pre-trained rep- ype<s :

resentations without CCL finetuning. Percentages in

brackets are changes compared to Context+Mention. Boundary

Hence, UCTOPIC can obtain limited contextual
information with short sentences. However, the
performance decay caused by the two reasons can
be eliminated by our CCL finetuning on datasets
since on MIT-M UCTOPIC achieves better results
(0.661 NMI) than Phrase-BERT (0.575 NMI) after
CCL.

to other finetuning methods, our CCL finetuning
consistently improves pre-trained phrase represen-
tations on different domains.

Context or Mentions. To investigate the source of

Figure 4.7: Boundary setting & compartment [98].

that correspond to the boundary. Based on this strategy, we can infer
the position and size of the compartments where the figures and tables are
located, following the rules outlined below. This approach enables more
precise compartment recognition.

1. If the boundary where the figure/table title is located is at the top
of the page (without any compartments appearing before it), the
compartment where the figure or table is located must be directly below
the boundary.

2. If the boundary where the figure/table title is located is at the bottom
of the page (without any compartments appearing after it), the com-
partment where the figure or table is located must be directly above
the boundary.

3. If the boundary where the figure/table title is located is in the middle
of the page (with compartments before and after it), we need to use the
text block classification results from the rough compartment, following
Equation (7.1 - 7.3), to infer whether the corresponding figure/table
region appears directly above or below. In Equation (7.1 - 7.3), S
means area.
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Above|Below = Area of label ' Supplementary’ Occupied — (7.1)

ock_label o upplementary
Sbl k_label ! Suppl /
(7.2)

Above|Below =

SCompartment
Above > Below , Above is Figure/Table region
Above < Below , Below is Figure/Table region

(7.3)

Compartment = {

4. Once the boundary-compartment correspondence is confirmed, other
boundaries cannot occupy the same compartment.

5. Since some compartments may contain additional information such as
body-text or footnotes, we need to use the text block classification
results for refining the rough compartment, following Equation (8.1 -
8.3) to further segment the figure & table region.

Bboxcompartment = (leftposa Tigh’tpo& uppos7 bOttompos ) (81)

Le ftpos| T0ppos = Minpesirop y_, Text block of 'supplementary’ (8.2)

Rightos| Bottomyp,s = Max gight|Bottom Y, Text block of 'supplementary’ (8.3)

6. Referring to the pdffigure2.0 method [36], if the width of the fig-
ure/table compartment is larger than the figure/table title, it is
determined as the figure/table compartment. If the block’s width
where the figure/table title is located is larger, resize the figure/table
compartment to match that width. The results of the Compartment
recognition samples are shown in Figure 4.8.

4.3.5 Applied processes and Usage areas of CTBR

In the previous sections, we detailed the development process of the CTBR.
framework. Its standout feature is the ability to achieve optimal object
recognition results with a small dataset for specific scientific document
typesetting. To adapt the CTBR for other typesetting, such as IEEE or
ACM, follow the steps outlined below based on Figure 4.9:

(1) Use the method in Section 4.3.1 to extract text blocks and their
corresponding accompanying information for raw-data preprocessing.

(2) To create vectors for the dataset that a computer can recognize, vectorize
each text block using the encoder-template provided in Section 4.3.3.1.
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(a)Unaligned layout and text block (b)Figure, Table region detection

Figure 4.8: (b)Sample of Object Detection: Sample article [85]

(3) According to Section 4.3.2, use the rule-based method to identify and
automatically annotate single-modal text block elements within the dataset.
In the cases such as Roman numeral chapter numbers or non-IMRaD type
articles [86], writing the corresponding regular expressions are requirement.
(4) Classify the multi-modal text block element using the human annotation
method and classifier detailed in Section 4.3.2.

(5) Refer to the Compartment segmentation algorithm described in Section
4.3.4, combining single-modal text block elements detected by rule-based
results and multi-modal text block elements identified via machine learning
results, to perform final object recognition.

4.4 Experiment

4.4.1 Scientific document collection in PDF format

We collected 768 articles in PDF format from the Proceedings of the 60th
Annual Meeting of the Association for Computational Linguistics to use as
our experimental data. We designed text block classification and two-stage
object recognition experiments to validate the effectiveness of the CTBR
model in 60th ACL Annual Meeting format.
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Preprocessing Encoder l
Object Recognition - Dataset of Text Block
Compartment segmentation
algorithm

Figure 4.9: Applied Processes

4.4.2 Experiment(1): Text block classification

To test the learning performance of our small data, we randomly selected 10
articles from 768 research articles to build a training module. We encoded
and annotated them with human input and constructed a dataset that took
approximately an hour to complete [78]. For the data split, 90% were set
as training data and 10% as validation data. The label distribution is
shown in Table 4.7. Through a process of grid search [87] [88], we have
determined the optimal training parameters for the SVM model, which
are presented in Table 4.8. These parameters were selected based on a
rigorous evaluation of various combinations of hyperparameters, including
the kernel type, regularization parameter, and degree of the polynomial
kernel. Our results demonstrate that these parameters significantly improve
the performance of the SVM model, resulting in more accurate and reliable
predictions.

Table 4.7: Details of training&validation dataset

Class Number of labels | Ratio
Body-text 514 33.9%
Supplement 894 58.9%
Accessory 109 7.2%
Total 1518 -
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Table 4.8: Details of SVM Parameter

Parameter | Value Description Degree
Th f isclassificati
o 100 ere are fewer misclassi cation Large
points in the decision area.
The decision boundary is
a simple decision boundary.
Rbf i It can represent a i

non-linear boundary.

Gamma 0.1 Small

4.4.2.1 Evaluation : Text block classification

The training and validation dataset were randomly processed in 100 exper-
iments to ensure the stability of the results. Each experiment was designed
to minimize the influence of random variations and present a more precise
depiction of the experiment outcome. Based on the experimental results
conducted 100 times, we calculated the average value and statistics for the
accuracy, precision, recall, and F1-score of each label, as presented in Table
4.9. We achieved an overall precision, recall and Fl-score of over 95% in
classifying types of text blocks. Additionally, we achieved an AUC-score [89]
close to 1, demonstrating a robust and effective classification model with an
excellent balance between sensitivity and specificity. These results provide
an acceptable basis for compartment segmentation in object recognition
experiments.

Table 4.9: SVM Result of validation data

Result All label | Body-text | Supplement | Accessory
Precision 0.974 0.935 0.987 0.938
Recall 0.954 0.980 0.952 0.991
F1-Score 0.963 0.957 0.964 0.963
AUC-Score 0.993 0.990 0.991 0.998

4.4.3 Experiment(2-1): Object Recognition for figure &
table - Global Sampling

We used 20 randomly selected articles in PDF format as test data from

remaining 758 documents(excluding the PDF' documents used to build the

training model) for object recognition. Initially, the sampling data in
Section 4.4.2 was used as input for the SVM classifier to build a training
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module. After obtaining the classification result, a comparison experiment
was conducted to verify the effectiveness of the Table and Figure recognition.
The comparison was made with previous studies, including VGT, Table
Transformer, Table net, Pdffigure 2.0, and Tabula.

4.4.3.1 Result

After finishing sophisticated compartment segmentation& processing, the
object recognition accuracy was obtained. The comparison experiment
results are shown in Table 4.10. We achieved competitive recognition results
for figures and tables in specific academic publications with only a small
amount of training data from 10 scientific documents.

4.4.4 Experiment(2-2): Object Recognition for figure &
table - Manually Selection

In the previous section, we randomly selected 20 documents for the first phase
of our global experiment. Some of these documents included pages with a
simple layout - a single figure or table positioned at the top. To ensure that
our model maintains a high recognition rate even with a complex page layout,
we manually extracted 30 pages from 758 PDF documents with consecutive
arrangements of figures/tables or the pattern of figures/tables within the
body-text. These pages of PDF were used for subsequent experiments and
analysis of error types. We selected high accuracy model in Table 4.10
- VGT, Table Transformer, and PDFfigure 2.0 as the comparison for our
second stage experiment.

4.4.4.1 Result

The experimental results in Table 4.11 show that for complex layout
pages, the CTBR framework has a competitive edge over table transformer
models in table recognition and a significant advantage over VGT in figure
recognition. It also performs well compared to pdffigure2.0, although in some
cases, the results are mixed with both wins and losses. We list the case study
for analysis in Section 4.4.4.2.

CTBR excels particularly in accurately distinguishing text within figure
regions from body-text. Moreover, with the refined rules implemented in
sophisticated compartment segmentation, it can more accurately handle cases
involving continuous figures/tables. As a result, it can correctly identify
the figure/table titles and their corresponding regions in 60th ACL Annual
Meeting format.
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Table 4.11:

Object recognition result — Manually Selection 30pages of

scientific document(Number of Figure: 39, Number of Table: 57)

Accepted | Accuracy | Accepted | Accuracy
Figure Figure Table Table
Our approach 36/39 0.923 55/57 0.965
VGT
(2023) 28/39 0.718 55/57 0.965
Table Transformer
(2022) - - 51/57 0.895
Pdffigure2.0
(2016) 36/39 0.923 54/57 0.947

4.4.4.2 Comparison

Eventually, we conduct an analysis with high-performance models - VGT,
Table Transformer (TATR), and PDFfigure 2.0.

e Compare with VGT: In the figure region, when there is information
that is highly similar to the body-text, as shown in Figure 4.10,
CTBR achieves more accurate recognition results in distinguishing
the textual blocks of supplementary information within the figure. This
is accomplished through the use of a sophisticated encoding template
and accurate classification. Furthermore, as depicted in Figure 4.11,
for side-by-side images, CTBR demonstrates excellent judgment re-
garding the relationship between the figure title and the corresponding
figure region, based on sophisticated compartment segmentation.

e Compare with Table Transformer: According to the experimental
results, we have achieved higher recognition accuracy than the ad-
vanced module Table Transformer regarding table region recognition.
As shown in Figure 4.11, our method demonstrated higher stability
than complex pattern matching involving continuous tables on a page
due to the clearly segmented boundary (table title).

e Compare with Pdffigure 2.0: The experiment showed that pdffig-
ure2.0 had trouble distinguishing between figure and body-text when
multiple consecutive text blocks were in the image. We improved
the accuracy of figure recognition by using font type and font size to
differentiate text blocks from body-text, as shown in Figure 4.13.
However, in some cases, pdffigure2.0 has better edge recognition for
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respectively for UAS and LAS.

scoring function

Dependency Length. Figure 2(b) shows the re
sults with respect to dependency length. The pro-
parser shows its advantages on long-range

(3) span(que signifying spans
in queries (child) but only extracting token in an-
swers (parent) leads to a decrease of 0.07 and 0.05
respectively for UAS and LAS. (1), (2) and (3)
demonstrate the necessity of modeling span-span
rather than token-token relations in dependency
parsing: replacing span-based strategy with token-
based strategy for cither parcnt or child progres-
sively leads to performance decrease.

(4) Removing the Mutual Dependency module
which only uses child — parent relation and ig-
nores parent — child relation also leads to perfor-
mance decrease

5.4 Analysis
Following Ma et al. (2018): Ji et . (2019), we an-
alyze performances of the Biaffine parser and the
proposed method with respect to sentence length,
dependency length, and subtree span length. Re-
sults are shown in Figure 2

Sentence Length. As shown in Figure 2(a), the
proposed parser achieves betier performances on
long sentences compared with Biaffine. Specially,
when sentence length is greater than 50, the perfor-
mance of the Biaffine parser decreases significantly,
while the proposed parser has a much smaller drop
(from 0.97 10 0.964).

We suppose span.level information
is beneficial for long-range dependencics.

B Span Length. We further conduct ex-
periments on subtree span length. We divide the
average lengths of the two spans in the span linking
module into seven buckets. We suppose our parser
should show advantages on long subtree span. and
the results in Figure 2(c) verify our conjecture.

In summary, the span-span strategy works sig-
nificantly betier than the token-token strategy, es-
pecially for long sequences. This explanation is as
follows: the token-token strategy can be viewed as
a coarse simplification of the span-span strategy.
where the root token in the token-token strategy
can be viewed as the average of all spans cover
ing it. while in the span-span strategy. it represents
the exact span, rather than
viation from the average is relatively small from
the extract when sequences are short, but becomes.
larger as sequence length grows, since the number
of spans covering the token exponentially grows
with length. This makes the token-token strategy
work significantly worse for long sequences.

the average. The de-

6 Conclusion

In this paper. we propose to construct dependency
trees by directly modeling span-span instead of

rable 5 Span recall

respectively for UAS and LAS.
(3) span(query)-token(answer): signifying spans
in queries (child) but only extracting token in an-
‘swers (parent) leads to a decrease of 0.07 and 0.05
respectively for UAS and LAS. (1), (2) and (3)
demonstrate the necessity of modcling span-span
rather than token-token relations in dependency|
parsing: replacing span-based strategy with token-
based strategy for either parent or child progres-
sively leads to performance decrease.

(4) Removing the Mutual Dependency module
which only uses child — parent relation and ig-
nores parent — child relation also leads to perfor-
‘mance decrease.
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Length. Figure 2(b) shows the re-
sults with respect to dependency length. The pro-
posed parser shows its advantages on long-range.
dependencies. We suppose span-level information
is beneficial for long-range dependencies.
Subtree Span Length. We further conduct ex-
periments on subtree span length. We divide the.
average lengths of the two spans in the span linking
‘module into seven buckets. We suppose our parser
should show advantages on long subtree span, and.
the results in Figure 2(c) verify our conjecture.

In summary, the span-span strategy works sig-
nificantly betier than the token-token strategy, es-
pecially for long sequences. This explanation s as
follows: the token-token strategy can be viewed as
a coarse simplification of the span-span strategy,
where the root token in the token-token strategy
can be viewed as the average of all spans cover-
ing it, while in the span-span strategy, it represents
the exact span, rather than the average. The de-
viation from the average is relatively small from
the extract when sequences are short, but becomes.
larger as sequence length grows, since the number
of spans covering the token exponentially grows.
with length. This makes the token-token strategy

long sentences compared with Biaffine. Specially,

work signif for long sequences.

e sentence length is greater than 50, e perfor. € Gonciusion]
i a ignificant]

mance of the
hile the proposed parser has a much smallcr drop.
(from 0.97 to 0.964).

In this paper, we propose (o construct dependency
frees by directly modeling span-span instead of

2434

2434

(a)Table_Transformer (b)Our approach
Figure 4.12: Sample of Comparing with Table Transformer: Sample article
[92]

figure and table regions than CTBR. This is because pdffigure2.0
has a sophisticated rule design for identifying whitespace areas on the
page. In order to improve our CTBR, we need to not only encode
the whitespace areas within the text block, but also establish rules
for optimizing compartment segmentation based on the features of the
whitespace areas on the page.

Improvement by CTBR in complex cases: Table 4.12 summa-
rizes the advantages of CTBR in three complex cases.
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Abstract Abstract

Solving math word problems requires deduc-
I t

ies typically do not provide explanations
generated expres: In this work,

Our deductive procedure
(8x3=21 ) ~(20+3=27) (27 +6=45)

(27 x5 = 1215} (1216 + 8 = 1209

igure 1: A MWP example taken from MathQA. Top:
rec generation. Bottom: deductive procedure,

1 Introduction

Math word problem (MWP) solving (Bobrow,

1964) is a task of answering a mathematical ques- s, sucha

r order when

e example, given the
compl decision of gen-
erating the addition (“+”) operation as the very
first step could be counter-intuitive and does not

presented in the context (Mukherjee an
2008) to compute the num
recent research efforts

provide adequate explanations that show the rea-
soning process when being pres

as highlighted in
blue dashed boxes. Unless a certain specifically
designed mechanism is introduced for reusing the
already generated intermediate expression, the ap-
proach would need to repeat the same effort in its
process for generating the same sub-expression.

(a)Pdffigure2.0 (b)Our approach

Figure 4.13: Sample of Comparing with Pdffigure2.0: Sample article [93]

4.4.4.3 Error type of CTBR

e Out of scope: Accurately identifying mathematical formulas that
appear above the figure regions can be challenging when dealing with
complex situations. This is because the symbols and elements in
mathematical formulas sometimes have font types and font sizes that
are very similar to those used in figures/tables. Additionally, there is
a possibility that mathematical formulas appearing between body-text
can disrupt the bounding box coordinates of the body-text’s text block.
As a result, the recognition may extend beyond the range of the figure
region , as shown in Figure 4.14(a). To address this issue, we realized
the need for a more refined encoding and categorization of the text of
formula within the body-text to differentiate it from other objects.

e Incomplete coverage of figure regions: In cases of a large number
of text blocks within a figure, this study utilizes those text blocks for
compartment segmentation and organization. However, there may be
rare situations where the edges of the figure we recognized cannot fully
cover the figure region, as shown in Figure 4.14(b). Setting more
precise boundaries at the page edges is recommended to address this
issue. This approach can effectively improve the coverage of the figure
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edges.

e Incomplete coverage of table regions: While this study success-
fully encoded the features of text block density to differentiate text
blocks in tables that have the same font type and font size as the
body-text, there are still some instances of incomplete coverage of table
regions, as seen in Figure 4.15(c). Hence, enhancing the compartment
segmentation algorithm by establishing more specific rules for the
typical positioning of figures and tables is necessary.

e Text block parsing error: During the text block phasing phase of
this study, there is a minimal probability of encountering errors in
extracting the coordinates of text blocks using the pymupdf API, as
shown in Figure 4.15(d). This can lead to deviations in the bounding
box coordinates during the subsequent compartment segmentation,
which may fail to recognize figures/tables.

Incomplete coverage 1 1

Figum 1: CCG derivation trec

represent intervals and r < s means the end of the| | (4) a. Taroga  kuu  maeni
interval r is before the beginning of the interval . Taro-NOM come-NP before.
i of time is i ) I swam before Taro cam 20) = perere(4.0))
)~ (LT < 7)

which treats time as an instance, but in this study,
we follow the standard treatment of time as an
interval (Kamp and Reyle, 1993; Bernardy and
Chatzikyriakidis,

p and Reyle (1993), in this study,
the time of an eve wed by its

ed

edded clauses is interpreted usin

Thus, the temporal meaning of c
ined

(3) a Je.(tgk(c) A time(e) C r A7 > 5)

b. Je.(tgk(e) Atime(e) S AT < s)
1

anings of (3a) and (3b) are as shown
and Figure 3. Figure 1 shows the
for (2a).

v
'
'
'
'
'
'
i

b 3. (Jey. (tgk(er) S
) A Bes.(o(e2) Atime(es) ST AT < 5))

B2 Semantic Representations for Tempora The meanings of (6a) and (6) arc as shown in the
Clause Figure 4 and Figure 5.

Next, consider the following sentences with an e~ This study interprets the temporal meaning of sen-
bedded clause.

tences with embedded clauses in this way.
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(a)Out of scope:Sample article [94] (b)Incomplete coverage of figure regions [94]

Figure 4.14: Error type of CTBR-1
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Incomplete coverage

3.3 Why s QuickGraph powerful?

331 Thousands of documents - at
once

342 Powerful ontology editor and
relation constraints

sh ides
the biggest contribution for SD, and the financial
signal alone is not sufficient at all to perform SD.
Bl

mer is more similar to topic detection, where even
surface-level methods can do well, whereas the

35 Why is QuickGraph intuitive?

Figure 2: QuickGraph

332 Annotation export flexibility e

sally for M&ASs with a high
amples (such as CVS_AFT 1

Figure 3: Examplo of rlation annotation mode. Alice i
the source entity.

351 Minimalistic interface

» Different S

3.4 How does QuickGraph help
consistency?

Li and Caragea (.
341 Semantic clustering

081

273

(c)Incomplete coverage of table regions [95] (d)Text block parsing error [96]

Figure 4.15: Error type of CTBR-2

4.5 Summary

We developed an advanced framework called CTBR for text block classifi-
cation and object recognition in scientific documents. This framework first
defines the hierarchical structure of scientific document’s layout, including
base domains, compartments, and text blocks. We developed a bottom-
up level encoded template to refine these text blocks, which contain multi-
modal data, and performed text block classification using machine learning
and rule-based methods. Furthermore, we achieved more advanced compart-
ment segmentation and object recognition using the classification results.
The effectiveness of this framework was demonstrated through hierarchical
scientific document layout analysis, using a small-scale training dataset
and an SVM classifier for text block classification. We also developed
a specialized algorithm for compartment segmentation to determine the
region of figures and tables based on the classification results of text blocks,
achieving an accuracy of over 90%. Overall, the experimental results showed
the effectiveness of this framework.

Future tasks to improve this framework include the following:

e 1. More refined compartment planning algorithm:
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This study divides the sections of figures, body-text, and footnotes in
scientific documents. One of the future challenges is to add a finer level
of division within the body-text, such as recognizing compartments of
equations, itemized forms, algorithm areas, and lists.

2. Compartment Internal Functional Differentiation

In this work, we acknowledge the importance of the compartment in
scientific documents. However, the function within these compartments
is also crucial for a comprehensive understanding of the document.
For example, the text blocks in figures can be considered components,
each with a special meaning. In a statistical graph, the data on
the horizontal and vertical axes reflect the range of the object, while
the names of the axes indicate the measured indicators and so on.
Similarly, the components of a model diagram in a scientific document
provide a clear representation of the input-output and basic logic of
the model. Exploring such detailed information further can optimize
the dataset for scientific document understanding and greatly enhance
the interpretability of figures in scientific documents.

3. Dynamic programming and reinforcement learning-based
methods for improving object recognition accuracy:

In this study, we classified the text blocks in the compartment into three
categories and calculated the proportion of the text blocks occupied in
each category to infer the characteristics of the compartment. Although
we achieved satisfactory accuracy, there were some complex situations,
as described in Section 4.4.4.2. These situations involved overlaps
and incomplete recognition of compartments when determining the
figure/table area to which the figure/table title belongs. To improve
recognition accuracy, we can design a simulation model based on
the document environment described in Section 4.2.2. This design
will focus on dynamic programming and reinforcement learning. For
example, we can create a reward function based on the features of the
text blocks. This function will convert the probabilities obtained from
machine learning classification results into rewards corresponding to
each label. An agent can also be adopted to explore the document
environment and learn the optimal compartmentalization pattern.
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4.6 Infrastructure data Building for survey as-
sistance interface

In text block classification, we identified and extracted the approximate areas
of body text, then applied the CTBR framework to precisely distinguish
non-linguistic information—such as figures and tables—interspersed within
the body-text. This series of operations helped us extract more continuous
and pure body-text. In addition to 60th ACL Annual Meeting documents,
we annotated a small sample of text blocks from prominent publications
like IEEE and ACM. We then refined the body text using the CTBR
framework to enhance the diversity of infrastructure data. Subsequently, we
combined the section titles with the corresponding positions of paragraphs in
the body text to establish hierarchical relationships among section titles, and
individual paragraphs in body-text, thereby composing the infrastructure
data. In the research survey assistant interface, we need to split the
infrastructure data by section. The body text belonging to specific sections
forms the dataset in the subsystem, with detailed divisions as follows:

e ‘Introduction’ part for bird-eyes view: This part of dataset
comprises body-text from the Introduction sections of papers. These
sections typically outline the general direction of the research topic,
guiding readers by providing a broad knowledge background and con-
veying the author’s proposed logic. By combining Introduction part
from multiple articles, novice researchers may gain a comprehensive
overview of the research topic’s direction and its underlying knowledge
structure. This information is then presented in a bird-eyes view
visualization format. Chapter 5 will detail the specific application
and visualization methods for this infrastructure data derived from the
<Introduction> section.

e ‘Insight sections’ for Longitudinal insight view: This part of
dataset comprises body-text from the ‘insight sections,” such as ‘Con-
clusion” and ‘Limitation’ related sections of papers. Building on the
bird-eyes view, this data offers a deeper summary of each paper’s work
and its advantages. Authors also discuss the limitations of their work
and propose future research directions. This section provides readers
with in-depth, summary-type assistance, exploring what problems the
paper’s topics can solve and what issues remain unresolved, all within a
broad knowledge context. By combining ‘Insight section’ content from
multiple articles, novice researchers gain longitudinal insight into these
papers’ positioning within the research topic and their interrelation-
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ships. This includes elements inherited from previous research, studies
addressing similar problems, or those with comparable new findings.
We present this information as a Longitudinal insight view. Chapter
6 will detail the specific application and visualization methods for this
infrastructure data derived from the ‘Insight sections’.

Whole sections for Cross-sectional insight view: This part
uses the entire body text of papers as a dataset to support cross-
sectional insight. Building upon the longitudinal insight view, this
survey method explores multiple viewpoints within the papers. It
provides more detailed cross-sectional insights into the similarities and
differences between the contents of multiple papers. These viewpoints,
reached by consensus among experts in the research field, are essential
investigative elements for this research topic. As the content related to
these viewpoints typically spans the entire text, we use body text from
various parts and their corresponding sections to refine the approximate
range of each viewpoint’s coverage. Chapter 7 will detail the specific
process and application of this approach.
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Chapter 5

Subsystem 1 : Fish-bone dia-
gram - (zain the bird-eyes view

5.1 Motivation

As we mentioned in Section 2.2 novice researchers often struggle to
comprehend numerous academic papers and grasp the fundamental concepts
needed to further break down research tasks in a new field. To solve
such problems, the knowledge graph supporting research survey is gradually
being developed. Existing keyword-based knowledge graphs rarely provide
hierarchical and logical summaries of content from multiple papers. This
shortcoming hinders researchers’ ability to grasp abstract concepts in a
structured, logical manner. Meanwhile, as we mentioned in Section 2.6,
novice researchers may find it difficult to use ChatGPT effectively for research
surveys due to their limited understanding of the research field. Without the
ability to ask proficient questions that align with key concepts, obtaining
desired and accurate answers from large language model (LLM) could be
inefficient. This study aims to help novice researchers by providing a fish-
bone diagram that includes causal relationships, offering an overview of
the research topic. The diagram is constructed using the issue ontology
from academic papers, and it offers a broad, highly generalized perspective
of the research field, based on relevance and logical factors. Furthermore,
we evaluate the strengths and improvable points of the fish-bone diagram
derived from this study’s development pattern, emphasizing its potential as
a viable tool for supporting research survey. As the topmost layer of our
research survey assistant interface, the fish-bone diagram plays a pivotal
role in guiding the overall direction of the research survey.

5.2 Fish-bone configuration

The methodology of this subsystem is divided into two parts. First, we
provide a detailed definition of Issue Ontology. Second, we introduce the
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fish-bone diagram, established based on Issue Ontology, to support research
survey of bird-eyes view.

5.2.1 Issue ontology in ‘introduction’

In academic papers, certain key elements provide insight into the author’s
reasoning and thought process. These elements reveal how the author
discovers problems, investigates them, and contemplates solutions. This can
be regarded as the writing clues of the article. The related sentences that
appear throughout the papers make up the clues, which are crucial for readers
to grasp the bird-eyes view of the research topic. These critical sentences
encapsulate the concept of ’issue ontology’ in academic articles, as defined in
Section 3.1.2. Issues embody various debates within the academic world.
Some of these have been resolved, some have been identified but remain
unresolved, and others still require optimization and improvement. For most
academic papers, the first section typically introduces background context
that leads to the research objective. In computer science, most papers follow
the IMRAD format [86], with " Introduction” as the first section’s title, which
contains specific issue ontologies [100]:

e 1. Prelude issue: The root task mentioned in the paper reflects the
historical context of this paper. It is usually in the head sentences of
the ‘introduction’ section as the source of clues.

e 2. Improvable issue: Some shortages the author mentioned from
previous work that need to be solved.

e 3. Emphasize issue: Reflect on the author’s purpose, contribution,
and what they did.

5.2.2 Design of fish-bone

For novice researchers, merely summarizing an overview based on keywords
or sentences may not clearly convey the logical structure, which could hinder
knowledge management of the research topic. To address this, we adopt
fish-bone diagram - causal diagrams created by Kaoru Ishikawa, are used
to display the potential causes of a specific event'. This type of diagram
aids in understanding the learning logic from multiple articles. It includes
preliminary tasks, challenges encountered, and the highlighted goals within
a research topic. We present the issue ontology as a fish-bone diagram - a
new type of knowledge graph for establishing the logical structure of issues
in academic papers.

1
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We set the number of foundational articles for composing the fish-bone
diagram at approximately 500, providing directions for 5-10 research tasks.
When the number of papers surpasses 1,000, the base number of decom-
posable research tasks becomes unwieldy. If we were to provide more than
10 research tasks in such cases, the overall summary content of the fish-
bone diagram would grow exponentially. This would result in a structure
so complex that novice researchers would struggle to comprehend it. If
providing only 5-10 tasks when dealing with an excessive number of papers
would lead to an overabundance of papers within each task. This would result
in generated summaries that fail to comprehensively cover the corresponding
research tasks.

5.2.2.1 Feature & Element of fish-bone

Fish-bone diagrams contain three key elements: effect, factor, and cause. By
integrating these elements with issue ontology, the design of the fish-bone
diagram can be expanded to include the feature of bird-eyes view, form the
conceptual design of it as shown in Figure 5.1 and the structure summarized
in Table 5.1.

Using the research topic of ‘HotpotQA’ [99] as an example, it includes
tasks like reading comprehension, semantic retrieval, and question answering.
These tasks form the ‘effect” of the fish-bone as joints. Each task encom-
passes ‘improvable issue,” which represent the persisting problems in the task.
Meanwhile, ‘emphasize issue’ showcases the previously employed measures to
tackle the ‘improvable issue.” The ‘improbable issue’ and ‘emphasize issue’
constitute the backbone. Inside the backbone, the fine bone consists of
sub-classes of its corresponding issue ontology, signifying the ‘factor’ in the
fish-bone. For example, in the task of reading comprehension, there are
some ‘improvable issues’ such as ‘large-sized training corpus’ and 'Do not
require multi-hop reasoning to solve.” One method is called ‘unsupervised
reading comprehension’ to solve this improvable issue of ‘large-sized training
corpus’. At this time, we call the ‘emphasize issue’ corresponding to this
measure as child-bone. The child-bone and fine-bone with an objective logical
relationship are connected by a cause-and-effect chain to form the ‘cause’ in
the fish-bone. This provides researchers with an analysis path from task
— Issue ontology — Issue logical chain, which helps researchers to capture
bird-eyes view more quickly and establish connections between knowledge.
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5.3 Implementation

This section describes the process of developing a fish-bone diagram that
provides a bird-eyes view of the ‘Hotpot(QA’ research topic, based on the
infrastructure data. The overview of implementation is shown in Figure 5.2.
Table 5.2 displays the APIs and models used at each stage of development.

5.3.1 Data processing

The first step in constructing the bird-eyes view survey dataset is choosing
a topic and filtering the relevant sub-dataset from the infrastructure data
processed in Chapter 4. We iterate through each paper in the infrastructure
data, pulling out those that mention ‘ HotpotQQA’ for our sub-set. This sub-set
comprises the full-text content and annotation-info of the papers linked with
‘HotpotQA.” Next, we segment the text in ‘introduction’ section into sentences
using ‘en_core_sci_lg’'model from spaCy? [101] - a comprehensive pipeline
for biomedical data, including a 785k vocabulary and 600k word vectors.
It provides impressive segmentation accuracy. Any complex segmentation
patterns that failed were manually corrected.

5.3.2 Issue ontology classification

5.3.2.1 Human annotation

To create a machine learning dataset, experts annotated the sentence-implied
issue ontology types based on the definitions provided in Section 5.2.1. We
strictly followed the rules detailed below during this annotation process.

(1) In a few cases where two types of issue ontologies appear in one
sentence, we manually split the sentence to ensure that each sentence carries
only one type of issue ontology.

(2) If the author hypothesizes about a topic, it is also considered a
contribution. Therefore, marked as an ‘Emphasize issue.” Also, assessing
the issue of a sentence in isolation is challenging, as the broader context of
the targeted paper influences the annotation process.

(3) For sentences that do not fit our established issue ontology, we classify
them as ‘others’ in our machine learning configuration. These sentences
might include:

e 1. Explanations of reasons.

2
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e 2. Meaning of sentence do not match any of the three types of issue
ontology.

e 3. Issues have been addressed in previous research mentioned.

e 4. Experimental results or performance achievements.

We found that the prelude issue typically emerges within the first 2-3
sentences of the ‘introduction’ section. Furthermore, the initial two sentences
in most articles are usually sufficient to indicate the article’s background task.
Consequently, during the subsequent task clustering stage, we select the first
two sentences from ‘introduction’ as the prelude issue for input.

5.3.2.2 Result of issue ontology classification

We utilize the scibert_scivocab_cased [109] pre-training model in Sentence
BERT [102] for sentence vectorization. This model was trained using
resources like Wikipedia and BookCorpus. We chose support vector machine
(SVM) for classifying the vectorized sentences, as it demonstrates robust
generalization performance. We also employ the grid search method [103] to
identify the best parameters to apply. The optimized parameters are:

¢ = 10, gamma = 0.001, kernel : ’sigmoid’

The detail of dataset is shown in the Table 5.3. The classification results
are shown in the Table 5.4, and the total classification accuracy has
reached 78%, which proves the effectiveness of the small-scale training data.
However, since sentences with ‘emphasizing issue’ constitute a large portion
of the collected articles, the imbalance in dataset labels may influence the
classification results of ‘improvable issue.’

Table 5.3: Detail of issue ontology dataset of bird-eyes view survey

Train | Test | Total
Emphasize issue 239 77 | 316
Improvable issue 139 48 | 187
Others 214 73 | 287
Total 592 198 | 790

5.3.3 Fish-bone diagram

We configure the fish-bone diagram to approach Figure 5.1 following the
description in Table 5.1.
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Table 5.4: Classification result of issue ontology

Precision | Recall | F1-score
Emphasize issue 0.92 0.76 0.84
Improvable issue 0.65 0.79 0.71
Others 0.73 0.80 0.76

5.3.3.1 Joint: Prelude issue clustering and task name generation

In this section, we introduce the process of using prelude issue ontology
content to construct the joint (effect) of fish-bone. We start by selecting
the first two sentences from the ‘introduction’ section of each article to
serve as the prelude issue. For sentence vector embedding, we also use the
scibert_scivocab_cased model from Sentence BERT. These sentence vectors
are then clustered using the k-means [104] method. Finally, we generate the
task name for each category via simple prompt engineering by the description
‘Find a theme for the following text, and the generated theme is limited to
within 5 words.” These tasks form the joint (effect) component of the fish-
bone.

5.3.3.2 Back-bone and Fine-bone

We extend n branches from the task’s joint to identify factors impacting
each task. These branches represent the ‘Emphasize’ and ‘Improvable’ issues
associated with the task. Each branch is created using the results of the
set of Sentence BERT + issue cluster by k-means, and prompt engineering
description ‘Your task is to find n themes for the following text, Limit each
theme to 5 words’ , collectively referred to as ‘fine-bones’. Here n represents
the number of fine-bone to be generated. These ‘fine-bones’, composed of
issue ontologies, significantly influence tasks, which is why we refer to them
as contributing factors.

5.3.3.3 Child-bone

We build the child-bone, the most basic unit of the fish-bone design,
derived from the fine-bone. This is done using the ‘Improvable issue’
+—— ‘Emphasize issue’ logic chain within the research task. These logic
connections diverge and radiate based on a cluster of real connections of
the issue ontology. Specifically, we link the ‘emphasize issue‘ that appears
in the article corresponding to each fine-bone to the ‘improvable issue’ that
appears in the same article, and then use the prompt engineering to generate
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a brief summary of the sentence groups of ‘improvable issue’, completing
the connection between the issue summaries. The process is the same when
shifting from ‘improvable issue’ to ‘emphasized issue.’

———{ Machine Reading Comprehension and Reasoning ——-—5 HotpotQa

—— Multi-hop reasoning in QA

/

Document coherence understanding and QA

Emphasis Issue

Answers Extracted
Without Much Reasoning

Factoid Nature Of Datasets

Discourse Study In
Monologues Vs.
Conversational Data

Temporality Of Dialogue
Turns Structure

Figure 5.3: A part of fish-bone diagram

5.3.3.4 Visualization

We adopt a visualization tool, pyvis [105], to generate the fish-bone diagram
(refer to Figure 5.1). This diagram offers a bird-eyes perspective and causal
logic of the research topic, per the configuration outlined in Table 5.1.

5.4 Evaluation of fish-bone

This section evaluates and analyzes case studies of fish-bone diagrams gen-
erated from Hotpot(QA topics as described in Section 5.3.3

5.4.1 Sampling evaluation

To assess whether the branches in the fish-bone diagram provide factually ac-
curate and logically structured routes (from topic — task — issue ontology),
we randomly selected 20 branches and evaluated them using three criteria:

e Consistency: Whether the content of routes is supported by factual
evidence from the Introduction sections of the Hotpot()A source papers.

¢ Reasonableness: Whether the content of routes adhere to the logical
structure of topic — task — Emphasized issue/Improvable issue —
Improvable issue/Emphasized issue.
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Table 5.5: Evaluation of fish-bone for 20 randomly branches

Result
(Right /Total) Case of defect Reason of Defect
Few sentences evidently Some papers do not
Consistency 18/20 (90%) do not originate from follow the IMRAD

the ‘introduction’ section. format [86].

.. Content classified as
Errors in issue

Reasonableness  16/20 (80%) ontology classification. 'Neutral’ was not

excluded.
Contained excessive Lack of few-shot
) 15/2
Comprehensible  15/20 (75%) information. in prompt engineering.

e Comprehensible: Whether the content effectively highlights the main
topic across multiple papers in a clear, concise way that is easy to
understand.

Table 5.5 presents the evaluation results.

The results demonstrate that the fish-bone diagram effectively delivers
accurate and concise knowledge in most cases, although several areas still
require improvement and optimization, as detailed in Table 5.5. Section
5.4.2 will present typical examples for case-study

5.4.2 Case study and analysis

Using the development process described in Section 5.3, a part of the fish-
bone diagram we simulated is shown in Figure 5.3. From the task of com-
prehending and reasoning in machine learning, we can see the logic chain of
T1 — F1 — C11 , which raised the issue of ‘Multi-hop reasoning in QA’ due
to ‘Answers extracted without much reasoning.” Through online searches, we
found the paper ‘A Survey on Multi-hop Question Answering and Generation’
[106] , which states that single hop QA datasets are answerable without much
reasoning, hence the birth of the idea of Multi-hop reasoning. This example
proves that this logic chain indeed implies a causal relationship. However,
the route derived from T1 — F2 — C21, seems inexplicable. In fact, it is
mentioned in ‘Discourse Analysis and Its Applications’ [107] that ‘monologue
vs. conversation’ are concepts in discourse analysis, and coherence models
to evaluate monologues and conversation. We have confirmed the accuracy
of the information, but there is no objective cause-and-effect relationship
between the F2 and C21. This may be due to the following reasons:
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e There are some articles in the infrastructure data that are not in
IMRAD format® [86].

e The description of the engineering prompt is unclear. It does not con-
tain hint words showing causality and corresponding example descrip-
tions. Thus, further development is required to enhance readability
and important information identification.

e The summary output of this research is limited to five words, which
may be too concise to get the important information. Therefore,
future exploration is needed to control the length of the generated issue
summary according to the researcher’s learning characteristics.

Overall, the case-study demonstrate that the fish-bone diagram, created
based on issue ontology, can help researchers understand the tasks and logic
of issues in their research topic to a certain degree. It also shows acceptable
rationality, correctness, and readability, proving the potential for sustainable
development.

5.5 Summary of subsystem : fish-bone

This subsystem focused on automatically generating bird-eyes view fish-
bone diagrams for research topics to assist novice researchers. This process
uses issue ontology units, logically organized and expanded to generate
the diagrams. We started by collecting introductory text from academic
papers related to a specific research topic, which was then segmented into
sentences level. Expert researchers annotated these sentences according
to the implied issue ontology type, forming the training dataset for the
bird-eyes view survey. Next, we utilized rule-based and machine learning
methods to categorize and extract sentences related to prelude, improvable,
and emphasized issues. We summarize the prelude issues to form the tasks
of the diagram using clustering and prompt engineering. The backbone and
fine-bones, which illustrate the cause-and-effect relationship, were created
from the summarized ‘emphasized issues’ and ‘improvable issues’ by issue
ontology classification, clustering and prompt engineering. Subsequently, we
generated the child-bone from the objectives logical of ‘emphasize issue’ +—
‘improvable issues’. Lastly, we evaluated the readability of the generated
diagram and the sustainability of the development through case analyses.
For the future expansion and improvement of this study, the following points
are proposed:
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(1) Expanding the issue ontology: This study focused on automat-
ically generating a fish-bone diagram from the ‘introduction’ sections of
academic papers. However, issues discussed in other sections, like addressed
and improvable issues in the ‘related work’ section, or resolved and finding
issues in the ‘conclusion’ section, are not covered. These issue ontologies can
also highlight key research points, such as problems addressed across multiple
articles and future research directions. Furthermore, unlike regular papers
in the IMRAD structure, some review papers focus on summarizing issues
from previous research and speculating on potential future issues. Hence,
identifying these types of issue ontologies is a task for future work.

(2) Expanding the dataset: This study relies on a small subset of
the infrastructure data and focuses on a single research topic. Hence, it is
necessary to expand the dataset of issue ontology to other research topics to
validate its generalizability and robustness.

(3) Analysis relevance of novelty: By analyzing the relevance of
novelty, we can study the novelty’s relevance by combining addressed,
improvable, and emphasized issues. we can deeply mine similar addressed
or improvable issues across multiple articles with different emphasized issues
to implement originality analysis, which can provide additional insights for
researchers.

(4) Assessment Method for Academic Papers Based on Issue
Ontology: We find that a promising approach for future research involves
evaluating papers based on our three types of issues and ranking them in
terms of completeness. For instance, if a paper emphasizes its contributions
without considering the limitations, its overall score will not be assessed
highly. This procedure resembles a reviewer evaluating a candidate’s paper
to determine its quality.

(5) Adjusting the scale of diagram and summary: A large
amount of text in the overview diagram may reduce readability. Therefore,
controlling the information scope based on user needs is still challenging.
Along with managing the diagram’s scope, ensure the summary length
balances readability and provides enough detail to enhance survey efficiency
for novice researchers.

(6) Application Development for Information Retrieval: This

study explores the automatic generation of fish-bone diagrams with em-
bedded causal features from issue ontology. However, it requires a more
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sophisticated User Interface (UI) design for information retrieval, according
to the data connected by the fish-bone diagram. Additionally, setting up
a question-answer system based on fish-bone diagram to extract deeper
essential information is a promising future direction.

5.6 Function of User Interface

Below, we introduce the UI functions. Chapter 8 provides a detailed
description of the subjective system evaluation by novice researchers who
interacted with this subsystem through these functions. The representative
UI is illustrated in the Figure A.1.

e Functionl - Transfer the information selected for deeper ex-
ploration: When users want to explore a task and its issues in depth,
they can click on the task and its corresponding issue ontology. The
relevant information then appears in the text box below, allowing users
to easily review and confirm the details. Subsequently, when the user
clicks the ‘confirm selection’ button, the chosen content is sent to 551
for generating the relevance tree.

e Function2 - Search-bar: Users can search the fish-bone diagram
using keywords. This function filters and displays nodes containing
these keywords and their connected content, while hiding unmatched
nodes. This feature helps users quickly pinpoint key issues they want
to explore and trace the causal relationship chains stemming from these
issues.
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Chapter 6

Subsystem 2 : Tree-structured
Knowledge Graph for Longitu-
dinal Insight view

6.1 Motivation

As we mentioned in Section 2.3 - 2.4, novice researchers struggle to
understand the directions within their research topic and the discovery of
new research findings within a short time. One way to provide intuitive
assistance to novice researchers is by offering relevant knowledge graphs
(KG) and recommending related academic papers. However, existing nav-
igation knowledge graphs mainly rely on keywords or meta information in
the research field to guide researchers, which makes it difficult to clearly
present the hierarchical relationships, such as inheritance and relevance
between multiple related papers. Moreover, most recommendation systems
for academic papers simply rely on high text similarity, confusing researchers
as to why a particular article is recommended. They may lack the grasp of
important information about the insight connection between ‘Issue resolved’
and ‘Issue finding’ that they hope to obtain. This subsystem aims to support
research insight surveys for novice researchers by establishing a hierarchical
tree-structured knowledge graph that reflects the inheritance insight and
the relevance insight among multiple academic papers on specific research
topics to address these issues. As the middle layer of our research survey
assistant interface, it bridges the broad research tasks and issue ontology
from the fish-bone diagram. This layer conducts in-depth exploration and
refines insights to the individual paper level, providing novice researchers
with specific research insights.
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6.2 About longitudinal insight survey

We divide the Longitudinal insight into two types:

e Inheritance insight: A survey method that utilizes direct citation
relationships among academic papers can be used to identify various
branches for exploring inherited relationships in research directions.
This study establishes an Inheritance tree to support this kind of
insight. We also analyze the correlation of the academic issues within
the components of the Inheritance tree.

e Relevance insight: By analyzing the ‘Issue finding’ and ‘Issue
resolved’ for each academic paper, a relevance chain of ‘Issue Finding’
— ‘Issue Resolved” — ‘Issue Finding’ can be established between
multiple academic papers to guide researchers in discovering the value
of potential direction. This study introduces a relevance tree to
facilitate this type of analysis.

6.3 Design of longitudinal insight view

In this subsystem, we will use ‘HotpotQQA’ as an example, which is a well-
known dataset in the field of NLP [99]. The Ideal KG reflecting Inheritance
insight and relevance insight survey of ‘ Hotpot(QQA’ topic are shown in Figure
6.1 - 6.2. The configuration of the KG is shown in Table 6.1. In Figure
6.1, the branches:

(1) pl(Dataset) — p2(Reading Comprehension) — p4(Evaluation)

(2) pl(Dataset) — p3(Benchmark) — p7(Retrieval)

represent two research directions extended by the core paper of the
‘HotpotQA dataset’. This graph can help researchers infer the elements of
research inheritance in the ‘HotpotQQA’ topic. For instance, P1 introduced
the ‘HotpotQA dataset’, P2 utilized this dataset for reading comprehension,
and P4 developed evaluation metrics based on reading comprehension. In
Figure 6.2,

pl — Network — p2 — Single-hop — p4

and the path of ‘Retrieval’ branch:

pl — Retrieval — p3 — Iteratively — p7

81



are extensions of the ‘Multi-hop’ and ‘Retrieval’ research tasks in the
‘Hotpot(QQA’ topic. This tree structure included multiple paths can help
researchers infer the correlation factors between subtasks in the ‘HotpotQA’
topic. For example, in the ‘Multi-hop’ subtask, survey paper P1 provides a
list of specific tasks, P2 extends it to the network establishment level, and P3
incorporates single-hop methods.

6.4 Implementation procedure

We utilize body-text extracted from CTBR and metadata, bibliographic
references from S2orc as infrastructure data of KG based on Chapter 4’s
process. The overview of implementation is shown in Figure 6.3. The
development process is divided into 4 sub-stages:

1. In the first stage, we meticulously manipulate secondary data based
on the infrastructure data to construct our unique dataset tailored
specifically for our insight survey.

2. In the second stage, we use the Sentence Bert model and manually set
labels to perform three-class classification (Issue Resolved / Neutral
/ Issue Finding) on the insight content of each paper to extract the
corresponding sentence.

3. In the third stage, we use the extracted sentences from phase 2
to analyze the inheritance and relevance chain in-depth. We select
appropriate papers from the whole insight survey dataset based on
certain criteria to generate tree-structured hierarchical trees.

4. In the final stage, we use the pyvis [105] to visualize the tree-structured
KG and provide some case studies to demonstrate our findings.

6.4.1 Phase 1 : Data processing

To build the insight survey dataset, the first step is to select a topic and
filter out the relevant sub-dataset from the infrastructure data. We iterate
through each paper in the infrastructure data and extract those that contain
the keyword ‘HotpotQ)A’ into our sub-set. Our sub-set also includes data-
citation information, full-text content, and meta-information of the papers
associated with ‘HotpotQA’. Next, we extract the text from sections titled
‘conclusion’,‘discussion’” and ‘limitation’ to identify insight content by using
CTBR method mentioned in Chapter 4. We focus on paragraphs with
section titles containing ‘conclusion’, ‘discussion’ and ‘limitation’ as they
address the problems discussed in the research paper and highlight any
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remaining challenges or limitations. Additionally, we extract relevant citation
relationships from the S2orc dataset to create a global citation network based
on the annotations of ‘bib-entry’. The details of insight survey content as
described in Table 6.2.

6.4.2 Phase 2 : Insight Sentence Extraction

In this section, we discuss the process of the insight survey dataset. First,
we divide the text in the ‘insight-content’ into sentences. We annotate
each sentence with the label ‘Issue Resolved’,'Neutral’, or ‘Issue Finding’
corresponding to the viewpoints the sentence expresses. Next, we use the
Sentence Bert [102] to vectorize each sentence and adopt Support Vector
Machines (SVM) classifier to distinguish the corresponding label for each
sentence. Finally, sentences with the same ‘Issue Resolved’ and ‘Issue
Finding’ labels in each article form the ‘insight sentence’ of that article.

Sentence Segmentation: Spacy is an open-source natural language
processing library for Python that offers an API to access its machine learning
trained methods and properties [108] [101]. This work uses the pre-trained
model in Spacy to implement sentence segmentation. Spacy provides a
pre-trained English library called ‘en_core_sci_lg’ which includes a default
sentence segmenter'?. Any complex segmentation patterns that failed were
manually fixed.

Human Annotation: For the segmented sentences mentioned above,
experts determine the viewpoint of each sentence based on its meaning. The
viewpoints include ‘Issue Resolved’, ‘Neutral’, or ‘Issue Finding’. Sentences
that thoroughly analyze research methods without explicitly highlighting
contributions will be considered ‘Neutral’. Sentences discussing potential
future works in a particular field without specificity will also fall into the
‘Neutral” category. ‘Issue Resolved’ sentences need at least a combination
of contribution and experimental outcomes, regardless of their positive or
negative outcomes. Sentences that ambiguously hint at trends and recom-
mendations may be classified as ‘Issue Finding’. When categorizing these
three viewpoints, the references, tables, and figures of the sentences are
unchanged. Table 6.3 shows specific definitions, distinguishing criteria,
and examples of these three labels. The dataset, which consists of insight
sentences and labels, has been published on *

1
2
3
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Training, Sentence Extraction and evaluation: We adopt ‘scib-
ert_scivocab_uncased’ pre-training model® [109], which was trained compris-
ing 1.14M full-papers and 3.1B tokens, was sourced from Semantic Scholar,
for sentence vectorization. scibert_scivocab_uncased exhibits adaptability to
both the corpus and domain, making it suitable for our training data. We
selected SVM for classifying the vectorized sentences due to their strong
generalization performance. We also used 1500 labeled sentences for training
and validation data. The training and test data details are shown in Table
6.4. To obtain the optimal SVM parameters, we use the grid search [103]
method and find the best parameters to apply to the test. The optimized
parameters are:

¢ = 10, gamma = 0.001, kernel : poly’, degree = 3

The classification accuracy evaluation is presented in Table 6.5. The
classification result shows that the ‘Issue Resolved’ class has a higher F1
Score, as the larger amount of data might influence it. The ‘Neutral’
and ‘Issue Finding’ classes have lower F1 scores, indicating challenges in
achieving both high precision and recall. Based on the results, we extracted
insight sentences of the ‘Issue Resolved’ and ‘Issue Finding’ by combining
the sentences with corresponding labels within each article.

Table 6.4: Detail of issue-status dataset

Train | Test
Issue Resolved 532 165
Neutral 334 121
Issue Finding 259 89
Total 1125 375

Table 6.5: Classification result of issue status

Precision | Recall | F1-score
Issue Resolved 0.90 0.85 0.88
Neutral 0.62 0.73 0.67
Issue Finding 0.75 0.71 0.73
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6.4.3 Phase 3 - 4 : Hierarchical Tree Construction &
Visualization

In this section, we utilize the sentences extracted in phase 2 and the citation
information obtained in phase 1 to comprehensively extract the insight
characteristics of the papers. We then employ two strategies to select specific
papers to construct a tree-structured network.

6.4.3.1 Similarity calculation:

To create the relevance tree, we use the classification results from Phase
2 to determine the elements of the relevance chain (‘Issue finding’ — ‘Issue
Resolved’). We then use embedded insight sentences in sentence transformers
[102] with ‘scibert_scivocab_uncased’ model to calculate the cosine similarity
between insight sentences labeled as ‘Issue Finding’ and those labeled as
‘Issue Resolved’. Next, we iterate through all the insight sentences in the
papers and calculate the relevance chain to generate the relevance matrix.
Based on the values in the relevance matrix, we select papers to construct
the relevance tree in the following section.

6.4.3.2 Tree-structured KG Construction:

We extract specific nodes from the insight survey dataset and establish
a hierarchical tree-structured according to the following rules, Where N
represents the maximum number of root papers (The number of trees in a
KG), n is the root sequence of the selected paper, M represents the maximum
number of leaves, m is the leaf sequence of the extracted paper, T represents
the maximum depth of the tree, and t is the current depth of the tree.

e Inheritance tree:
Step 1 - Root node determane: Sort all the papers in descending
order based on the number of other papers that have cited them. Select
the top N papers with the highest citation counts as the root. This
operation ensures that the root node has a high level of inheritability
throughout the paper library.
Step 2 - Leaf selection: From the candidate group of papers that
cite the root node paper, select the top m papers with the highest
citation counts as the leaf nodes of root n.
Step 3 - Parent node update: Set each leaf node as a new root
node and repeat Step 2. If a root node is not cited (unable to generate
a leaf), the branch is terminated.
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e Relevance tree:
Step 1 - Root node determine: Calculate the average similarity
scores for each paper in the relevance matrix. Select the top N papers
with the highest similarity score as the root nodes. This operation
ensures that the root node has a high correlation index throughout the
paper library.
Step 2 - Leaf selection: From the candidate group of papers that
have relevance chain with the root node paper. Select the top m papers
with the highest similarity score as the leaf nodes of root n.
Step 3 - Parent node update: Set each leaf node as a new parent
node and repeat Step 2. If a root node does not have a relevance chain
(unable to generate a leaf), the branch is terminated.

e Common Rules:
Rule 1: The selected nodes cannot be selected again.
Rule 2: Repeat Steps 1-3 until reaching the upper limit of N or the
maximum depth limit value T. The network is then generated.

To provide researchers with a visual understanding (Figure 6.1 - Figure
6.2) of the guidance on research directions provided by these selected papers,
we use pyvis to visualize KG based on the configuration of Table 6.1.
We limit the number of foundational articles for constructing the KG to
approximately 10-50 depended on user’s option. Exceeding this range would
result in an information overload within the view, potentially compromising
its readability.

In addition to the co-occurring vocabulary of insight sentences between
papers, we also extract keywords specific to each paper to capture its unique
concept. When selecting keywords for each paper in the KG, we combine the
‘insight content’ from all papers in the subtree to create the global text. The
‘insight content’ of a specific article within the subtree is used as the partial
text. Tf-idf [110] [111] method used to extract partial text keywords from
the global text composed of multiple paper-texts in a tree, and then display
them as paper keywords in the node titles and a part of the representative
sample branch included insight sentences is shown in Figure 6.4 - Figure
6.5. To prevent the occurrence of the same concept being expressed using
different keywords in different articles, we adopt the sci-vocab-uncased pre-
trained model to encode word vectors and perform cosine-similarity analysis
to identify words with similar meanings [112]. Specifically, when considering
a word as a keyword for a target article, we apply a condition: if this word has
a threshold of cosine-similarity < 0.6 with keywords from other articles, we
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determine that it can serve as a unique keyword to illustrate the difference
between the corresponding paper and other papers in the subtree.

6.4.4 Visualization of insight summary

For novice researchers, reading multiple articles with extractive summariza-
tion still presents the challenge of information overload. To address this, we
adopt prompt-engineering via gpt-4o0-mini LLM model to further condense
summaries while preserving key information from the issue ontology. Our
prompts incorporate the issue ontology description, with the temperature set
to 0 to ensure fidelity to the original text [113]. We crafts specific prompts
for ‘Issue resolved’ and ‘Issue finding’ as shown below. The resulting concise
summaries, limited to n words, are then embedded into the KG for novice
researchers to read. We set n as 30 in the evaluation part of Chapter 8.
prompt = f£""" Your task is to extract relevant information

from text of academic paper to make a brief summary in a
consistent style.

The summary should highlight [the work this paper done or
the target this paper achieved]. Try to decrease the
usage of adjectives and adverbs for a more concise summary
less than {n} words.

<Original text>: ¢‘‘{input-textl}‘‘‘

nnn
Listing 6.1: Prompt - Summary of ‘issue resolved’
prompt = f£""" Your task is to extract relevant information

from text of academic paper to make a brief summary in a
consistent style.

The summary should highlight [the any remaining issues
that require further attention]. Try to decrease the usage
of adjectives and adverbs for a more concise summary. The
length of summary should be limited in {n} words.

<Original text>: ‘‘‘{input-textl}‘‘‘

Listing 6.2: Prompt - Summary of ‘issue finding’

6.4.5 Case Study & Analysis

The internal information of sample branches in Figure 6.1 - Figure 6.2
are shown in Figure 6.4 - Figure 6.5. The inheritance tree can
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appropriately provide key points of clues to the direction of the research
survey. However, deeply digging into the reasons for the citation is also a
challenging issue. As described in Figure 6.4:

The left branch P2 — P4 shows that P2 expects to expand in the direction
of comprehensive analysis, while P4 extends this direction to the reading
comprehension task.

The right branch P2 — P5 shows that P2 expects to extend distributed
representation, while P5 proposed a concrete span boundary representation.

We observe that the occurrence probability of co-occurring words in
the ‘insight sentences’ is relatively low, as indicated by the edges of the
inheritance tree. This is because the inheritance tree is constructed
based on citation extraction. Citations from previous studies are typically
associated with the section of ‘research background’ or ‘methodology’ rather
than the section of ‘discussion’ and ‘conclusion’. This reflects the weakness
of correlation in the insight survey. In contrast, the papers selected by the
relevance tree exhibit higher occurrence probability and similarity of co-
occurring words in the ‘insight sentences.” As described in Figure 6.5:

The left branch P1 — P2 shows that P1 prompts the models to perform
multi-hop reasoning, while P2 provides a text modular network that can
perform multi-hop reasoning with a state-of-the-art model.

The right branch P1 — P3 shows that P1 remains a challenging direction
of context retrieval, while P3 provides a new retrieving set-valued context.

Based on the above, it is evident that there are two main research trends
in the task of multi-hop questions: multi-hop reasoning and retrieval. Both
of them provide extensive discussions on the QA model. Thus, this type
of graph offers researchers an overview before they delve into the details.
Although the chain from ‘Issue Finding’ to ‘Issue Resolved” may not be com-
pletely reasonable in content, it provides researchers with certain keywords
and guidance for research directions. On the other hand, the inheritance
tree serves as a broader extension based on the research tasks. However,
there is a need to incorporate the similarity of relevance between papers
horizontally to expand the breadth of the KG and enhance the effectiveness
of the inheritance tree in supporting researchers’ understanding of research
evolution.
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(P1)A Survey On Multi-Hop
Question Answering And Generation

Co-Occurrence: (P1)Finding —(P2)Resolved | Co-Occurrence: (P1)Finding —(P3)Resolved
Question, Reasoning, Multi-Hop, Model Qa, Retrieve, Model, Context

P1:Finding

...Task To Retrieve Such Context Is Challenging And Suffers From Semantic Drift.
The Ability Of Current Models To Combine Multiple Contexts For Reasoning Is Also
Limited... Process Of Creating Datasets That Require The Models To Perform Multi-
Hop Reasoning...As Well As Task Of Evaluating The Models’ Abilities To Do ...

P2:Resolved P3:Resolved
We Introduced Text Modular Networks... We Proposed A New Probabilistic Model
An Instantiation Of Tens That Can Perform = For Retrieving Set-Valued Contexts For...

Multi-Hop And Discrete Numeric That Training The Qa Model With
Reasoning ...And Outperforms A State Of- = Marginalization...Can Learn To Retrieve
The-Art Model In A Limited Data Setting Unlabeled Alternative Contexts
(P2)Text Modular Networks:Learning To (P3)Mitigating False-Negative Contexts
> Decompose Tasks In The Language Of In Multi-Document Question Answering <+
Existing Models With Retrieval Marginalization

Figure 6.4: Inheritance tree Sample branch(p2,p4,p5 in Figure 6.1)

(P2)Drop:A Reading Comprehension Bench Mark
Requiring Discrete Reasoning Over Paragraphs

Co-Occurrence:(P2)Finding — (P4)Resolved Co-Occurrence: (P2)Finding — (P5)Resolved
Comprehension Representation

P2:Finding

We Hope This Dataset Will Spur Research Into More Comprehensive
Analysis Of Paragraphs, And Into Methods That Combine Distributed
Representations With Symbolic Reasoning.

P4:Resolved P5:Resolved

...Which Focused On Testing Whether ...Train The Span Boundary Representations
Reading Comprehension System Can To Predict The Entire Content Of The
Generalize To Examples Outside Of Their Masked Span, Without Relying On The
Training Domain... Individual Token Representations...

(P4)Mrqa 2019 Shared Task: Evaluating
- Generalization In Reading
Comprehension

(P5)Spanbert: Improving Pre-Training _|
By Representing And Predicting Spans

Figure 6.5: Relevance tree Sample branch(p2,p4,p5 in Figure 6.2)
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6.5 Evaluation of relevance tree

The relevance tree developed in this chapter serves as a subsystem within the
research survey assistant interface. This section evaluates and analyzes the
concise summary outputs presented in Section 6.4.4, which are generated
from relevance trees built using HotpotQ)A topics as described in Section
6.4.3. To evaluate whether the branches in the relevance tree diagram
follow a logical structure (Finding issue — Resolved issue — Finding issue)
and express their unique point, we randomly selected 20 branches with each
branch containing three papers (Total 32 papers with 204 unique keywords,
In some routes, multiple child nodes are derived from the same parent node),
and assessed them using two criteria :

e Correctness of unique expression: Whether the target paper
contains keywords that distinguish its unique characteristics from other
papers in the branch.

e Reasonableness of route: Whether the route adheres to the basic
logical structure of Finding issue — Resolved issue — Finding issue.
Similarities between papers can be confirmed without requiring com-
plete alignment with the issue chain logic (where Finding issue in one
paper correspond directly to Resolved issue in subsequent papers).
In other words, Whether research directions can be expanded by
identifying similar patterns across insight summaries.

Table 6.6 presents the evaluation results. The results indicate that, in
addition to improving the classification accuracy of the issue ontology, more
refined prompts are needed in the relevance tree’s summary generation phase
to create summaries that emphasize connections between paper pairs, rather
than generating isolated summaries of individual papers. Additionally, to ac-
curately highlight unique keywords from each paper, we need to pre-identify
common expressions within the field and include them in the stopword list
to improve the quality of unique keyword extraction.

6.6 Summary of subsystem - Insight tree

This subsystem developed two types of hierarchical tree-structured knowl-
edge graphs called inheritance tree and relevance tree to support insight
surveys for novice researchers. Different from the previous academic KGs,
we define Insight survey, expanding knowledge mining in the research topic
from insight perspective, promoting researchers to potentially gain insights
into research directions efficiently. The process of development consists of
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Table 6.6: Evaluation of relevance for 20 randomly branches

Result Case of defect Reason of Defect
Fixed expressions commonly The stopword list was not
Correctness of 167/204 found in papers like customized to account for
UNIQUE eLPTESS- (81.9%) ‘background’ and ‘propose’ common words in the
ion 7% do not capture the unique research field before identifying
aspects of the research keywords by tf-idf.

Incorrect issue ontology
classification and key information
being omitted during

prompt engineering due to
excessive focus on conciseness.

Some route summaries
Reasonableness 15/20 failed to demonstrate
of route (70%) clear connections

within their relevance.

four stages: data processing, insight sentence extraction, hierarchical tree
construction, and KG visualization. First, we conducted high-dimensional
secondary development from the infrastructure data to create an insight
survey dataset that includes citation information and insight content. Then,
we extracted sentences from the insight survey dataset that express insight
viewpoints on ‘Issue finding’ and ‘Issue resolved’ using machine learning
techniques. These sentences were parsed and used to construct a relevance
matrix. Finally, based on the citation information and relevance matrix,
we generated two types of hierarchical tree structures: Inheritance and
Relevance tree. The generated KG demonstrates their rationality, indi-
cating that they can provide key-information to assist researchers in gaining
insights into the directions of the research topic. The knowledge graph also
exhibits interpretability and potential for further development. For the future
expansion and improvement of this study, the following points are proposed:

1. Incorporate Additional Text for Text Similarity and Relevance Chain
Computation: Currently, this study only utilizes the content from
the ‘conclusion’, ‘discussion’, and ‘limitation’ sections. However, the
sections ‘abstract’ and ‘introduction’, specifically the part discussing
previous issues, contain insight elements related to ‘issue need to be
solved in previous research’ and the ‘objective in this study’. Therefore,
integrating these texts for high-dimensional training can optimize the
content in the knowledge graph.

2. We objectively evaluated the classification accuracy of the 'Issue Find-
ing’ and ’Issue Resolved’ viewpoints. However, a future challenge is
incorporating researchers’ subjective evaluations into the generated
knowledge graph.

3. Insert a timeline sequence of causal chain for the research branch into
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the KG to conduct comprehensive research issue analysis, including
historical issues, current issues that are developing, and potential pend-
ing issues. This approach will assist researchers in better understanding
the unique characteristics of the research branch.

4. This study categorized insight content and constructed KG based on
it. Researchers still need to read a considerable amount of text to
comprehend its specific relevance. Thus, in the subsequent step, we will
leverage prompt engineering and large language models to implement
abstractive summarization for insight sentences. This will provide more
concise and efficient information for novice researchers.

6.7 Function of User Interface

Below, we introduce the UI functions. Chapter 8 provides a detailed
description of the subjective system evaluation by novice researchers who
interacted with this subsystem through these functions. The representative
Ul is illustrated in the Figure A.2.

e Functionl - Node summary details: As shown in the figure, each
node contains unique keywords and a summary of the corresponding
paper. When users hover their cursor over a node, a summary label
automatically appears. This feature allows users to quickly grasp the
overview of an article.

e Function2 - Issue summary in edge: As shown in the table, the
edge displays issue summaries for two connected nodes. It includes the
Finding issue summary of the parent node x0 and the Resolved issue
summary of the child node x1. These 30-word summaries are generated
using the prompt-engineering method described in Section ?7?7. When
users hover over an edge, its summary label appears automatically.
This feature helps users deeply understand issue relationships across
multiple papers, facilitating exploration of issue relevance.

e Function3 - Transfer the selected paper: This function connects
with the diff-table function. For an in-depth cross-sectional comparison
of papers from the relevance tree across multiple perspectives, users
should double-click on two or more papers they want to explore further.
After confirming their selection, users can click the ‘Confirm selected
paper’ button. This action sends the chosen papers to the back-end
system, which then generates the diff-table for cross-sectional survey.

e Functiond4 - Search-bar: Similar to the Fish-bone UT’s search
function in Chapter 5. It filters and displays node titles and adjacent
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nodes that match the search string. This feature helps users quickly
identify relevant nodes from multiple paper titles.

98



Chapter 7

SubSystem 3 : A Viewpoints
Embedded D:iff-table System For
Cross-sectional Insight View

7.1 Motivation

This chapter explores the final stage of the Research survey assistant: the
diff-table generation method. In Section 7.1, we:

e Introduce the diff-table’s role in the overall system

e Compare the diff-table to the bird-eyes view (Chapter 5) and the
Longitudinal insight view (Chapter 6)

e Explain how the diff-table integrates with the top-down survey logic

In Section 7.2, we present an introduction of the diff-table subsystem,
introducing its research objectives and significance.

In the Chapter 5 - 6, we mainly assisted novice researchers from two
perspectives in conducting their research surveys more efficiently:

o The bird-eyes view survey, which determines the causal logic research
issue [114].

e The longitudinal insight survey, which analyzes the relevance and
inheritance among articles [59].

Both of them rely on issue ontology extracted from the ‘introduction” and
‘conclusion’ sections. These issue ontologies are used to classify sentences
and generate knowledge graphs based on their summarization output. These
two methods facilitate longitudinal survey [115], allowing for cause-and-
effect comparisons across multiple papers, and it enables researchers to track
changes and patterns during a specific period. However, relying solely on
the longitudinal survey via issue ontology set-based lacks in-depth analysis
of the research content, which is drawn from the consensus views of experts
in the research field such as datasets, pre-training model experts used, per-
formance experts achieved, etc. which often appear in the Natural Language
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Processing (NLP) research field. Considering this expert consensus, it is
clear that authors often produce similar content from certain viewpoints.
They also express unique aspects based on these viewpoints, reflecting their
research originality and differentiating their work from others. Therefore, it’s
important for novice researchers to understand and compare content cross-
sectionally via expert consensus from research tasks, to identify unique, high-
impact characteristics for executing an in-depth insight survey.

7.2 Objectives and significance of diff-table

One way to support the cross-sectional research insight survey is using
prompt engineering based on ChatGPT to generate abstractive summa-
rization [116,117]. Viewpoints can also be embedded as column header
to generate table reflect differences (diff-table) from multiple articles.
However, our experiments will show that over-reliance on ChatGPT without
proper prompt description and input text does not produce satisfactory diff-
table because of two reasons. First, if the input data are not properly pre-
processed, irrelevant information may interfere with the output accuracy,
especially when dealing with large text inputs that have a high number of
useless tokens for summarization. Second, ChatGPT'’s lack of professional
research training can make it difficult to locate original texts that reflect
expert consensus in the research field. This could result in issues with the
incomprehensibleness and completeness of the generated summary [118,119].

To address the above issues, this study aims to develop a system that
assists researchers in the cross-sectional research insight survey through
abstractive summarization in a viewpoints-embedded diff-table format. As
shown in Figure 7.1, unlike previous systems, our diff-table consists of
abstractive summarization cells and helps researchers identify similarities,
unique aspects, and impacts of the research task, enabling a more efficient
insight survey. Experimental results indicate that our tool outperforms
existing support tools based on ChatGPT + prompt engineering in terms
of both information accuracy and conciseness, showing potential for further
development. Our main contributions are as follows.

1. A diff-table system for cross-sectional insights research surveys. We
specially develop a dataset based on infrastructure data built from Chapter
4 for this purpose and use this dataset to automatically generate the diff-
table.

2. Viewpoints-embedded template in ChatGPT prompts, which are used
to generate an abstractive summarization for each cell in the diff-table.
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Dataset of ‘HotpotQa benchmark’

Phasel:
Rule-based Sentence scan

1. Set viewpoints in specific chapter

2. Identify sentences that reflect the
viewpoint through keywords.

Target

Filter the information that
effectively reflects viewpoints
reduce the input range of the
prompt.

Table of Extractive summarization

Phase2:
Prompt Engineering

1. Key information extraction

2. Few shot prompting

Target

Ensure the authenticity of the
summary to the original text

Guide the LLM to generate
context summaries that
reflecting viewpoint.

Table of Abstractive summarization

7.3

We begin by defining viewpoints, Cross-sectional insights, and diff-tables.
Then, we sequentially describe the process of generating diff-tables as
detailed in Figure 7.2. We focus on the content of academic papers in
a specific research task as input text of system. Our primary strategy
involves performing extractive summarization first to narrow down the input
text of LLM, aiming to reduce the impact of text that is not related to
the specified viewpoint. We then take this condensed text and use it for
prompt engineering, generating abstractive summarization and diff-table.
The prompt we crafted maintains the integrity of the original content,
while attempting to cover the important information that reflects specific

Figure 7.2: Pipeline of diff-table system development

Methodology

viewpoints.
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7.3.1 Extractive Summarization based on viewpoints

This section introduces the extractive summarization process of papers to
limit the text input scope to the LLM. We first use the two-stage semantic
text matching [121,122] method of paper — paragraph — sentence to extract
key sentences that reflect the viewpoint. Content reflecting a particular view-
point typically appears in specific sections of an article and includes certain
keywords !. For instance, previous-issue usually found in the introduction
and related work sections, often start with the keyword ‘however’. Thus,
to create an abstractive summary that accurately captures these viewpoints,
we first need to perform extractive summarization. This process determines
the text input range for the abstractive summarization stage. To execute
an extractive summarization, we first need to identify sentences that contain
viewpoint features in the paper. This process begins by locating the specified
section to narrow down the search range. Next, we scan the paragraphs
within this range, identifying sentences that include viewpoint keywords for
extraction. We extract not only the sentences expressing the viewpoint but
also the preceding and following sentences to accommodate key information
that appears in their context. One criterion we set is that the sentences
should reflect the article author’s unique descriptions for each viewpoint,
rather than descriptions of related studies. We determine keywords for each
viewpoint based on the prevalent features of HotpotQA benchmark task,
as depicted in Table 7.1. This extractive summarization contains both
viewpoint information and non-viewpoint information, which needs to be
further screened and summarized by the next step of prompt engineering.

7.3.2 Abstractive summarization in diff-table

We use the prompt engineering via LLM - gpt-4o-mini *> model to generate
abstractive summarization for each cell, using the extractive summarization
as input. This process is divided into two stages. The first stage involves
extracting only the relevant viewpoint information from each sentence and
filtering out any unimportant information that does not affect the reading.
Although this stage outputs a simplified summary, there may be some
repeated information in multiple sentences. Hence, in the second stage,
we further compress the output summary of the first stage for each cell by
organizing repeated information to further condense the summary.

1
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7.3.2.1 Prompt-engineering: Viewpoint Refinement

In the initial stage of prompt-engineering, our goal is to identify important
information that reflects the viewpoint within sentence chunks. The com-
prehensiveness of the summary output depends on the description of the
prompt. To guide the LLM generates precise and concise summaries, follow
these three points:

1. Precisely retain the essential information from the original text.

2. Eliminate content that does not reflect any viewpoints and does not affect
readability.

3. Prevent the LLM from generating tokens that contradicts the facts of
original text.

Using the Zero-shot method without guiding the output can lead to
verbose summaries or summaries lacking key information. To enhance this,
we adopt the Few-shot method [123], incorporating an example into each
prompt description to guide the model towards context imitation. Table
7.2 presents an example of each viewpoint summary.

The sample description of prompt in the information identification stage
is shown below: The settings of the three variables, eg org (sample of
original text), eg_output (sample of summary based on original text), and
kp (feature of viewpoint refer to Table 7.1).
prompt = f£""" Your task is to extract relevant information

from text to make a brief summary in a consistent style.
<Original text>:{eg_orglt

<Summary >:{eg_output}

From the original text below, delimited by triple quotes,
extract the information only relevant to {kp}. Try to
decrease the usage of adjectives and adverbs for a more
concise summary. If no relevant information is found, do
not output.

<Original text>: “‘‘{textl}‘‘°

nnnn

Listing 7.1: Prompt - Viewpoint-text Identification

7.3.2.2 Prompt-engineering: Compression

After the initial stage of prompt-engineering, some cell of summaries may
contain repetitive content. This happens when the same viewpoint is
extracted from different chunks multiple times. For example, if an article
mentions the HotpotQa dataset in several sections, our focus is solely on the
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¥)

datasets used in the article. These summaries require further refinement to
streamline repetitive and wordy segments. To reduce verbosity, the second
stage of prompt-engineering is mainly focused on identifying and removing
redundant information without negatively impacting the tokens in summary.
Here is a sample detailed explanation of the process.
prompt = f£""" Your task is to compress text in a consistent
style.
<Original text>: HotpotQA, HotpotQA,full wiki opendomain
QA setting, opendomain QA datasets, opendomain QA datasets
, HotpotQA dataset

<Compressed text>: HotpotQA dataset,full wiki opendomain
QA setting,opendomain QA datasets

Please compress the following text, delete repetitive
expression without altering the meaning.

<Original text>: “‘‘{textl}‘‘‘

nnn

Listing 7.2: Prompt - Compression

7.4 Evaluation of summaries in Diff-table

This chapter evaluates the summarization generated in the diff-table from
both objective and subjective perspectives. The summaries produced in
Chapters 5 — 6 for the fish-bone and KG of longitudinal insight sur-
vey, which are based on numerous articles, are challenging to measure
using human-defined gold standards for quality assessment. This difficulty
arises from the lack of fair indicators to subjectively evaluate the accuracy
of summaries for such abstract views. For the Fish-bone and KG of
longitudinal insight survey, We can only objectively evaluate the accuracy
of extractive summarization through the classification results of the issue
ontology (mentioned in Section 5.3.2 and Section 6.4.2) to ensure that
the direction of the generated views aligns with our intended purpose. In
contrast, the diff-table in this chapter uses clear generation criteria for
research viewpoints across multiple articles. Its more specific summary
content enables the establishment of human-defined gold standards, allowing
for a thorough evaluation of the diff-table summaries’ quality.

We conducted the evaluation experiment for diff-table in three stages.
First, we manually created the gold standard of diff-table for 18 articles
from the Papers with Code website. Next, we used BERTScore to objectively
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evaluate and compare the abstractive summarization in diff-table. Lastly,
we subjectively evaluate of abstractive summarization in diff-table from four
perspectives: Consistency, Correctness of Viewpoint (V.P), Comprehensible,
and Sufficient Coverage (SC) to validate the effectiveness of diff-table.

7.4.1 Data-processing

This study uses data from the Hotpot@QA benchmark task [99], as listed on
the Papers with Code website®. The paper’s title is extracted from this
page using web scripting, which allows us to match the data of the original
academic paper from infrastructure data processed in Chapter 4. The
corresponding papers’ text and section annotation are then extracted to serve
as the system’s input data. Subsequently, based on these input data, both
extractive and abstractive summarizations are generated via our diff-table
system.

7.4.2 Gold standard

To objectively and subjectively evaluate the performance of the generated
summarization, we reviewed the target articles and established a gold stan-
dard, following the writing standards based on the definition of viewpoint in
Table 7.1 and the output features (summary style) in Table 7.2. While
creating the Gold standard, we focus on the following aspects:

1. Concentrate on the facts, considering their specific characteristics, and
ignore the part of the analysis and the detailed explanation.

2. If an input text represents multiple viewpoints, summarize only the
content of the specific viewpoint, ensuring there is no overlap with the
summary of another viewpoint.

7.4.3 Evaluation via BERTScore

To objectively evaluate the generated summaries in diff-table, we use
BERTScore [126] to compare each cell of the diff-table with the gold stan-
dard, assessing the correctness of the generated abstractive summarization.
We objectively compare its performance with similar diff-table generation
tools, such as Scispace*. Unlike the traditional n-gram evaluation method
that relies on original tokens, BERTScore computes a similarity score for each
token in the candidate sentence against each token in the reference sentence.

3
4
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Since the tokens generated by the AI may not always be based on the original
text, employing BERTScore to evaluate our diff-table could serve as a
more fitting indicator. We select the scibert_scivocab_uncased® pre-training
model, which was trained using a corpus of scientific papers, as the evaluation
model for BERTScore [109]. This training corpus consisted of papers from
Semantic Scholar. The size of the corpus was 1.14 million papers with 3.1
billion tokens included in the full text used for training. scibert_scivocab_cased
exhibits adaptability to both the corpus and domain, making it suitable for
our objective evaluation. The accuracy of the summary of each viewpoint
is determined by averaging the F; of BERTScore across 18 articles. In the
column where each viewpoint is located, calculate the average BERTScore
for all cells in that column and exclude any cell without a corresponding
viewpoint summary from the BFERTScore calculation. Furthermore, the
conciseness of the summary is evaluated by comparing the length of the
generated summary with the gold standard expressed as redundancy rate,
calculated by the ratio of the length of the generated text strings to the
length of gold standard strings. The higher the value of the redundancy
rate, the more redundant information included in the summary.

The evaluation results are shown in Table 7.3. It becomes apparent
that Few-shot outperforms Zero-shot methods in both the BERTScore score
and the level of abstract compression. Additionally, it exceeds Scispace’s
prompt engineering (Collect on the day of 2024/08/18) in most aspects.
This improvement of performance can be attributed to our strategy of
controlling the input text range from extractive summarization, and our
prompt description with viewpoint refinement style. Meanwhile, in most
cases, the summaries generated by the Few-shot method are more concise
than those produced by the Scispace and Zero-shot methods, Proves that
Few-shot method can more effectively remove redundant information and
perform more closely approach to the gold standard.

Next, we conduct a subjective analysis of the diff-table table for several
aspects. For comparative analysis with Scispace, we employ their more
effective ‘include viewpoint description’ prompt to carry out our experiments.

7.4.4 Evaluate through human reading effectiveness

While LLM may sometimes generate expressions similar to the original text,
these expressions may lack precision for academic fields and can lead to
ambiguity. There is also a minor risk that the generated summary might
modify certain proper nouns. Hence, solely using BERTScore evaluation is

5
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not sufficient to accurately measure the effectiveness of the summary. One
case study illustrates that compared to the gold standard shown in Table
7.4, the Few-shot method, while removing some subjects and adjectives to
shorten the summary, may also eliminate useful information to understand
the content. In contrast, the Zero-shot method, due to its lack of summary
examples, adds non-essential expressions that do not impact comprehension.
Additionally, without a clear limit on text input, Scispace and LLM may
struggle to select important information that reflects the viewpoint, often
resulting in relatively lengthy summaries. This type of case is difficult to
evaluate solely using BERTScore. Thus, it is necessary to adopt a method
for human assessment of the summary’s quality. To improve the shortage of
evaluation via BERTScore, we refer to the definition of [127,128] to adopt
subjective evaluation methods compared to the gold standard to measure the
effectiveness in four aspects:

1. Consistency: The factual consistency between the summary and the
original source (input text of the prompt) [129]

2. Correctness of VP: Whether the summary content containing
viewpoints is correct.

3. Comprehensible: The expression of viewpoint reflection, whether
the reader can understand the general meaning of the sentences and find the
key-points of the survey that directly reflect the viewpoint.

4. Sufficient Coverage (SC): whether the important information that
directly reflects the viewpoints of the sentence has been fully expressed. In
subjective evaluation, we should initially concentrate on the correctness and
comprehensibility of the summary because we can only evaluate sufficient
coverage if the generated summary is correct.

Based on the four aspects outlined above, we establish the following
scoring step.

Stepl:

e -1-: In comparison to the gold standard, a generated summary earns a
score of +2 if it contains sentences that are consistent, express correct
viewpoints, and are comprehensible.

e -2-: If the summary matches the criteria for consistency and Correct-
ness of VP, but lacks readability (either too verbose or too concise),
the score will be +1.

e -3-: If more than 50% of the entries in the summary cell are either
too verbose or too concise, it is considered poorly comprehensible and
receives a score of 0.

e -4-: If the summary’s content contradicts the facts in the original text,
it will receive a -2 points penalty.
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e -5-: Summary that only include incorrect viewpoints receives a score
of -1.

Step2: The second stage evaluates the degree of sufficient coverage of the
correct sentences in relation to the gold standard. This involves calculating
the ratio of sentences in a cell that align with the consistency of the gold
standard sentence, as demonstrated:

SC = Countfully,ewpressed (7 1)
Countap

Count puiiy expressea: ' The number of sentences in the summary that fully
expressed the gold standard sentence

Countgp: The number of sentences in the gold standard cell.

If the summary is detected as facts contradict or express incorrect
viewpoints in the first stage, then the score is 0 for the sufficient coverage
score.

We first evaluate 18 articles using our two-stage scoring method, which is
based on the four indicators described above. Table 7.5 presents the results
of this evaluation.

Due to the evaluation bias in ‘Correctness of VP’ and ‘Comprehensible’,
we invited two researchers unfamiliar with Hotpot(QQA-topic to participate in
the scoring experiment for these two metrics. One of them is familiar with
the NLP field but have no experience in the HotpotQA-topic, while one is a
novice researcher unfamiliar with NLP.

Table 7.5 shows the total results of the subjective evaluation. Our Few-
shot method generally performs better in the most viewpoint-embedded sum-
mary. During the evaluation process, we made several notable discoveries.

1. The viewpoint ‘limitation’ in the paper is expressed subtly, making
it difficult to identify. This results in all three methods performing less
than satisfactorily. We also realized that the summary content for the
‘performance’ viewpoint is excessive. We need to further refine the structure
of this viewpoint.

2. Although the Few-shot approach can get a brief and sufficient
summary in most cases, its performance is mediocre in the viewpoint of
‘dataset’ and ‘pre-training’. This is because the LLM mimics the format
of Table 7.1 to achieve brevity, but it often overlooks crucial details
and lacks a comprehensive understanding of the context. Conversely, the
Zero-shot method tends to produce lengthy and less effective summaries,
as it lacks examples to guide the summarization process. However, in
cases like ‘Dataset’ and ‘Baseline’, longer summaries may include more key
information.
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Table 7.5: Subjective Evaluation - The average score of 10 articles for each
viewpoint: Correctness &Comprehensible (C), Sufficient Coverage(SC)

Zero-shot Few-shot Scispace
Cc:010 C=:0.70 C:-0.10
SC:0.64 SC:0.79 SC:0.22
Cc:000 C:0.70 C:0.20
SC:0.79 SC:076 SC:0.63
C:000 C:0.40 C:0.20
SC:0.55 SC:0.73 SC:0.55
C:0.00 Cc:000 C=:0.33
SC:040 SC:046 SC:0.61
c:010 C:030 C:-0.30

Previous issue

Objective

Dataset

Pre-training

Baseline SC:0.55 SC:054 SC:0.48

Performance C:0.20 C :0.50 C:0.70

SC:0.59 SC:0.59 SC:0.50

. C:-0.20 C :0.00 C :0.00
Limitation

SC:0.22 SC:0.22 SC:0.22
C:-0.11 C :0.56 C:0.11
SC:052 SC:0.63 SC:0.37

Future work

3. Scispace often generates summaries that use viewpoint-related vocab-
ulary and their synonyms, but it does not always clearly convey the intended
viewpoint-embedded information. This is similar to the issue of inadequate
training in research. Furthermore, because there are no constraints on
the input text, Scispace sometimes produces summaries from unrelated
viewpoints. This issue can arise when extractive summarization is not
performed. However, in the viewpoint - ‘performance’, this pattern actually
enhances comprehensibility. From the viewpoint ‘pre-training’, we discovered
that Scispace excels in mining paragraph chunking areas, capturing key
information that predominantly using sentence chunks in this study may
overlook. This is a direction we intend to improve in future research.

4. Examining the details of the subjective evaluation results presented in
Table 7.6,7.7,7.8 reveals variations in the Comprehensible scoring among
researchers, characterized by the following:

e (1) All two researchers concluded that the summaries generated by
Scispace contained more extraneous information, whereas our Zero-
shot and Few-shot methods aligned better with the viewpoints. The
Few-shot method, in particular, achieved a higher level of conciseness
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in the text.

e (2) Researchers from fields unfamiliar with NLP may find the explana-
tions of technical terms lacking in the Few-shot and Zero-shot methods,
which can hinder their overall comprehension. In contrast, those with
NLP experience have a foundation for analyzing these viewpoints.
These concise summaries are particularly beneficial for them to conduct
further survey.

e (3) We also discovered that Scispace, lacking input text restrictions,
generates content from previous issues in the viewpoint - ‘limitation’.
This is clearly erroneous, but novice researchers struggle to identify
this error without reading the original paper.

7.5 Summary of this subsystem

We proposed a diff-table system for cross-sectional research insight survey,
aimed at aiding researchers in identifying similarities and differences in
research task through cross-comparison. Relying on expert consensus, we
consolidate and synthesize multiple papers with similar research objectives
into a diff-table. This table is created by (1) performing extractive sum-
marization based on two-stage semantic text matching, and (2) generating
abstractive summarization through two stages of prompt engineering. In
our evaluation experiment, we assessed the comprehensible, minimal, and
sufficient of the summaries in diff-table, using both objective measures
such as BERTScore and subjective evaluations. Importantly, the diff-table
holds potential for supporting cross-sectional research surveys, providing a
promising direction for future development. For the future expansion and
improvement of this study, the following points are proposed:

1. Machine learning technology for Extractive summarization:
This study employed keyword scanning to extract sentences that express
viewpoints. However, this method may struggle to identify sentences that
don’t align with our established rules, such as sentence shown bellow that
discussing previous issues that don’t contain the keyword "however’.

e.g. Previous issue : Since generators trained merely from recovering
original statements are not encouraged to explore the possibilities of other
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reasonable statements.

To detect these irregularly expressed sentences, we need to create a
viewpoint-based machine learning dataset for deeper viewpoint classification
in the future. Furthermore, Some key information, such as benchmark of the
pre-training model, are found in the article’s table and are not included in
the body-text. Therefore, it is equally important to identify and extract this
kind of multi-modal information.

2. Expression of Longitudinal Knowledge Structure This study
mainly focuses on the Cross-sectional Insight Survey. Based on these findings,
the expression of combination with Longitudinal Knowledge Structure is
projected as an upcoming trend. Specifically, we will use the diff-table as
a foundation and apply text similarity and citation relationships to establish
connections between articles in the knowledge structure.

7.6 Function of User Interface

Below, we introduce the UI functions. Chapter 8 provides a detailed
description of the subjective system evaluation by novice researchers who
interacted with this subsystem through these functions. The representative
UI is illustrated in the Figure A.3.

e Functionl - Search bar: Highlights all cells containing user-specified
keywords, facilitating easy identification of similarities across multiple
papers.

e Function2 - Pop-up window for comparison: When a user double-
clicks a cell’s content, a pop-up window appears displaying that content.
Users can freely drag this floating window to reposition it. This feature,
combined with the search bar’s highlight function, enables users to
first locate multiple cells containing specific keywords, exploring their
commonalities. Then, by repositioning the pop-up windows of these
cells, users can easily compare the differences in content among cells
with similar information.
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Chapter 8

Subjective Evaluation of Research
Survey Assistant Interface

Our experiment aims to evaluate the effectiveness of our survey assistant
interface in helping novice researchers explore new research topics. We first
measure the performance and user experience of each subsystem function
independently as a baseline. Then, we analyze how well the top-down
level triggers facilitate the research process compared to the independent
subsystems without triggers. Through this subjective evaluation, we aim to
quantify the system’s impact on research survey efficiency and quality for
novice researchers.

8.1 Experiment setting

8.1.1 Dataset

Using the SZ2orc dataset and the CTBR method for extracting sections
and body-text from papers, we created datasets for two target research
topics: (1) HotpotQA for question answering and (2) CNN/Daily for text
summarization. The details of these datasets are presented in the Table
8.1.

Table 8.1: Experiment data (Topic : HotpotQA & CNN/Daily)

Number of papers | Number of sentence
HotpotQA 489 4979
CNN /daily 659 5861

Our system generates datasets for papers on these two topics based on the
description in Chapter 4, serving as the foundational data for visualization.
The aim is to allow novice researchers to quickly grasp an overview of this
vast number of papers, and to stimulate a certain degree of exploration into
research directions based on this overview.
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8.1.2 Experiment overview

1. Baseline Setting: Users experience individual subsystems as a baseline
without UI operations triggers. In this scenario, users can grasp the
subsystem elements to some extent, but the goals and research directions
of each subsystem remain unclear. For example:

e The Fish-bone diagram’s overly condensed summaries significantly
limit its effectiveness. It hinders deeper exploration of research top-
ics beyond surface-level concepts. This brevity, while intended for
conciseness, unintentionally prevents novice researchers from gaining
a comprehensive understanding.

e In the Relevance tree, the scope and boundaries of related papers are
not clearly defined, and the criteria for including specific papers within
this domain lack transparency. This ambiguity in both the domain’s
extent and the selection rationale for included papers can potentially
lead to confusion or misinterpretation of the research landscape, espe-
cially for novice researchers attempting to navigate the field.

e In D:iff-table, the long paper summaries, coupled with a lack of
context regarding the paper’s position in the whole research topic,
diminish the motivation to read.

As a result, the top-down approach in the overall survey may not be
effectively implemented through independent subsystems.
2. System coherence enhancement: After enhancing system coher-
ence(baseline improvement), users experience the entire system with UI
operations triggering incentives. This allows users to complete the top-
down logic by identifying generative factors linking the three views. For
instance, Fish-bone highlights key issues and related topics within the
subject area. Relevance tree then explores highly pertinent papers based
on these important issues. Finally, Diff-table generates detailed summaries
of these papers for comparison. Through this process, users gain a better
understanding of knowledge structure, hierarchical relationships, and causal
connections, which in turn motivates them to conduct further research in a
clear target.

8.1.3 Criteria

We invited 11 graduate students (comprising both master’s and doctoral
candidates) to participate in the experiment. The table below illustrates
their academic experience and research fields.

To assess whether the overall interface has guidance advantages com-

118



pared to independent subsystems, we have established three main aspects
to evaluate novice researchers’ user experience with the entire system and
its individual subsystems. Participants are required to score the following
aspects:

e Functional consistency: In the generated visualization tool, assess
whether the content displayed in nodes and edges aligns with the
described function, and whether provides users with effective prompts
for a research overview.

e Survey continuity: Evaluate whether users can discern logical con-
nections between concepts by reading this visualization tool, thereby
gaining insights and directions for their research survey.

e Comprehensibility: Assess whether the visualization tool’s pre-
sentation is concise and facilitates easy comprehension of the survey
elements.

8.1.4 Experiment flow

Given the extensive information available in the target topic, we needed to
limit the amount of content shown in each generated view during experi-
ments, despite providing concise summary views. These limitations were
necessary due to time constraints, as detailed in the following approaches:

1. Fish-bone: In the initial generation of the fish-bone diagram, we set
specific parameters to provide an appropriate amount of information
for novice researchers. The diagram includes 5 main tasks (represented
by 5 joints), with each task containing 5 improvable issues and 5
emphasized issues (resulting in 10 ‘fine-bones’ per joint). Additionally,
each fine-bone branches into 2 child-bones.

2. Relevance tree: Presenting excessive paper information to novice
researchers lacking background knowledge can impede effective in-
formation absorption within limited time constraints. To control
information density in the generated relevance tree, we implemented
three constraints in our experiments: limiting trees to two branches
per node, setting a maximum depth of three levels, and restricting the
total number of papers to 20.

3. Diff-table: To manage the diff-table’s complexity and ensure novice
researchers can thoroughly examine paper details in a limited time, we
limit participants to selecting up to 5 papers from the relevance tree
before generating their diff-table view.

Based on these experimental view parameters, the detailed setting of our
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comparative experiment are shown below:

e Experimentl - Hands-on subsystem (15 minutes per subsys-
tem x 3 = 45 minutes): Participants will engage in a hands-
on experience of each subsystem, evaluating it from three aspects:
functional consistency, survey continuity, and comprehensibility.

e Experiment2 - Hands-on Research assistant interface (30 min-
utes): Participants will test the overall system’s functionality, which
integrates three interconnected subsystems. They’ll assess improve-
ments in functional consistency, survey continuity, and comprehensi-
bility. Afterward, they’ll note the most impaction top-down survey
logical elements from this interconnected experience.

We assign two topics to each group to mitigate potential bias arising from
participants’ prior knowledge of the research topic. This approach ensures a
more balanced and fair experimental design. We divided the 11 participants
into 4 groups, with Groups 1-3 having 3 participants each, and Group 4
having 2 participants. The experimental grouping for the 11 participants is
outlined as follows:

e Group 1: Experiment 1 (Topic 1) — Experiment 2 (Topic
2) : This group begins with Topic 1 in the first experiment and
then transitions to Topic 2 in the second experiment, allowing for a
comparison of performance and understanding across different subject
matters.

e Group 2: Experiment 1 (Topic 2) — Experiment 2 (Topic 1) :
In contrast to Group 1, this group starts with Topic 2 and then moves
to Topic 1, enabling an assessment of how prior exposure to one topic
might influence performance on another.

e Group 3: Experiment 2 (Topic 1) — Experiment 1 (Topic 2)
: This group reverses the order of experiments compared to Group 1,
which helps control for any potential order effects in the experimental
design.

e Group 4: Experiment 2 (Topic 2) — Experiment 1 (Topic 1)
: This group reverses the order of experiments compared to Group 2,
which helps control for any potential order effects in the experimental
design.

This experimental design allows for a comprehensive analysis of both
topic-specific effects and potential learning or fatigue effects across experi-
ments, enhancing the robustness of the research findings.

For the four group mentioned above, the experimental procedure for the
two research topics, HotpotQA and CNN/Daily, is as follows:
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Stepl - Description (10 minutes): Explain to participants the mod-
ule’s function and the meanings of nodes and edges. This explanation
will also appear at the top of the displayed UL

Step2 - Hands-on Research assistant interface (75 minutes):
Experiment and group setting mentioned above.

Step3 - Questionnaire (15 minutes): To obtain a more intuitive
grasp of participants’ experiences with the interface, we designed a
comprehensive survey questionnaire covering the entire interface, as
illustrated in the table below. Participants will complete a survey
questionnaire and offer constructive suggestions for improving the
Research Assistant Interface.

e * To assess participants’ learning outcomes, we let them create top-
down survey route diagrams during experiment 2, using the example
provided in Figure 8.1 as a guide. Due to time constraints, partici-
pants only recorded knowledge they could readily comprehend in the
diagram. The diagram comprises three main characteristics:

1. A top-down conceptual structure that progresses from abstract
concepts to specific details.

2. Key-points showing paper relevance identified through the relevance-
based summary view.

3. Details learned from the diff-table to enhance understanding.

e * The experiment is planned to spend 100 minutes, with 10-minute
breaks between steps, totaling 120 minutes.

8.2 Subjective evaluation

We gather basic information from experiment participants, including their
academic year, frequency of conducting research surveys, and familiarity with
the two research topics used in the experiment. During the experiment,
we assess participants’ survey effectiveness by having them read the views
presented in the interface and create their own survey logic diagrams. After-
ward, we collect participants’ subjective satisfaction ratings and improvement
suggestions for the entire system through questionnaires.
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SchoolYear O M2 ODl OD2 OD3

1. Are you familiar with NLP?
O Unfamiliar O Simple Studied O Studied in depth

2. How frequently do you conduct research survey?
O Very frequently O Often O Sometime (O Rarely O Never

(m O
3. How do you feel using this interface?

O Very Satisfied O Satisfied O Neutral O Dissatisfied O Very Dissatisfied

4. Does the interface help you grasp the research direction effectively?

O Very Satisfied O Satisfied O Neutral O Dissatisfied O Very Dissatisfied

5. Does this interface help you formulate a conceptual framework?

O Very Likely O Likely O Neutral O Unlikely O Very Unlikely

6. Do you think the functional are consistent with the actual experience?

O Very Likely O Likely O Neutral O Unlikely O Very Unlikely

7. Is the overall readability of the knowledge visualization good?

O Excellent QO Good QO Average O Poor QO Very Poor

8. Is the interface operation-friendly?

O Very Likely O Likely O Neutral QO Unlikely O Very Unlikely

Figure 8.2: Questionnaire of subjective system evaluation
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8.2.1 Overall evaluation

The questionnaire for the overall system evaluation is shown in Figure 8.2.
The Table 8.2 summarizes the overall evaluations of the research survey
assistant interface from 11 experimental participants. We assessed user
satisfaction with this interface using a 5-point scale, based on responses to
questions 3-8 in the questionnaire shown in Figure 8.2. Scores ranged from
5 (highest satisfaction) to 1 (lowest satisfaction). The abbreviations in Table
8.2 are detailed as follows:

SY: School years.

G: Group of experiment.

FAM: Familiarity with the NLP field.

FRE: Frequency of conducting research survey via reading academic
papers.

SAT: Overall Satisfaction of the interface.

RD: Effectiveness of grasp the research direction.

FC: Effectiveness of formulating a conceptual framework.
CF': Consistency of functional descriptions.

RA: Overall readability fo knowledge visualization.
OPE: Satisfaction of UI Operation.

In Sections 8.2.2 - 8.2.4, we present detailed subjective experimental
results for each subsystem. Sections 8.2.5 discusses advantages of the entire
research survey assistant interface compared to independent subsystems.

The results show that novice researchers at various stages (from master’s
to PhD students) generally expressed satisfaction with the research survey
assistant interface according to the metrics mentioned in Section 8.2.1.
In addition, by analyzing the variance in evaluation results across different
metrics from the 11 participants and collecting their actual experiences
using the system, we know that participants’ familiarity with the NLP
field, school year, and frequency of conducting research surveys did not
significantly impact their experience with this system. Instead, the main
factors contributing to differences in system experience are:

e Users’ preferred research survey route: Some participants, while
able to gain directional guidance from the top-down survey route,
found the initial presentation of concise, broad concepts from the fish-
bone diagram confusing. They questioned whether these concepts
had practical solutions. These participants often preferred a bottom-
up approach: first examining specific details in the diff-table to gain
concrete insights, then expanding their thinking to more abstract
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Table 8.2: Overall system evaluation
*Simple Studied : Has taken NLP courses, but no experience in Question
Answering and Text Summarization

No. SY G FAM FRE SAT RD FC CF RA OPE
1 M2 1 Simple Studied Sometime 4 4 4 3 3 4
2 D2 1  Unfamiliar Sometime 4 4 4 4 5 5
3 D3 1 Unfamiliar Rarely 4 4 3 5 4 4
4 D3 2  Unfamiliar Often 3 4 4 3 3 2
5 M2 2  Unfamiliar Sometime 4 4 4 4 4 3
6 D2 2  Unfamiliar Rarely 4 4 3 4 ) 3
7 D1 3 Simple Studied Often 4 4 4 4 4 3
8§ D2 3 Simple Studied o 4 3 3 4 4 4
frequently
Simple Very
9 bz 3 Studied frequently g g g g 4 g
10 D1 4  Unfamiliar Rarely 4 4 4 4 3 3
11 D2 4  Unfamiliar Often 4 4 3 5 4 4
Avg - - - - 4.0 4.0 3.72 4.09 391 3.64
Var - - - - 0.20 0.20 0.42 049 049 0.85
Std - - - - 0.20 0.20 0.65 0.7 0.7 0.92

concepts. For these researchers, presenting the relevance-tree and
fish-bone diagram after initial exploration of the diff-table provided
more effective research assistance. In contrast, participants accustomed
to top-down logic adapted well to the system’s visualization methods
and inter-view connections. Their habitual use of a top-down survey
approach meant that the system’s knowledge overview and exploration
of knowledge associations significantly enhanced their understanding of
new research topics.

e Users’ preferred research domain: The 11 participants were
unfamiliar with the HotpotQA and CNN/Daily topics used in our
experiments. However, their diverse specializations within computer
science led to varying research habits. Some researchers, focused
on theoretical modeling without application development, showed less
interest in the concrete development-related elements presented in the
diff-table and relevance-tree. Their limited background in areas
like datasets and pre-training dampened their motivation to explore
these aspects. In contrast, researchers engaged in application devel-
opment and engineering-related research found the system’s approach
of concretizing broad concepts more appealing. Despite potential
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unfamiliarity with NLP, these participants were keen to delve into
the system’s viewpoints and issue ontology.

we can glean the following insights from detailed metrics in Table 8.2.

e Most participants gained a sense of research direction (RD) during
the experiment, enabling them to break down tasks within abstract
concepts. However, regarding the establishment of a logical concep-
tual framework (FC) through brief learning , some researchers faced
challenges. While they could intuitively grasp the basic elements
of the research topic, the abundance of cross-connection of research
elements requiring in-depth exploration from the relevance tree to the
diff-table—made it difficult to establish a deep conceptual framework
without further refinement of the internal logic.

e The actual user experience in total system aligned with the basic
functions the system aimed to convey (CF). However, the readability
(RA) evaluation metric showed larger variance in participants’ assess-
ments. This variance primarily stemmed from diverse opinions on the
comprehensibility of the three views, which will be elaborated upon in
Sections 8.2.2 — 8.2.4.

e The operational interaction experience (OPE) among the three Uls
showed larger variance in participants’ evaluations. Those familiar
with bottom-up research methods expressed particular concern about
the absence of UI operational interaction flowing from diff-table to
relevance tree to fish-bone diagram. Additionally, some participants
emphasized the importance of allowing users to control the amount of
survey information presented based on their specific needs.

The participants’ individual evaluations of each subsystem will provide
deeper insights into how their survey habits and their research domain
influenced the experimental results.

8.2.2 Subjective Evaluation on Fish-bone

The evaluation results for the Subsystem: Relevance-tree are presented in
Table 8.3. Overall, participants provided favorable evaluations across the
three assessment criteria. Factors influencing users’ ratings for the fish-bone
diagram correlated with their preferences for this survey approach.

we can glean the following specific insights from detailed metrics in Table
8.3. and participants’ feedback.
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Table 8.3: Subsystem evaluation : Fish-bone
Functional consistency — Cons.

Survey continuity — Cont.
Comprehensibility — Comp.

No. SY G FAM FRE Cons. Cont. Comp.
1 M2 1  Simple Studied Sometime 4 3 3
2 D2 1  Unfamiliar Sometime 4 4 3
3 D3 1 Unfamiliar Rarely 4 5 )
4 D3 2  Unfamiliar Often 3 4 4
5 M2 2  Unfamiliar Sometime 4 4 4
6 D2 2  Unfamiliar Rarely 2 3 3
7 D1 3 Simple Studied Often 3 4 4
8§ D2 3 Simple Studied & 2 2 2
frequently
9 D2 3 Simple Studied &Y 5 5 5
frequently
10 D1 4  Unfamiliar Rarely 3 4 4
11 D2 4  Unfamiliar Often 4 4 5
Avg - - - - 345 3.81  3.81
Var - - - - 0.79 0.69 0.88

Researcher No.9 possesses foundational knowledge in NLP from uni-
versity courses and regularly engages with research literature. Though
he hasn’t directly applied the research directions outlined in the fish-
bone diagram, his basic grasp of NLP concepts, such as Question
Answering, text summarization—allows him to appreciate how the
diagram’s task and issue information reflects current research trends.
Notably, the hierarchical overview derived from actual paper data in the
fish-bone diagram effectively illuminates the main research directions
for him.

Researcher No.3, unfamiliar with NLP and infrequent in paper-
based research surveys, finds the fish-bone diagram’s concepts partic-
ularly stimulating when approaching new research topics. He prefers
beginning with abstract, easily digestible general points before delving
deeper and extrapolating specific details. This top-down thinking
model aligns perfectly with his cognitive approach, effectively guiding
his further exploration.

In contrast, Researcher No.8, despite having NLP experience, didn’t
evaluate the fish-bone diagram positively. He favors a bottom-up
survey approach, focusing on specific problems rather than broad con-
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cepts. While the fish-bone diagram offers some hierarchical knowledge
structure, its abstract concepts alone don’t provide enough context for
him to grasp the detailed research background. Consequently, it failed
to significantly enhance his survey efficiency. Although Researcher
No.6 lacking of NLP background, he also prefers a bottom-up ap-
proach. Thus, the fish-bone view offered him little benefit.

8.2.3 Subjective Evaluation on Relevance-tree

The evaluation results for the Subsystem: Relevance-tree are presented
in Table 8.4. Participants’ evaluations of the relevance-tree were largely
consistent. Most found that its visualization approach, combined with the
summary content in nodes and edges, offered significant insights into the
relationships among multiple articles. The summaries for ‘Issue Resolved’
and ‘Issue Finding’ were praised for their specificity and clarity. This
provided them with a foundation to extent on the abstract concepts presented
in the fish-bone diagram. Consequently, most participants awarded high
scores for the comprehensibility criterion. However, when it came to the
chain-like logic of ‘Issue Finding” — ‘Issue Resolved” — ‘Issue Finding’ as
a framework for deducing potential novel directions in this research topic,
participants generally struggled to assess its validity. Moreover, they found
it challenging to employ divergent thinking based on the view’s summaries
to construct an ideal path of innovation. There are two main reasons for this
issue:

e The classification errors discussed in Section 6.4.2 led to a small
number of summaries failing to accurately reflect their corresponding
issue ontology. This inaccuracy indirectly compromised the validity of
certain issue chains.

e Assessing the potential novelty of a research branch with limited infor-
mation and time is inherently difficult. Even with the aid of fish-bone
diagram and diff-table, novice researchers struggle to conceptualize
such complex, multidimensional-knowledge structure reflect research
originality:.

8.2.4 Subjective Evaluation on Diff-table

The evaluation results for the Subsystem: diff-table are presented in Table
8.5. The results indicate that most participants find the diff-table effective
in providing specific summary information under commonly agreed view-
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Table 8.4: Subsystem evaluation : Relevance tree

No. SY G FAM FRE Cons. Cont. Comp.
1 M2 1 Simple Studied Sometime 3 4 )
2 D2 1 Unfamiliar Sometime 4 4 4
3 D3 1  Unfamiliar Rarely 2 5 5
4 D3 2  Unfamiliar Often 2 2 5
5 M2 2  Unfamiliar Sometime 2 2 4
6 D2 2  Unfamiliar Rarely 3 4 3
7 D1 3 Simple Studied Often 2 4 4
§ D2 3 Simple Studied 'O P 4 4
frequently
9 D2 3 Simple Studied ' 4 5 4
frequently
10 D1 4  Unfamiliar Rarely 1 4 5
11 D2 4  Unfamiliar Often 2 4 3
Avg - - - - 2.45 3.81 4.18
Var - - - 0.79 0.88 0.51

points. They also gain valuable insights by comparing commonalities and
differences across multiple articles. These summaries, organized according
to each article’s structure, boost their motivation for survey continuity.
However, researchers No.4, No.7, and No.10 found the diff-table’s
content less helpful. The specific reasons are as follows:

Researcher No.4’s feedback revealed: His limited grasp of NLP
applications hindered his ability to quickly connect with the viewpoints.
Consequently, he struggled to compare similarities and differences
across multiple articles using viewpoints that delve into specific details
like datasets, pre-training, and baselines.

Researcher No.7 and No.10’s feedback revealed: In experiment 2,
some viewpoint summaries for articles selected from the relevance-
tree were not fully displayed, particularly the limitation and future
work sections. This occurred due to two main reasons: (1) the original
article did not mention limitation or future work-related content, or
(2) sentences reflecting the viewpoint did not contain the keywords
described in Section 7.3.2, leading to a failure in extracting the
original sentences.
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Table 8.5: Subsystem evaluation : Diff-table

No. SY G FAM FRE Cons. Cont. Comp.
1 M2 1 Simple Studied Sometime 4 4 )
2 D2 1  Unfamiliar Sometime 3 4 5
3 D3 1  Unfamiliar Rarely 4 4 4
4 D3 2  Unfamiliar Often 2 4 2
5 M2 2  Unfamiliar Sometime 3 4 4
6 D2 2  Unfamiliar Rarely 5 5 5
7 D1 3 Simple Studied Often 2 3 2
§ D2 3 Simple Studied 'O 4 4 4
frequently
9 D2 3 Simple Studied ' 4 5 3
frequently
10 D1 4  Unfamiliar Rarely 2 4 3
11 D2 4  Unfamiliar Often 4 4 4
Avg - - - - 3.36 4.09 3.81
Var - - - - 0.96 0.26 1.06

8.2.5 Top-down process VS independent subsystem

Table 8.6 compares the evaluation results of the three independent sub-
systems (Baseline: experiment 1), where participants were unaware of the
triggers between views, with the improved understanding of the entire
research route when triggers are added (experiment 2). Participants generally
found that experiment 2, which incorporated triggers, better reflected the
functional consistency of each component in the top-down survey route.
This improvement stems from the presence of relevant connections between
views. In contrast to the isolated view experience in Experiment 1, these
connections enable participants to grasp the origin of each view, thereby
providing more explicit background information. For instance, the issues and
tasks in the fish-bone diagram can be expanded into summaries of multiple
related papers. The papers in the relevance-tree all fall within a specific
task in the fish-bone, while the issues in the fish-bone further subdivide
this task into various research branches. Consequently, this top-down linking
logic aids novice researchers in comprehending each independent view more
effectively.

Regarding Survey continuity enhancement, researchers No.4, 7, and
8 note that while the system provides a connection basis among multiple
views, it lacks detailed evidence to refine inter-view links. For instance, the
related issue connecting the fish-bone and relevance-tree is merely a brief
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Table 8.6: System evaluation :

Top-down

Compare with independent subsystem

survey process (experiment 2) -

No. SY G FAM FRE Cons. Cont. Comp.
1 M2 1 Simple Studied Sometime + 2 + 2 + 2
2 D2 1  Unfamiliar Sometime + 2 + 2 +1
3 D3 1  Unfamiliar Rarely + 3 + 3 + 2
4 D3 2  Unfamiliar Often + 2 0 +1
5 M2 2  Unfamiliar Sometime +1 +1 +1
6 D2 2  Unfamiliar Rarely + 2 +1 +1
7 D1 3 Simple Studied Often +1 0 + 2
8§ D2 3 Simple Studied oY 1 0 19
frequently
9 D2 3 SimpleStudied 'O +2  +2  +3
frequently
10 D1 4  Unfamiliar Rarely +1 + 2 +1
11 D2 4  Unfamiliar Often + 2 + 2 + 2
Avg - - - - + 1.72 4+ 136 + 1.64
Var - - - - 0.38 0.96 0.41

summary, without point-to-point references to specific paragraphs in papers.
This absence of original text references hinders their ability to judge the
reasonability of subsequently generated content.

Participants gave high scores for improved view readability, regardless
of their primary research fields or survey habits. They generally believed
that combining abstract concepts with summaries of specific content in a
hierarchical structure enhanced their comprehension. The experiment 2
improved their ability to logically connect knowledge and construct corre-
sponding research conceptual frameworks.

8.2.6 Outcome and Bias analysis

Following the example in Figure 8.1, participants created top-down survey
route diagrams using the top-down process view (experiment 2) in the
research survey assistant interface. This section first evaluates their learning
outcomes based on the following criteria:

e Sufficient: 3-point scale, ranging from content-rich to content-poor
[+3 — +11].

e Reasonableness: 3-point scale, ranging from logical to illogical
outcomes [4+3 — +1]
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Table 8.7: Evaluation of learning outcomes
*APT : Adaptability to top-down processes (feedback from participants)

No. SY G FAM FRE APT Sufficient Reasonableness
Simple .

1 M2 1 Studied Sometime Good 3 2

2 D2 1 Unfamiliar Sometime Normal 2 2

3 D3 1 Unfamiliar Rarely Good 2 3

4 D3 2  Unfamiliar Often Normal 1 1

5 M2 2  Unfamiliar Sometime Normal 3 1

6 D2 2  Unfamiliar Rarely Bad 1 2
Simple

7 D1 3 Studied Often Good 2 2
Simple Very

8 bz 3 Studied frequently Bad 2 2
Simple Very

9 bz 3 Studied frequently Good 3 2

10 D1 4  Unfamiliar Rarely Normal 2 1

11 D2 4  Unfamiliar Often Good 2 2

Participants demonstrated different learning outcomes based on various
characteristics, including their familiarity with the NLP field, Adaptability
to top-down processes, and knowledge of data science engineering. Table
8.7 presents the evaluation of learning outcomes of 11 participants, while
Table 8.8 uses correlation analysis to illustrate how different participant
characteristics influenced these outcomes. The code of correlation analysis is
shown in Code B.

From the Table 8.7, we realize main factors affecting their learning
outcomes are shown below:

e Adaptability to top-down processes(feedback from partici-

pants): A strong positive correlation emerged between participants’
adaptability to the top-down process and their learning outcomes,
demonstrating how learning style significantly affected their diagram
quality. Researchers who scored ‘BAD’ in APT struggled to expand
abstract concepts into specific details and verify underlying informa-
tion. Their top-down survey route diagrams reflected these difficulties
through fewer branches and noticeable hesitation when confronting
ambiguous logical structures under time constraints.

Familiarity with the NLP field: Familiarity with the NLP field
also demonstrated a strong positive correlation with participants’ learn-
ing outcomes. Participants who were unfamiliar with NLP struggled
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Table 8.8: Result of correlation analysis - Spearman method [130]

Sufficient | Reasonableness
G(Group) -0.057 -0.313
FAM 0.462 0.280
FRE 0.199 -0.010
APT 0.480 0.397

with their survey efficiency due to limited knowledge of the field’s
research methodologies. While these participants could grasp and
expand upon abstract concepts to some degree, they had difficulty with
specific technical terminology. This led to incomplete top-down survey
route diagrams that lacked detailed exploration.

e Frequency of conducting research survey via reading academic
papers: Participants who frequently conduct research surveys pro-
duced more sufficient top-down survey route diagrams. This may be
attributed to their habit of reading numerous articles and recording key
research points, which motivated them to be more proactive in creating
top-down survey route diagrams.

e Experiment sequence: The order of experiments influenced learning
outcomes. Groups 1 and 2, who completed Experiment 1 first, gained
familiarity with the system and produced more logically coherent top-
down survey route diagrams in Experiment 2. In contrast, Groups 3
and 4, who began with Experiment 2, had limited time to adapt to
the top-down process. This resulted in diagrams that showed weaker
coherence, especially in their understanding of connections between
subsystems.

Due to the limited sample size in this experiment, the analysis results
may contain biases in the following aspects. Future large-scale supplementary
experiments will be needed to enhance the stability of the statistical analysis.

e Data Distribution Bias: The data distribution in Table 8.7 reveals
several imbalances that could affect the results. For example, in
the APT category, Good and Normal cases outnumber Bad cases.
Additionally, D2 participants make up a disproportionate share of the
sample, and the FAM category shows a high number of Unfamiliar
cases. For future experimental designs, we should incorporate prelim-
inary testing to better balance participant characteristics and reduce
potential bias.

e Joint effect of multiple variables cause bias: The evaluation of
participants’ learning outcomes may rely heavily on specific parame-
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ters, potentially introducing bias into the outcome. We accumulated
variables combinations to identify those that had significant effects on
the learning outcome in our experiment result.

The following parameter combinations showed potential bias in the
experimental results:

— FAM: Simple Studied, Unfamiliar
— FRE: Often, Rarely, Sometime
— APT: Bad

Researchers in this experiment who shared multiple characteristics
described above demonstrated similar patterns of bias in their top-
down survey diagrams.
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Chapter 9

Conclusion

To effectively summarize a large number of articles within a research topic
from general concepts to specific details and provide novice researchers
with an appropriate top-down research route, this dissertation proposed a
novel approach to research survey assistance designed specifically for novice
researchers. Drawing inspiration from the top-down method of research
experts, we developed an interface that guides users from broad, abstract
concepts to detailed, specific information. This approach is embodied in a
three-tiered visualization system—the Fish-bone diagram, Relevance tree,
and Diff-table — which reduces the time and effort required for novice
researchers to gain a comprehensive understanding of their field. By enabling
quick familiarization with research direction from hundreds of papers and
facilitating more targeted reading and questioning, our tool has the potential
to accelerate the early stages of research surveys. The main contributions of
this study include the following points:

1. To construct the infrastructure data for the research survey assistant
interface, we develop a Compartment & Text Blocks Refinement Frame-
work (CTBR). This framework identifies the internal structure of
research papers in PDF format, accurately extracting the body text
and associated sections to form the main part of the infrastructure
data.

2. We mimic expert researchers’ survey methods, utilizing common issue
ontologies and viewpoints in academic research as foundational ele-
ments to define the requirements for our top-down survey assistance
system.

3. From the infrastructure data, we extract and refine a summary dataset
that exemplifies the feature of top-down survey, and we employ ma-
chine learning and prompt-engineering techniques to generate layered
summaries based on this summary dataset, implement a structured top-
down summary style from broad abstract concepts to specific details,
based on the issue ontology and viewpoints.

4. We design and develop a comprehensive set of top-down survey sum-
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marization visualization tools. These tools are arranged hierarchically
from top to bottom as Fish-bone diagram, Relevance tree-structured
KG, and Diff-table that provide novice researchers with a more
concise, clear, layered, and logical summary generated in stage 3. This
approach enables researchers to quickly familiarize themselves with the
outlines of hundreds of papers in a short time.

9.1 Findings

This chapter explores expansion ideas stemming from our research. The
Table 9.1 outlines the general directions.

9.1.1 Extension based on Chapter 6 : Longitudinal
Insight path generation

In this dissertation, we proposed longitudinal insight survey for a research
topic, establishing a tree-structured academic insight knowledge Graph based
on research issues. However, this structure is complex in expressing multiple
branches, still requiring researchers to spend time further exploring to under-
stand the longitudinal overview of the entire research topic. Thus, we plan
to focus on establishing a coherent insight path through the collaboration
of multiple agents, providing researchers with a series of continuous research
ideas and directional guidance. It has the following characteristics:

1. Issue ontology based: It is composed of issue ontology that link
multiple papers, deeply mining the issue threads interspersed across multiple
papers to form the environment for generating the insight path.

2. Generation mode via multi-agents: Insight path generated
through the division of labor and cooperation of multiple agents, through
information acquisition from the environment, analysis of the current state,
dynamic programming (DP), and decision-making, to construct the com-
prehensible insight path.

3. Concise Representation: It presents a longitudinal survey in both
temporal and spatial aspects, and provides a simpler summary representation
reflecting the connections between multiple articles.

9.1.1.1 Issue Relevance

Issue relevance forms the core of longitudinal insight path generation, specif-
ically focusing on the similarities and differences among issues in academic
papers. This research discusses issue relevance from two perspectives:
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commonality (common knowledge elements reflected across multiple papers)
and difference (The unique differences of each paper that emerge from
multiple papers with commonality). In our research process, we expand and
extend based on the work of our predecessors. The learning process involves
acquiring issues known to exist in the world at that time. The learning
process discussed in research papers is mostly reflected in the introduction
and related work sections. These two parts are generally summaries of
commonality in the learning process of that domain. However, the authors
also write about the unique aspects of their papers in these two ‘chapters’ to
reflect the novelty of their work, thus distinguishing it from other research
and demonstrating their differentiation and value. Therefore, grasping
this layer of relevance relationships will allow readers to better immerse
themselves in the author’s perspective when reading the paper, thereby
quickly understanding the surface information the paper conveys. We define
the Longitudinal insight path as a framework that reflects the issue relevance
of multiple papers. This approach allows researchers to quickly grasp both
the surface information conveyed by the papers and the implicit research
directions. When presented to novice researchers, this path is expected to
streamline their complex survey process during the initial stages of research,
simplifying the often overwhelming task of literature review. Figure 9.1
illustrates an example of the ideal insight path. This figure illustrates
the Multi-hop task within the HotpotQQA topic. P1 shows the datasets
involved in the Multi-hop task. P2 expands from Multi-hop question to the
Modular network approach. P3 incorporates single-hop supporting evidence
to enhance the interpretability of multi-hop question answering framework.
This path showcases the commonality, differences, and inheritance patterns
among similar research tasks, offering researchers a comprehensive, multi-
faceted insight.

. Commonality with P1: Multi- Common with P2 : Multi-hop
Root: a large-scale question hop questions question answering framework
answering dataset for multi-
hop reasoning over diverse Diff with P1: Text Modular Diff with P2: Single-hop

natural language. Networks, ModularQA perform supporting, more fact-grounded,
discrete numeric reasoning better interpretable
Modular, Single-hop,
Task: Dataset P1 network P2 Interpretable P3 P4 o

Multi-hop

Figure 9.1: Sample insight path
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9.1.1.2 Role of retrieval agent

The collaboration among multiple agents and the exchange of transparent
information can enhance the precision and efficiency of the decision-making
process [131]. This study defines three types of agent.

Information collector: In any learning or work process, gathering
information is the crucial first step before progressing to subsequent stages.
For this research, we first collect the essential information the Insight Path
generation by establishing an Agent that functions as an Information collec-
tor. This Agent’s role is to gather and convey data from the ever-evolving
landscape of academic issue environment. It captures the characteristics and
types of issue ontology, citation relationships between papers, and keywords
of paper. The Agent then conveys this information in real-time to the Status
Analyst.

Status Analyst: In companies, there are data analysts who parse and
search for the inherent meaning of data collected by Information collector,
and then propose constructive strategies to report to decision-making su-
periors. Drawing a parallel to this research, the Status Analyst performs
classification learning on the implicit category information carried in the
issue ontology, determining whether there are strongly related issue ontology
and their corresponding papers in the environment. If found, these are then
handed over to the Decision maker for adjudication.

Decision maker: The Decision Maker receives proposals from the
analyst and makes judgments based on previous experience. The outcome
may be full acceptance, partial acceptance, or rejection of the proposal. In
this study, we establish a Decision Maker agent that makes decisions based
on its goal of orientation. This orientation aims to maximize total benefits
within budget constraints. As current benefits and external factors may
alter previous strategy of decisions, the Decision Maker optimizes the entire
system to determine how to select issue ontology to construct insight path
and reflect their differences.

9.1.1.3 Insight path generation

This section explores how multiple agents collaborate to collect, analyze, and
identify key elements forming the insight path from complex environmental
variables. We also illustrate how these agents dynamically generate and
determine the path’s expansion direction. Figure 9.2 illustrates the Multi-
agents’ workflow of insight path generation.

A. Environment: Human-environment involve complex interdepen-
dencies of agents that need to be taken into account when modeling these
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interaction [132]. The environment we establish integrates both the complex
internal characteristics of academic papers include issue ontology sentence,
citation relationship, and keywords in paper, as illustrated in Figure 9.2.
The Information collector needs to gather and explore key elements for
generating the insight path, which include:

1) Issue ontology: Machine learning predicts which category of issue
ontology these insight sentences belong to, outputting probability values
(fitness) to the Information collector agent. This research examines ‘Resolved
issue’ and ‘Finding issue’ as an example. Within a specific topic’s paper
environment, the Information collector agent gathers the probability values
(fitness) to these two types of issue ontology.

2) Citation relationship: Citation relationships exist among papers in
the research environment, supporting the inheritance structure of multiple
studies. Authors cite articles with specific purposes: to use tools or ideas
from previous papers, reference ideas, or extend prior work. Consequently,
papers with citation relationships often reveal insights into inheritance in
research approaches.

3) Keyword: When comparing papers, each one inevitably presents
unique content to highlight its differences. The keywords reflecting this
unique information become an essential part of the research environment.
For each selected paper, keywords are calculated using TF-IDF. The set
of selected papers is dynamic, changing in real-time based on the Decision
maker agent’s ongoing decisions. These keywords form a crucial component
of the insight path’s representation.

*. Agents must coordinate and collaborate to navigate this complex
environment. The specific roles and responsibilities of each agent are as
follows:

B. Information collector - Environmental Intelligence Agent:
The Information collector gathers elements and dynamics from the current
environmental stage. It first obtains information on candidate issue ontology
and corresponding papers (noting that some elements will be added to
the insight path and removed from the environment). It then collects
sentence-data on issue ontology probabilities, paper keywords, and citation
relationships. This collected information is passed to the Status Analyst for
further analysis and element filtering.
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C. Status Analyst - Relevance matrix: The Status Analyst agent’s
primary role is to conduct insightful analysis on commonality, differences, and
inheritance. This analysis aims to uncover deep connections hidden beneath
the surface data of multiple articles.

1)Commonality: To maintain a common conceptual thread among the
issue ontology elements in the insight path, Status Analyst agent computes
the cosine similarity between candidate Issue ontology in our environment
and the overall issue ontology in the existing insight path, as illustrated
in Equation 9.1. Here, Ucommonality represents the value (degree) of the
commonality, ca represents the candidate issue ontology, while path denotes
the issue ontology currently present in the insight path.
Veommonality (€&, path) = cos(ca, path) = % (9.1)
2)Difference:  Additionally, the Status Analyst tries to identify dif-
ferences among papers. Instead of sentence similarity, it aims to highlight
the uniqueness of candidate issue ontology compared to those in the current
insight path, effectively showcasing differences of unique words. It calculates
cosine similarity based on word distances rather than sentences due to some
sentences with same issue ontology often share similar grammatical struc-
tures, whereas using keywords as units more effectively highlights distinctive
features. Equation 9.2 expresses the method for calculating the differences
of candidate issue ontology.

vair(ca, path) = 1 — cos(keywordca, keywordp) (9.2)

3)Inheritance:  To reflect inheritance, first determine whether the
candidate issue ontology and the tail-end issue ontology in the insight path
form an issue chain (Issue Finding — Issue Resolved). The probability
of this issue chain is determined through machine learning, based on the
probabilities of Issue Finding and Issue Resolved. Moreover, if the papers in
the issue chain have a citation relationship, it’s inferred that the reliability
of inheritance is enhanced, and appropriate weighting is applied in the
calculation. The calculation method is illustrated in Equation 9.3, with
the results incorporated into the Inheritance component of the relevance
matrix. Here, v.pqin represents the constituent value of the issue chain,
probapinging and probaresowed denote the probability values of these two issue
ontology classified through machine learning, and gamma indicates the degree
of citation influence.

‘/chain = * (prObaFinding * prObaResolved) (93)
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The results from C.1-C.3 are then incorporated into the relevance matrix
as elements, reflecting their relationship with the current state of the insight
path. This Relevance matrix updates in real-time to reflect changes in the
dynamic environment.

D. Decision maker: Dynamic programming (DP) The Decision
Maker agent plans and decides based on the relevance matrix provided
by the Status Analyst, it try to balance immediate judgments with long-
term goals. The immediate goal is to make the optimal decision in the
current environment by selecting new issue sentences. These sentences either
become new nodes in the path or replace existing ones, maximizing short-
term benefits. It attempts to maximize the value of the insight path while
controlling the cost required to generate this value. Thus, we implement
this process using the knapsack method of DP shown in Equation 9.4,9.5
and 9.6. Here, z; expresses the sequence of issue ontology in the insight
path, a and [ expresses the acceptable range of differences within the
insight path. The constraints condition of DP represent the Decision Maker
agent’s need to control decision reliability. Specifically, the agent aims to
extract sentences from a set of issue ontology with strong commonality, while
choosing those that differ significantly from the current issue ontology. This
constraint encourages the Decision Maker agent to avoid selecting sentences
that overlap excessively with previous content, thus enhancing the novelty
and directional guidance of the generated path.

n

Mazx. f(l‘) = Z(Ucommonality + Uchain)a:i (94)
i=0
Subject to. Dz Viif) * T € (o, 9) (9.5)
n
Subject to. Zmz <= Max.lengthinsight path (9.6)

i=1

The Decision Maker agent stores the strategy and value from each
instantaneous decision in its memory. After several iterations, the Decision
Maker agent compares the accumulated value from each epoch and chooses
the path with the highest overall benefit as its final decision.

Using issue sentences as the primary elements of the insight path may
include redundant expression that cause researchers to lose interest. Thus,
in the insight path visualization stage, we aim to retain crucial information
of issue ontology while concisely summarizing the text. We achieve this
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through prompt engineering using g¢pt-4o-mini. The sample of few-shot
prompt description is as follows:
prompt = f""" Your task is to make a brief summary that

reflects the point of issue this work solved.

<Original text>: For future work, we are interested in
exploring scaling up our method and other scenarios, e.g.,

commonsense reasoning (Talmor et al., 2022) and
biomedical retrieval (Nentidis et al., 2020; Zhang et al.,
2022b) ..

<Summary >: Exploring commonsense reasoning and
biomedical retrieval scenarios.

Please summarize the following text:

<Original text>: ‘‘‘{textl}‘‘°

nnn

Listing 9.1: Sample Prompt - Summary of Issue sentence

We plan to invite research expert in a specific research topic to create gold
standard for the imagined insight path. The gold standard setting follow the
criteria description bellow:

(1) Based on the previous experience to simulate the route that reflect
how to achieve the survey process.

(2) Concentrate on the facts that not related to the future direction of
that research field, considering their specific characteristics of common and
diff, and ignore the part of analysis and detail explanation.

We plan to objectively evaluate the effectiveness of the insight path from
the following 4 aspects:

1.Consistency: The factual consistency between the summary and the
original source.

2.Correctness of issue ontology: Whether the summary content
containing corresponding issue ontology correct.

3.Comprehensible: The expression of summarization in the nodes,
whether the reader can understand the general meaning of the content and
find the key points of the survey that directly.

4.Sufficient Coverage: Whether the important information that di-
rectly reflects the viewpoints of the sentence has been fully expressed.

To validate the effectiveness of the insight path in real-world scenarios,
we must account for subjective biases among researchers. We plan to invite
researchers of various levels to evaluate whether the generated insight path
enhances the quality of longitudinal surveys. Our planned evaluation metrics
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are as follows:

1.Comprehensible of abstractive summarization: Whether re-
searchers can comprehend and contrast the commonality and differences
presented in the abstractive summarization of multiple papers.

2.Logical coherence of relevance descriptions: The presentation
style of the Insight path, assessing its effectiveness in enabling researchers
to continually perceive logical connections between issues across multiple
articles

3.Guidance-able: whether researchers can independently analyze the
inheritance, commonality, and differences among multiple papers via insight
path.

we make a proposal for make an extension on Chapter 6. It calls re-
searchers’ longitudinal insight surveys by establishing research insight paths
using dynamic programming through multi-agents based on issue ontology.
We first use machine learning methods to categorize issue ontology, then
set up the environment and objective function based on the probability
distribution and commonality of issue ontology. To reflect the differences
between elements in the insight path, we incorporate differential feedback in
weight settings and constraints. Finally, we use multiple agents to implement
dynamic programming and generate optimized insight paths.

9.1.2 A Divergent Insight View - A Survey Forest Dia-
gram

While the longitudinal insight view demonstrates citation inheritance and
development across multiple papers, the overall direction of these citations
remains unclear. A more effective approach would be to provide explicit
indicators of citation clues. For example, we could create a diagram where
multiple well-supported branches diverge from a single knowledge source,
based on original citations. This would allow novice researchers to use a
central point as a foundation, encouraging divergent thinking and enabling
them to construct a branching logical framework of research topic more
effectively. Therefore, this extension aims to assist novice researchers in
understanding the divergent insights from multiple papers on the same
research topic. Starting with a survey paper as the survey root, it creates a
divergent-thinking forest diagram based on three characteristics of citations:
intentions, motivations, and clues, to help expand the survey perspective for
novice researchers.

We try to discover divergent directions of survey papers by defining the
characteristics of their citations. We create multiple layers and embed the
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Root Clustering

: e intenton | [ ntemal Tasks |
Survey paper Cite intention Internal Tasks

Summary of Summary of Summary of
Cite motivation Cite motivation Cite motivation
|Regu1ar paper NO.1,2| | Regular paper NO.3,4 | | Regular paper N-1,N |
Summary Summary Summary
|Cite cluesl | Objective | | Cite clues | <—>| Objective | |Cite cluesl | Objective

Figure 9.3: Survey forest : Strategy Overview

corresponding summaries that reflect these citation characteristics in each
layer. Finally, we construct a survey forest diagram by linking survey papers,
cited regular papers, and their summaries of the citation characteristics. The
definition of Divergent Insight Survey and its internal concepts are as follows:

(1) Divergent Insight Survey: Divergent thinking is a cognitive style
that facilitates idea generation in situations with vague selection criteria and
multiple correct solutions, emphasizing mental flexibility [133]. In academic
surveys, insights from divergent guidance can offer novice researchers helpful
hints. This enables them to conduct more in-depth surveys from various
perspectives and directions.

(2) Survey Forest Diagram: The forest diagram displayed results
from paired observations and events for the similar article of feature, along
with overall effects [134]. There are multiple survey papers on a research
topic, and each survey paper cites multiple regular papers. They may have
related research purposes and directions, and the characteristics of the forest
diagram will adapt to the expression of such multi-directional, multi-branch
overall effects.

(3) Survey Paper & Regular Paper: A survey paper is organized
by experts in the field to provide background knowledge, related tasks, and
future direction speculations. It systematically presents an overview of the
specific research topic. A survey paper can be considered a root. Combining
this root with the papers cited in various sections can connect their citation
logic to form a citation clue.

(4) Citation intention: The authors of a survey paper conduct ex-
tensive literature research on a particular topic and organize the documents
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into sections based on research task segmentation. Hence, the citations in
each section embed the author’s intention, reflecting the author’s direction
of citation.

(5) Citation motivation: The authors of survey papers usually
indicate their motivation in the in-text citations. Similar to citation sen-
timent, this explains why the author cites a particular paper [135]. The
text embedded in and near the citation often reflects the author’s citation
motivation.

(6) Citation clues: To determine the connection between a cited work
and the citing document, analyze clues from the latter’s author. Deep-mining
on the citation’s purpose, function, and motive is essential for measuring the
work’s impact [136]. This study’s citation clue consists of citation intention
and motivation. Creating a summary that reflects the citation clue can show
the logical structure between the survey paper and the papers it cites more
intuitively. This assists novice researchers in diverging on key research points
logically.

Based on the above concepts, we integrate a strategy to support the
Divergent Insight Survey in multiple layers. We try to demonstrate the
Divergent Insight View through the following process:

1. First, using the research topic of HotpotQ)A as an example, we
extract survey papers with the keyword — Hotpot@QA in the infrastruc-
ture data, along with the regular papers they cite, to form the basic
prototype (nodes and edges) of the forest diagram.

e 2. Next, we locate the citation content based on the section where
a regular paper is cited in a survey paper and pinpoint the location
of the citation (which sentence is cited in the text). To make the
diagram structure more concise, we cluster the citation content to
present multiple tasks based on the citation content and expand into
the citation intent.

e 3. Then, we use prompt engineering combined with citation content to
create abstractive summarization highlighting regular papers’ citation
clues. This showcases the citation clues of each regular paper within
the entire forest, forming the extension nodes of each paper.

4. Finally, we extend another edge from the regular paper within each
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diagram to output its research objective, and provide a summary of the
association between the cite clue and the research objective, specifically
expressing the connection between survey papers and regular papers.
The strategy overview is shown in Figure 9.3. Throughout the
diagram, we use prompt engineering with LLM — GPT-4o-mini to
achieve abstractive summarization for each part. The sample few-
shot prompt description for ‘Summary of Cite Motivation’ is shown
as follows:

prompt = f""" Your task is to make a brief summary that
reflects the reason the author do the in-text citation.

<Original text>:Although automatic data collection can
obtain large-scale examples,it is restricted to limit
reasoning types dependent on the designed heuristic
methods [11].

<Summary >: Automatic data collection limits reasoning
types based on heuristic methods.

Please summarize the following text:

<Original text>: ‘‘‘{textl} ‘¢

Listing 9.2: Sample Prompt: Summary of Cite Motivation

This study specifically defines the direction of the Divergent Insight
Survey and conducts initial framework development. This study aims to
develop an in-depth Survey Forest Diagram that guides novice researchers
in divergent thinking about the research topic by indicating the citation
intentions among multiple papers, enabling them to quickly gain insights
into potential research elements.

9.2 Limitation

9.2.1 Lack of diversity in survey route

This research presents a top-down survey approach, progressing from abstract
concepts to overview summaries of relevant papers, and finally to in-depth pa-
per analyses. However, experimental results in Chapter 8 reveal that some
Computer Science researchers prefer a bottom-up learning and exploration
method. Instead of moving from abstract to concrete concepts, they tend to
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start with specific content and then expand to discover the logical framework
behind these details. For these researchers, beginning with abstract concepts
may lead to confusion due to vague and non-specific guidance. Consequently,
providing an inverse bottom-up survey route would be more beneficial for
such individuals.

9.2.2 Lack of a specific explanation feature for propri-
etary concepts

The Research Survey Assistant interface lacks comprehensive interaction for
specialized terms. Many researchers prefer to clarify specific definitions
before grasping the overall design, as these precise definitions provide a
solid foundation for further investigation. For such researchers, offering only
sentence-level, top-down summaries fails to meet their need for conceptual
expansion from specialized terms. They often seek to understand how a
specific term’s usage in one research topic differs from its application in other

fields.

9.2.3 Lack of extensibility for external resources

This research provides text-based summaries without links to external
sources. Development-oriented researchers who encounter intriguing propos-
als or datasets in the diff-table may wish to access related resources beyond
the paper, such as dataset files, project source code, or trained models. These
external resources could help researchers better assess the feasibility of the
research and boost their motivation to conduct a more thorough survey.

9.2.4 Limitation in guiding research novelty

This research offers insights into novelties across multiple papers. However,
novice researchers still struggle to quickly identify innovative areas while
developing their conceptual understanding. They would benefit from a
research navigator tool that searches for both resolved and unresolved issues
within the research topic based on user-input keywords. This tool would
enable them to expand their exploration of key elements using their self-
developed conceptual framework.

9.2.5 limitation in applicability to other domains

The viewpoints of this research survey assistant interface was specifically
developed for the NLP domain. When extending the system to other
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computer science fields, some viewpoints—such as previous issues, objectives,
limitations, and future work—remain adaptable. However, elements like pre-
training, baselines, datasets, and performance metrics are NLP - specific.
For deeper paper analysis, viewpoints must be redefined according to domain
experts’ consensus to match each field’s characteristics. In non-computer
fields like biomedicine and chemistry, domain experts must establish more
appropriate viewpoints based on both their field’s broad scope and specific
internal features.

9.3 Future works

In Chapter 5 - 7, we outlined future optimization plans for each subsystem,
and in Section 9.1.1 - 9.1.2, we presented two specific expansion directions.
Building on these, this section proposes a comprehensive optimization plan
for the research survey assistant interface, informed by the experimental
results from Chapter 8.

9.3.1 Incorporate concise explanations of technical terms

Throughout the top-down survey process, our visual summaries, while
concise, pose challenges for students outside the computer science field.
The abundance of abbreviations for specialized terms, such as name of
dataset, often requires extensive searches to comprehend. Moreover, certain
technical terms carry different meanings across various disciplines. Without
proper explanation, these acronyms and specialized terms can hinder the
view’s readability and dampen novice researchers’ enthusiasm for further
exploration. To address this, we plan to incorporate additional explanations
for complex terms and acronyms in future iterations, thereby enhancing the
summaries’ accessibility and encouraging continued research interest.

9.3.2 Cross-interaction between subsystems

This dissertation provided a top-down mode trigger to link various sub-
systems. However, this unidirectional linking model does not adequately
reflect the flexibility of surveys. Some novice researchers in the Computer
Science field are more accustomed to starting by reading summaries of
multiple papers to familiarize themselves with some research details, and
then gradually exploring the broader directions within the field, which is a
bottom-up approach to exploration. For these novice researchers, we need to
design another set of bottom-up trigger modes to adapt to their needs.
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9.3.3 Further interaction of UI components

While the UT operation style in this study is simple and user-friendly, it lacks
interactivity. This limitation is evident in the potential correlations between
unconnected nodes across different views. For instance, in the fish-bone
diagram, similar issue ontology exist across various tasks. A desirable feature
would be a function that, when clicking on one issue ontology, filters out those
with similar ontology, thus enabling a partial correlation analysis for broader
directions within the fish-bone diagram. Similarly, in the relevance tree,
nodes in different trees may share similarities. The challenge lies in how to
incorporate an additional layer of depth to this correlation analysis.

9.3.4 Research flow navigation

This research offers a top-down research perspective, enabling novice re-
searchers to explore research routes and integrate key information to some
degree. However, leveraging this research route for deeper guidance remains
a future research challenge. The research mind map in the ResearchFlow"
suggests the potential for efficient knowledge expansion through a workflow
format. This approach would allow users to organize research elements in a
multi-layered, cross-referential manner while maintaining an overview of the
research topic. Building on our top-down survey conceptual model, the next
major development direction will mainly involve automatically generating
adjustable deep layered top-down or bottom-up survey navigation based on
novice researchers’ input after they’ve acquired initial research routes and
elements.

9.3.5 Extending System Functionality Across Research
Activities

This research currently focuses exclusively on the literature survey phase of
academic work. Through interacting with our system, users gain a compre-
hensive overview of the research topic and explore logical top-down research
directions. As they progress in their research activity, they can access
specific views tailored to each stage, improving the efficiency of their research
activities. For example, when seeking to understand the general research
background, researchers can utilize the fish-bone diagram; when developing
research questions and objectives, they can access the relevance tree; and
when exploring evaluation methodologies, they can reference the diff-table

1
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for various evaluation approaches. For research activities requiring complex
logical reasoning, the system would need additional guidance features to
provide adequate support. While researchers could potentially leverage the
system to support activities like module design and academic writing, such
extensions would require integrating information sources beyond body-text
of paper. For example, in system design, researchers need to reference figures
from previous studies for detailed modeling. Similarly, during paper writing,
our Research Survey Assistant Interface could add functionality to analyze
deeper meta-information to help novice researchers organize references in
each section, improving writing efficiency.

9.3.6 Research survey skill improvement

Our system focuses on helping researchers efficiently summarize large
amounts of papers rather than improving their research skills. From an edu-
cational perspective, extending our system to develop researchers’ top-down
research skills could be a future direction. For example, we could implement
a question-answering feature to enhance human-computer interaction. This
would provide step-by-step guidance through top-down mind maps across
multiple research directions based on novice researchers’ questions, offering
real-time feedback. Novice researchers could also modify mind map modules
according to their preferences and ask follow-up questions about specific
modules. This top-down question-answering approach could help novice
researchers not only efficiently grasp research overviews but also strengthen
their research survey skills.
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A.1 Fish-bone
A.2 Relevance-tree

A.3 D:iff-table
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Appendix B

Code of outcome evaluation

import pandas as pd
import seaborn as sns
import matplotlib.pyplot as plt

# Create DataFrame

data = {
’No.’: [1, 2, 3, 4, 5, 6
’G?: [1, 1, 1, 2, 2, 2, 3, 3, 3, 4, 4],

~
(0¢]
©
-
o

117,

>FAM’: [1, O, O, O, O,
o, 1, 1, 1,
0, 0],
FRE’: [2, 2, 1, 3, 2, 1,
3, 4, 4, 1, 31,
>APT’: [3, 2, 3, 2, 2, 1, 3,
1, 3, 2, 3],
>Sufficient’: [3, 2, 2, 1, 3, 1, 2, 2, 3, 2, 2],

’Reasonableness’: [2, 2, 3, 1, 1, 2, 2, 2, 2, 1, 2]

s ¥

df = pd.DataFrame (data)

# Correlation analysis for numerical variables

correlationl = df [[’G’, ’Sufficient’, ’Reasonableness’]].corr
(method=’spearman’)

correlation2 = df [[’FAM’, ’Sufficient’, ’Reasonableness’]].
corr (method=’spearman’)

correlation3 = df [[’FRE’, ’Sufficient’, ’Reasonableness’]].
corr (method=’spearman’)

correlationd4 = df [[?APT’, ’Sufficient’, ’Reasonableness’]].

corr (method=’spearman’)

print (correlationl)
print (correlation?2)
print (correlation3)
print (correlation4)

Listing B.1: Code of outcome evaluation
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