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論文の内容の要旨 

Open-Plan Workspace (OPWS) is an office style that allows many employees to work simultaneously in a 

wall-less, partition-less environment. OPWS is characterized by a high sense of openness, low cost, promotion of 

cooperation, and enhancement of the collective wisdom of the team. Although OPWS has already proven its value, 

many shortcomings still exist. OPWS is not only full of auditory and visual interference, but the low level of 

privacy protection also causes psychological stress to employees and reduces work efficiency. Although many 

researchers have been working on solving these problems, they still cannot declare that the issues have been 

entirely resolved. One prominent limitation is that most proposals suggest creating additional workspaces, which 

incur extra costs. Virtual Reality Workspace (VRWS), a virtual personal space independent of OPWS, can 

alleviate the psychological pressure caused by the lack of privacy protection in public office environments. It can 

also reduce auditory and visual interference in the workspace. Thus, we hypothesize that VRWS technology has 

great potential to address the challenges in OPWS. However, no studies have shown how Virtual Reality (VR) 

environments can be designed to maintain or improve work efficiency. In traditional workspaces, some studies 

suggest that the office environment has a significant influence on work efficiency. Therefore, we believe that a 

properly designed VRWS can improve users' work efficiency. 
Previous research has shown that a pleasant office environment should be a cozy space free from visual and 

auditory interference, with good lighting, controlled sound, and plenty of natural light. Although some studies 

have proposed solutions to improve the shortcomings of OPWS, it remains unclear whether these solutions can be 

applied to VRWS. This research aims to create a VRWS with the favorable characteristics of OPWS to maintain 

or improve work efficiency. 

We adopted Semantic Differential (SD) analysis to compare the emotional responses of participants in both 

OPWS and VRWS, identifying differences between the two environments and exploring factors unique to VRWS 

that influence work efficiency. 

Due to the difficulty of finding a typical noisy OPWS in the author’s region, we decided to use the Cave 

Automatic Virtual Environment (CAVE) system to simulate a typical noisy OPWS. The CAVE system is a 

projection-based virtual reality system, which consists of several projection screens surrounding the participants 



and can produce a completely immersive virtual environment. At the same time, mini speakers were arranged 

around the CAVE system to restore the simulated OPWS sound environment as much as possible. For the 

simulated OPWS content in the CAVE system, we selected NASA's mission center, where one of the frequent 

activities involves information exchange among employees. 

We hypothesized that a VRWS with excellent OPWS characteristics—namely, an environment free from 

visual and auditory interference, with good lighting, sufficient natural light, and privacy protection—would 

maintain or improve work efficiency. To meet these requirements, we implemented the following measures: A 

combination of Head Mounted Display (HMD) and noise-canceling headphones was used to eliminate visual and 

auditory interference. To create a pleasant lighting environment, we increased the brightness of the virtual model 

and used natural light sources instead of ordinary light sources, ensuring the entire virtual space was well-lit. To 

provide ample natural light, we designed large floor-to-ceiling windows to replace the walls on either side of the 

VRWS and positioned the virtual desk near the windows, allowing users to enjoy the scenic views outside. For 

privacy protection, we designed VRWS to be single use, ensuring users experience a personal office environment. 

Despite participants' overall satisfaction with working in VR, some expressed concerns regarding efficiency. 

A significant factor was the perceived challenge of prolonged and consistent touch typing while wearing an HMD. 

Consequently, participants indicated the need to frequently remove and wear the HMD if needed to type 

something, which negatively impacted work efficiency and user enthusiasm. 

An excellent VRWS should not only provide a well-designed virtual office environment but also feature 

robust typing assistance functionality. To address the challenges of typing in VR, we summarized the drawbacks 

of not supporting a physical keyboard and relying on additional auxiliary devices. To comprehensively solve these 

issues, we decided to use only the HMD-mounted camera to capture typing actions and reproduce them in real 

time in VR. This approach eliminates the need for auxiliary devices while allowing users to verify their typing 

hand positions in VR. However, typing in VR presents unique challenges. When using the HMD's camera to 

capture typing hand positions, the fingers are often obscured by the palm, making it difficult to obtain a complete 

hand contour. Therefore, a dataset of "obscured typing hands" was required to train the hand-tracking model. 

We conducted a data collection experiment to create this dataset. Each participant engaged in a one-hour 

typing session, collecting a total of 21,900 images. Using OpenCV for data augmentation, we expanded the 

dataset to approximately 438,000 images, 20 times larger than the original dataset. Manual annotation was 

performed by human annotators with the assistance of MediaPipe to extract meaningful images of typing hands. 

Additionally, Motion History Image (MHI), a computer vision technique for capturing temporal motion patterns, 

was applied to the data to extract motion-related features. 

To construct the neural network model, we prioritized minimizing VR latency. We employed a 2-stream (2S) 

ResNet18 to process typing images and MHI data, followed by LSTM for further processing. The model outputs 

the coordinates of 42 key points, which are transmitted in real time to the VR controller, enabling accurate 

reconstruction of typing hand positions in VR. Kalman Filtering (KF) was applied to reduce jitter. An ablation 

study was conducted to evaluate the model's effectiveness. 

To identify the optimal network framework for VR typing tasks, we compared several models, including 

some recently proposed ones, focusing on metrics such as latency, accuracy, and jitter. Our analysis confirmed that 

the 2S-LSTM model performed among the best. To further evaluate the typing assistance solution, we conducted 



comparative experiments. Participants performed typing tasks under normal typing conditions, using the 

2S-LSTM model, and with two other VR typing solutions, followed by a questionnaire. Statistical analysis of the 

experimental and questionnaire results demonstrated that the 2S-LSTM solution effectively maintained typing 

efficiency. 

Finally, we hypothesized that the better the typing support system, the smaller the impact on users (with 

normal typing having no impact). To test this hypothesis, we analyzed participants' typing behavior under different 

conditions. Results showed that the 2S-LSTM solution had the least impact on users. 

This research addresses two major challenges in virtual office systems: designing an effective VRWS and 

overcoming text input difficulties in VR, laying a solid foundation for the future development of VRWS systems. 

By referencing the findings and conclusions of this study, future researchers and developers can build upon this 

work to create improved VR office assistance solutions for a broader range of users. 

In terms of VRWS design, this research establishes a foundational comprehensive design standard by 

integrating principles from OPWS studies to create an environment with minimal visual and auditory interference, 

enhanced lighting, and strong privacy protection. These features contribute to a more comfortable and efficient 

VR office experience, supported by empirical evidence from user evaluations. 

For typing in VR, a key novelty of this research lies in the integration of the Two-Stream (2S) architecture 

and the Kalman Filter (KF) to develop a low-jitter hand tracking system. This innovative combination enables the 

system to accurately track and replicate typing hand positions in real time, addressing a critical challenge in 

VRWS. The proposed 2S-LSTM-KF solution not only improves typing efficiency but also reduces latency and 

jitter, maintaining users' natural typing habits and enhancing overall productivity. Through comprehensive 

evaluations comparing this model with other recent solutions, including state-of-the-art models, the 2S-LSTM-KF 

system demonstrated the best overall performance across latency, accuracy, jitter, and deployment feasibility. 

Moreover, this study opens new possibilities for applying VR technology in fields such as remote work, 

education, and virtual collaboration. By establishing a design standard for VRWS and addressing usability 

challenges in VR text entry with a robust and scalable solution, this research paves the way for the widespread 

adoption of VRWS. The findings offer valuable insights for researchers and developers aiming to design more 

efficient and user-friendly virtual environments, contributing to the theoretical and practical advancement of VR 

technology in virtual office settings. 
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論文審査の結果の要旨 
 本論文は，仮想現実ワークスペース(VRWS)における作業効率を向上させるための設計基準を議論

し，特に VR 環境でのテキスト入力の課題を解決することを目的としたものである．従来の VR 環境

には設計標準がなく，作業効率への影響が不明確であった．また，VR 環境での入力ではヘッドマウ

ントディスプレイ(HMD)を装着した状態でのタイピングが求められ，効率的な入力が困難であると

いう課題があった．本論文では，(1) 現実のワークスペース(OPWS)における好ましい特徴（騒音や

視覚的干渉の排除，良好な照明や十分な自然光，プライバシー保護など）を VRWS に適用するため

の設計基準を策定した．また，(2) VR 環境でのタイピングを支援するため，HMD に搭載されたカ

メラのみを使用し，手の動きをリアルタイムで VR 内に再現するシステムを開発した．このシステム

では，原画像と Motion History Image を入力とし，ResNet18 と LSTM でデータを処理し，カルマ

ンフィルター（KF）を用いてジッターを低減する手法を提案した．評価として(1)については，OPWS
と VRWS を比較対象として，認知評価バッテリー（CAB）テストによる作業効率の評価と参加者の

感情反応の評価を行った．その結果，VRWS が作業効率を維持し，心理的ストレスを軽減すること

を示した．(2)については，通常のタイピング，既存の VR タイピングソリューション（Oculus Quest 
2，Leap Motion），および提案手法である 2S-LSTM-KF の 4 つの条件下でタイピング実験を実施し

た．実験結果とアンケート調査により，提案手法が，低遅延，高精度，低ジッターを実現すること

に加えて，疲労を軽減し，快適性を向上させることを示した．さらに，タイピング行動の分析を行

い，提案手法がユーザーのタイピング習慣に与える影響が最も小さいことを示した．これにより，

リモートワーク，教育，仮想コラボレーションなどの分野における VR 技術の応用を促進し，より効

率的で使いやすい仮想環境の設計に貢献することが期待される．また，開発した低ジッターハンド

トラッキングシステムは，VR 環境でのテキスト入力の課題を改善し，ユーザーの生産性を向上させ

る可能性を示した．以上，本論文は，VR 技術をオフィス環境へ応用する上で重要な知見を示し，学

術的に貢献するところが大きい．よって博士（情報科学）の学位論文として十分価値あるものと認

めた． 
 

 


