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概要 Dirichlet 分布は，多項分布の共役事前分布として，ベイズ統計においてよく用いられている。近年，遺伝統計学の発達により，さまざまな形で Dirichlet 分布からのランダム変数の生成が必要になってきている。本稿では，離散化した Dirichlet 分布を生成する Markov chain を取り上げる。この Markov chain の収束速度が \((1/2)n(n - 1)\ln(\Delta - n\varepsilon^2)\) であることを，path coupling 法を用いて示した（ただし，\(n\) は Dirichlet 分布のパラメータの数，\(\Delta\) は離散化したときのグリッドサイズ，\(\varepsilon\) は誤差である）。また，シミュレーションにより，収束速度がさらに速い可能性があることを実験的に示した。
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Abstract In this paper, we propose a Markov chain for sampling a random variable distributed according to a discretized Dirichlet distribution. We show that our Markov chain is rapidly mixing, that is, the mixing time of our chain is \((1/2)n(n - 1)\ln(\Delta - n\varepsilon^2)\) where \(n\) is the dimension (the number of parameters), \(1/\Delta\) is the grid size for discretization, and \(\varepsilon\) is the error bound. We estimate the mixing time by using the path coupling method. When the parameters are large, the log-concavity of the density function implies the rapidity straightforwardly. In the case that parameters are small, the density function is convex and so we need a different approach to use the path coupling method. We also show the rate of convergence of our chain experimentally.

1 Introduction

Statistical methods are widely studied in bioinformatics since they are powerful tools to discover genes causing a (common) disease from a number of observed data. These methods often use EM algorithm, Markov chain Monte Carlo method, Gibbs sampler, and so on. The Dirichlet distribution, a distribution over vectors of positive numbers in which sum is equal to 1, often appears as prior and posterior distribution for the multinomial distribution in these methods since this is the conjugate prior of parameters of the multinomial distribution.

For example, Nil et al. propose a Bayesian haplotype inference method [5], that is, deciding phased (paternal and maternal) individual genotypes probabilistically. This method is based on Gibbs sampler. In their method, the Dirichlet distribution is used to update population haplotype frequencies, i.e., parameters of the multinomial distribution, for each iteration. That is to say, for each iteration starting from a Dirichlet distribution with some appropriate parameters, parameters of the multinomial distribution is updated from the posterior distribution which is a Dirichlet distribution with updated parameters conditional on the “imputed” events.
Another example is a population structure inferring algorithm by Pritchard et al. [6]. This algorithm is based on MCMC algorithm. For each step of MCMC, the Dirichlet distribution with two distinct sets of parameters are used to sample allele frequencies in each population and admixture proportions for each individual. Similar to the first example, these two sets of parameters are updated at each iteration.

In these examples, the Dirichlet distribution appears with various dimensions and various parameters. Thus we need an efficient algorithm for sampling from the Dirichlet distribution with arbitrary dimensions and arbitrary parameters. One approach of sampling from the Dirichlet distribution is by rejection (see [3] for example). In this way, we have to sample from the gamma distribution as many as the size of dimension of a Dirichlet distribution. Though we can sample from the gamma distribution by using rejection sampling, the ratio of rejection becomes higher as the parameter is smaller. Thus, it does not seem effective way for small parameters.

We employ another approach, the Metropolis algorithm using a Markov chain. In this case, it is important to estimate a mixing rate of Markov chain. Otherwise, the samples may not be distributed according to a desired distribution.

In this paper, we propose a simple Markov chain for sampling a random variable distributed according to a discretized Dirichlet distribution. We show that our Markov chain is rapidly mixing, that is, the mixing rate of our chain is quadratic of the number of the dimension of a Dirichlet distribution and logarithmic of discretizing grid size and the inverse of inverse distance. We note that this mixing rate does not depend on the magnitude of parameters. We also show experimentally that the required number of steps of our Markov chain is much smaller than our theoretical upper bound of the mixing rate.

## 2 Markov chain for Approximate Sampler

Dirichlet random vector \( P = (P_1, P_2, \ldots, P_n) \) with positive parameters \( u_1, \ldots, u_n \) is a vector of random variables that admits the probability density function

\[
\frac{\Gamma(\sum_{i=1}^n u_i)}{\prod_{i=1}^n \Gamma(u_i)} \prod_{i=1}^n p_i^{u_i-1}
\]

defined on the set \( \{ (p_1, p_2, \ldots, p_n) \in \mathbb{R}^n \mid \sum_{i=1}^n p_i = 1, p_1, p_2, \ldots, p_n > 0 \} \) where \( \Gamma(u) \) is the gamma function. Throughout this paper, we assume that \( n \geq 2 \).

For any integer \( \Delta \geq n \), we discretize \( \Omega \) with grid size \( 1/\Delta \) and obtain a discrete set of integer vectors \( \Omega \) defined by

\[
\Omega \triangleq \left\{ (p_1, p_2, \ldots, p_n) \in \mathbb{Z}^n \mid p_i > 0 \ (\forall i), \sum_{i=1}^n p_i = \Delta \right\}
\]

The discretized Dirichlet random vector with positive parameters \( u_1, \ldots, u_n \) is a random vector \( X = (X_1, \ldots, X_n) \in \Omega \) with the distribution

\[
\Pr[X = (x_1, \ldots, x_n)] = g(x) \overset{\text{def.}}{=} C_{\Delta} \prod_{i=1}^n \left( \frac{x_i}{\Delta} \right)^{u_i-1}
\]

where \( C_{\Delta} \) is the partition function (normalizing constant) defined by \( (C_{\Delta})^{-1} \overset{\text{def.}}{=} \sum_{x \in \Omega} \prod_{i=1}^n \left( \frac{x_i}{\Delta} \right)^{u_i-1} \).

For any integer \( b \geq 2 \), we introduce a set of 2-dimensional integer vectors \( \Omega(b) \triangleq \{ (Y_1, Y_2) \in \mathbb{Z}^2 \mid Y_1, Y_2 > 0, Y_1 + Y_2 = b \} \) and a distribution function \( f_b(Y_1, Y_2 \mid u_i, u_j) : \Omega(b) \to [0, 1] \) with positive parameters \( u_i, u_j \) defined by

\[
f_b(Y_1, Y_2 \mid u_i, u_j) \overset{\text{def.}}{=} C_{u_i, u_j, b} \prod_{k=1}^2 \left( \frac{y_1}{\Delta} \right)^{u_i-1} \left( \frac{y_2}{\Delta} \right)^{u_j-1}
\]

where \( (C_{u_i, u_j, b})^{-1} \overset{\text{def.}}{=} \sum_{(Y_1, Y_2) \in \Omega(b)} \prod_{k=1}^2 \left( \frac{y_1}{\Delta} \right)^{u_i-1} \left( \frac{y_2}{\Delta} \right)^{u_j-1} \) is the partition function.

We describe our Markov chain \( M \) with state space \( \Omega \). At each time \( t \in \{0, 1, 2, \ldots\} \), transitions take place as follows.

\begin{enumerate}
  \item \textbf{Step 1:} Pick a mutually distinct pair of indices \( [i, j] \subseteq \{1, 2, \ldots, n\} \) uniformly at random.
  \item \textbf{Step 2:} Put \( b = X^t_i + X^t_j \). Pick \( (Y_1, Y_2) \in \Omega(b) \) according to the distribution function \( f_b(Y_1, Y_2 \mid u_i, u_j) \).
  \item \textbf{Step 3:} Put \( X^t_k = \begin{cases} Y_1 & (k = i), \\ Y_2 & (k = j), \\ X^t_k & \text{(otherwise)}. \end{cases} \)
\end{enumerate}

Clearly, this chain is irreducible and aperiodic. Since the detailed balance equations hold, the stationary distribution of the above Markov chain \( M \) is \( g(x) \).

The following theorem is a main result of this paper, which shows the mixing time of our chain.

\textbf{Theorem 1.} The mixing time \( \tau(\varepsilon) \) of Markov chain \( M \) satisfies

\[
\tau(\varepsilon) \leq (1/2)n(n-1)\ln((\Delta - n)\varepsilon^{-1}).
\]

In the rest of this paper, we prove the above by using the path coupling method.

Before showing the above lemma, we briefly review the definition of the mixing time and path coupling method. For any probability distribution function \( \pi' \) on
Ω, define the total variation distance between the stationary distribution function \( g \) of \( M \) and \( \pi \) to be

\[
D_{TV}(g, \pi) = \max_{x \in \Omega} \left| \sum_{x' \in \Omega} g(x') - \sum_{x' \in \Omega} \pi(x') \right|
\]

\[
= \frac{1}{2} \sum_{x \in \Omega} |g(x) - \pi(x)|.
\]

If the initial state of the chain \( M \) is \( x \in \Omega \), we denote the distribution of the chain at time \( t \) by \( X'_t : \Omega \rightarrow [0, 1] \), i.e.,

\[
P_{X}(y) \overset{\text{def}}{=} \Pr[X' = y | X^0 = x] \quad (\forall y \in \Omega).
\]

The rate of convergence to stationarity from the initial state \( x \) may be measured by

\[
\tau_x(\epsilon) \overset{\text{def}}{=} \min \{ t \geq 0 | D_{TV}(g, P_{X}^t) \leq \epsilon \text{ for all } t' \geq t \}
\]

where the error bound \( \epsilon \) is a given positive constant. The mixing time \( \tau(\epsilon) \) of \( M \) is defined by

\[
\tau(\epsilon) \overset{\text{def}}{=} \max_{x \in \Omega} \tau_x(\epsilon),
\]

which is independent of the initial state.

Next, we define a special Markov process with respect to \( M \) called joint process. A joint process of \( M \) is a Markov chain \((X', Y')\) defined on \( \Omega \times \Omega \) satisfying that each of \((X'), (Y')\), considered marginally, is a faithful copy of the original Markov chain \( M \). More precisely, we require that

\[
\Pr[X^{t+1} = x' | X^t = x, Y^t = y] = P_M(x, x'),
\]

\[
\Pr[Y^{t+1} = y' | X^t = x, Y^t = y] = P_M(y, y'),
\]

for all \( x, y, x', y' \in \Omega \) where \( P_M(x, x') \) and \( P_M(y, y') \) denotes the transition probability from \( x \) to \( x' \) and from \( y \) to \( y' \) of the original Markov chain \( M \), respectively.

**Lemma 1 (Path coupling lemma[1]).** Let \( G \) be a directed graph with vertex set \( \Omega \) and arc set \( A \subseteq \Omega \times \Omega \). Let \( \ell : A \rightarrow Z^+ \) be a positive length function defined on the arc set. We assume that \( G \) is strongly connected. For any ordered pair of vertices \((x, x')\) of \( G \), the distance from \( x \) to \( x' \), denoted by \( d(x, x') \), is the length of the shortest path from \( x \) to \( x' \), where the length of a path is the sum of the lengths of arcs in the path. Suppose that there exists a joint process \((X, Y) \rightarrow (X', Y')\) with respect to \( M \) satisfying that

\[
1 > \exists \beta > 0, \forall (X, Y) \in A, E[d(X', Y')] \leq \beta d(X, Y).
\]

Then the mixing time \( \tau(\epsilon) \) of the original Markov chain \( M \) satisfies \( \tau(\epsilon) \leq (1 - \beta)^{-1} \ln(D/\epsilon) \) where \( D \) denotes the diameter of \( G \), i.e., the distance of a farthest (ordered) pair of vertices.

**3 Analysis of Mixing Time**

In this section, we define the joint process and analyze the mixing time by using path coupling method. First, we introduce a directed graph \( G = (\Omega, A) \) whose vertex set is equivalent to the state space \( \Omega \). There exists a directed arc from state (vertex) \( x \) to \( y \) if and only if \(|x - y|_1 \overset{\text{def}}{=} (|x_1 - y_1| + \cdots + |x_n - y_n|) = 2 \). Thus the set \( A \) of arcs of \( G \) is defined by

\[
A \overset{\text{def}}{=} \{(x, y) | x, y \in \Omega, |x - y|_1 = 2\}.
\]

Clearly, \( G \) is strongly connected.

Now we define the joint process with state space \( \Omega \times \Omega \). For any adjacent pair of states \((x, y) \in A\), the joint process does the following. Without loss of generality, we can assume that \( x_1 = y_1 + 1, x_2 = y_2 - 1, x_3 = y_3, \ldots, x_n = y_n \). The transition of the joint process \((x, y) \rightarrow (X', Y')\) is defined as follows.

**Step 1:** Pick a pair of mutually distinct indices \([i, j] \in [1, 2, \ldots, n]\) uniformly at random.

**Step 2:** For any index \( \tau \in [1, 2, \ldots, n] \setminus \{i, j\} \), set \( X'_\tau = x_\tau, Y'_\tau = y_\tau \). Pick \((X'_i, X'_j)\), \((Y'_i, Y'_j)\) from the set \( \Omega(x_i + x_j) \times \Omega(y_i + y_j) \) according to the following transition rule.

**Case 1** The case that the pair of indices \([i, j]\) picked at Step 1 satisfies \([1, 2] \cap [i, j] = \emptyset\).

It is easy to see that the equality \( x_i + x_j = y_i + y_j \) holds. At Step 2, we pick \((X'_i, X'_j)\) according to the distribution function \( f_{x_i+x_j}(X'_i, X'_j | u_i, u_j) \) and put \((Y'_i, Y'_j) = (X'_i, X'_j)\). Here we note that the pair of states satisfies \((X', Y') \in A\).

**Case 2** The case that the pair of indices \([i, j]\) picked at Step 1 satisfies \([1, 2] \cap [i, j] = \{i, j\}\).

At Step 2, we pick \((X', Y')\) in the same way with Case 1. In this case, the pair of states satisfies \( X' \neq Y' \).

**Case 3** The case that the pair of indices \([i, j]\) picked at Step 1 satisfies \([1, 2] \cap [i, j] = \{1\}\).

Without loss of generality, we can assume that \( i = 2 \). Set \( b = x_i + x_j \). Clearly, the equality \( y_i + y_j = b + 1 \) holds. We introduce the distribution function defined on the set \( \Omega(b) \times \Omega(b + 1) \) which is used at Step 2 in this case. We define the set \( \Omega' \) of states which may have positive probability by

\[
\Omega' \overset{\text{def}}{=} \{(b, 0, b - 1), (b, 0, 0, b - 1), (b, 0, 0, 0, b - 1), \ldots, (b, 0, 0, \ldots, 0, 0)\}.
\]

We set \( \Pr(\{(X'_i, X'_j), (Y'_i, Y'_j)\}) = 0 \) if \((X'_i, X'_j), (Y'_i, Y'_j) \in \Omega(b) \times \Omega(b + 1) \setminus \Omega'\). For each element in \( \Omega' \), the corresponding probability is defined
by

\[
\Pr((X'_i, Y'_j), (Y'_i, Y'_j)) = (k, b - k, (k + 1, b - k))
\]

\[
= C_b \sum_{l=1}^{k} p_{l-1} (b - b^{l-1}) - C_{b+1} \sum_{l=1}^{k} p_{l-1} (b - 1 + b^{l-1})
\]

\[
\Pr((X'_i, Y'_j), (Y'_i, Y'_j)) = (k, b - k, (k, b - k + 1))
\]

\[
= C_{b+1} \sum_{l=1}^{k} p_{l-1} (b - l + 1) b^{l-1} - C_b \sum_{l=1}^{k-1} p_{l-1} (b - b^{l-1})
\]

where \(k \in \{1, 2, \ldots, b-1\}\) and \(C_b = C(u_i, u_j, b)\), \(C_{b+1} = C(u_i, u_j, b + 1)\). (Here we note that for any sequence of real numbers \(\{\kappa_i\}\), we define \(\sum_{i=L}^{U} \kappa_i = 0\), if \(L > U\).

Each pair of states \((x, y) \in \Omega'\) satisfies that \((x', y') \in A\).

To complete the description of Case 3, we need to show that the above probability is non-negative and the sum total is equal to 1. It is easy to see that the sum total is equal to 1. The following lemma shows the non-negativity.

**Lemma 2.** If the parameters \(u_i\) and \(u_j\) are non-negative, the inequalities

\[
\Pr((X'_i, Y'_j), (Y'_i, Y'_j)) = (k, b - k, (k + 1, b - k)) \geq 0,
\]

\[
\Pr((X'_i, X'_j), (Y'_i, Y'_j)) = (k, b - k, (k, b - k + 1)) \geq 0,
\]

hold for each \(k \in \{1, 2, \ldots, b - 1\}\).

The proof of the above lemma is complicated and described in Appendix. Here we note that when \(u_i, u_j \geq 1\), the corresponding functions have log-concavity, and so we can show the non-negativity in an ordinary way. However, at least one of the parameters is less than 1, the function is neither log-concave nor concave. If both parameters are less than 1, the corresponding function is convex and so we cannot apply the ordinary method to show the non-negativity of the transition probability of joint process. See Appendix for detail.

Next, we show that marginal distributions of the joint process is a faithful copy of the original Markov chain \(M\). Marginal distributions of \(X, Y\) satisfy that

\[
\Pr(X'_i, Y'_j) = (k, b - k)\quad \text{and} \quad (Y'_i, Y'_j) \in \Omega(b + 1)
\]

\[
= \Pr((X'_i, Y'_j), (Y'_i, Y'_j))
\]

\[
= (k, b - k, (k + 1, b - k))
\]

\[
+ \Pr((X'_i, X'_j), (Y'_i, Y'_j))
\]

\[
= (k, b - k, (k, b - k + 1))
\]

\[
= C_b k^{b-1} (b - k)^{b-1}.
\]

Lastly, we note that the pair of picked states satisfies that \((X', Y') \in A\).

**Case 4** The case that the pair of indices \([i, j]\) picked at Step 1 satisfies \([i, j] = [1, 2]\).

We choose \((X', Y') \in \Omega(b + 1) \times \Omega(b)\) where \(b = y_i + y_j\) in a similar way as Case 3. The procedure is obtained by substituting the indices 1 and 2, and states \(X\) and \(Y\) simultaneously in Case 3. In this case, the picked pair of states also satisfies that \((X', Y') \in A\).

Now we completed the description of the transition procedure of joint process. In the rest of this section, we show a proof of the theorem.

**Proof of Theorem 1.** For any pair of states \((x, y) \in A\) adjacent on the graph \(G\) define above, we put the length of the edge is equal to 1. Then the distance from a state \(x' \in \Omega\) to \(y' \in \Omega\), denoted by \(d(x', y')\), is equal to the length of the shortest path on \(G\) from \(x'\) to \(y'\) where the length of the path is equal to the number of edges contained in the path. For any state \(x \in \Omega\), we define \(d(x, x) = 0\). It is clear that the diameter of the graph \(G\), the distance between a farthest pair of vertices, is equal to \(A - n\).

Next, we estimate the expectation of the distance from \(x'\) to \(y'\) obtained by applying the transition procedure of the joint process to an adjacent pair of states \((x, y) \in A\). Without loss of generality, we can assume that the pair \((x, y)\) satisfies that \(x_1 = y_1 + 1, x_2 = y_2 - 1, x_3 = y_3, \ldots, x_n = y_n\).

In (Case 1), (Case 3) and (Case 4), the distance from \(X'\) to \(Y'\) is equal to 1. When (Case 2) occurred, the distance from \(X'\) to \(Y'\) decreases to 0. Since the probability of the event that (Case 2) is selected is equal to \(2/(n(n - 1))\), the expectation of the distance \(E[d(X', Y')]\) becomes to \(1 - 2/(n(n - 1))\).

Path coupling theorem [1, 2] shows that the mixing time \(\tau(\epsilon)\) satisfies \(\tau(\epsilon) \leq (1/2)n(n - 1)\ln((A - n)\epsilon^{-1})\). 

**4 Experimental study**

In this section, we show some simulation results. The overview of the simulations is that we run the Markov chain a number of times and compare the proportion of occurrence with the stationary distribution for each vector at each transition step of Markov chain.
(\mu_1, \mu_2, \alpha, \mu_3) | maximum difference of statistic | \Delta \\
---|---|---|---|---|---|---|
| (0.1, 1, 1, 0.1) | \|E_\lambda [P_i] - E[P_i]\| | 0.015 | 0.003 | 0.0015 \\
| | \|\text{Var}_\lambda [P_i] - \text{Var}[P_i]\| | 0.006 | 0.001 | 0.0005 \\
| | \|\text{Cov}_\lambda [P_i, P_j] - \text{Cov}[P_i, P_j]\| | 0.051 | 0.0092 | 0.0046 \\
| (0.4, 0, 3, 0, 2, 0, 1) | \|E_\lambda [P_i] - E[P_i]\| | 0.13 | 0.10 | 0.092 \\
| | \|\text{Var}_\lambda [P_i] - \text{Var}[P_i]\| | 0.093 | 0.055 | 0.045 \\
| | \|\text{Cov}_\lambda [P_i, P_j] - \text{Cov}[P_i, P_j]\| | 0.051 | 0.042 | 0.040 \\
| (2.1, 5, 1, 0.5) | \|E_\lambda [P_i] - E[P_i]\| | 0.075 | 0.029 | 0.019 \\
| | \|\text{Var}_\lambda [P_i] - \text{Var}[P_i]\| | 0.014 | 0.0032 | 0.0019 \\
| | \|\text{Cov}_\lambda [P_i, P_j] - \text{Cov}[P_i, P_j]\| | 0.015 | 0.013 | 0.013 

Table 1: the difference of statistics

We note that the stationary distribution of Markov chain is quite different from the original Dirichlet distribution because of discretizing. For example, we show some differences of statistics in Table 1. The statistics of Dirichlet distribution with parameters \((\mu_1, \ldots, \mu_n)\) is given as follows. Let \(u_0 = \sum \mu_i.\) For each \(i\), the expectation of \(p_i, \) \(E[p_i] = \frac{u_i}{u_0}\) and the variance \(\text{Var}[p_i] = \frac{u_i(u_i-1)}{u_0(u_0-1)}\). For each \(i, j\), the covariance between \(p_i\) and \(p_j\), \(\text{Cov}[p_i, p_j]\), is given by \(\frac{\mu_{ij}}{u_0(u_0-1)}\). On the other hand, we can calculate the statistics, \(E_\lambda [p_i], \text{Var}_\lambda [p_i]\), and \(\text{Cov}_\lambda [p_i, p_j]\), of the discretized Dirichlet distribution by a brute force.

Here, we describe the settings of our simulations. Since the behavior of Markov chain depends on random numbers, it is important to choose a good pseudo-random generator. Through all simulations, we use Merseine Twister[4] as a pseudo-random generator. We run these simulations on the PC Linux machine with following specifications.

**Machine:** Dell Precision 450  
**CPU:** Intel Xeon 2.8GHz (FSB 533MHz) \(\times 2\)  
**OS:** RedHat Linux 8.0 (Kernel 2.4.18-14smp)  
**Memory:** Dual channel PC2100 DDR SDRAM 2GBYTE  
**Compiler:** Intel C++ Compiler 7.0

For each simulation, we ran \(10^9\) processes of our Markov chain with deterministically chosen random seed from the unique vector where each element is approximately \(1/n\). For each Markov chain process, we executed 50 steps. The running time of \(10^9\) processes, i.e., \(5 \times 10^{10}\) steps, is between 10 hours and 30 hours.

![Figure 1: changing parameters of the Dirichlet](image)

First, we show results on the relation between parameters and mixing rate. We fixed the dimension \(n\) to 4 and the discretizing grid size \(\Delta\) to 100. We selected parameters from \((1, 1, 1, 1), (4, 3, 2, 1), (2, 1, 5, 1, 0.5), (0.1, 0.1, 0.1, 0.1),\) and \((0.4, 0.3, 0.2, 0.1)\). We note that the first one means the uniform distribution over \(\Omega\). In Figure 1, along the vertical axis we give the total variation distance \(\varepsilon\), and the horizontal axis means the number of transition of chains from the unique initial state. As Figure 1 shows the decrease of total variation distance are saturated at about \(10^{-2}\), though it must descend constantly. This is caused by the limitation of number of processes of Markov chains, that is, the difference of probability has lower bound for each vector. Thus, the larger number of executions we run, the smaller the difference will be. Aside from this saturation, we can see that if the value of a parameter is greater than or equal to 1, the mixing rate is less than the case that all values of a parameter are less than 1.
Next, we confirm how the discretizing value $\Delta$ contribute to the mixing rate. We fixed the dimension $n$ to 4 again, the parameter to $(1, 1, 1, 1)$. We chose $\Delta$ from 10, 20, 50, 100, and 200. In Figure 2, we plotted the total variation distance $\varepsilon$ for each discretizing grid size $\Delta$. This figure shows that $\Delta$ will have little contribution to the mixing rate. More specifically, until the decrease of $\varepsilon$ is saturated, the ratios of decreasing have little difference for each $\Delta$. In theoretical result, $\log(\Delta - n)$ is caused by the diameter of the $G = (\Omega, A)$, which is artificially introduced to estimate the upper bound of the mixing rate. These experimental results, however, suggest us that the diameter does not depend on $\Delta$. This suggestion is substantiated by the fact that the diameter of our chain is bounded by $n$.

Finally, we checked the relation between the dimension and the mixing rate. Because of restriction of memory, we fixed the discretizing grid size $\Delta$ to 20 and chose the dimension $n$ between 3 and 7. We also fixed each parameter to 1. We show all results in Figure 3(a). Since our purpose is compare the mixing rate and dimension, we picked up the first step of transition that the total variation distance $\varepsilon$ exceed 0.1, 0.5, 0.05, and 0.01. These picked points are marked in Figure 3(a). In Figure 3(b), we show the results for each $\varepsilon$. Though accurate consideration cannot be made because of the insufficient range of dimension, our results indicate that the mixing rate is $\Theta(n)$ rather than $\Theta(n^2)$.

5 Conclusion

In this paper, we proposed a Markov chain whose stationary distribution is a discretized Dirichlet distribution function. We showed that our Markov chain is rapidly mixing by using path coupling method. Our simulations indicates that the mixing time of the chain is much smaller than our theoretical upper bound.
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Appendix

Proof of Lemma 2. The inequalities (1) and (2) are symmetric in terms of $u_i$ and $u_j$, we only need to show one of the inequalities. In the following, we discuss the inequality

$$\Pr\left( (X_i', X_j'), (Y_i', Y_j') = ((k, b - k), (k, b - k + 1)) \right) \geq 0.$$ 

From the definition of the transition probability of the joint process, we have

$$\Pr\left( (X_i', X_j'), (Y_i', Y_j') = ((k, b - k), (k, b - k + 1)) \right) = C_b \sum_{l=1}^{k} f^{l-1}(b - l + 1)^{f^{l-1}} - C_b \sum_{l=1}^{k-1} f^{l-1}(b - l)^{f^{l-1}}$$

$$= \left( 1 - C_b \sum_{l=k+1}^{b} f^{l-1}(b - l + 1)^{f^{l-1}} \right) - \left( 1 - C_b \sum_{l=k}^{b-1} f^{l-1}(b - l)^{f^{l-1}} \right)$$

$$= \sum_{l=k+1}^{b} C_b f^{l-1}(b - l + 1)^{f^{l-1}} \left( 1 - \frac{1}{f^{l-1}} \right) \cdot \frac{C_{b+1}}{C_b}.$$
Thus we can show that
\[
\Pr\left[\left(\begin{array}{c} X'_i, X'_j \end{array}\right), (\begin{array}{c} Y'_i, Y'_j \end{array}) = (k, b - k, (k, b - k + 1)) \right]
= \sum_{l=1}^{k+b} \frac{\gamma_l}{\gamma_l} \left( \frac{1}{\gamma_l} \right)
\geq \sum_{l=1}^{k+b} \frac{\gamma_l}{\gamma_l} \left( \frac{1}{\gamma_l} \right)
\]

By introducing the function \( h : \{2, 3, \ldots, b \} \rightarrow \mathbb{R} \) defined by \( h(l) = \left( 1 - \frac{1}{\gamma_l} \right) \), we can show that
\[
\Pr\left[\left(\begin{array}{c} X'_i, X'_j \end{array}\right), (\begin{array}{c} Y'_i, Y'_j \end{array}) = (k, b - k, (k, b - k + 1)) \right]
= \sum_{l=k+1}^{b} \frac{C_b \gamma_l}{C_b} \left( 1 - \frac{1}{\gamma_l} \right)
\geq - \sum_{l=k+1}^{b} \frac{C_b \gamma_l}{C_b} \left( 1 - \frac{1}{\gamma_l} \right)
\]

(a) The case that \( u_i \geq 1 \).
Since \( u_i-1 \geq 0 \), the function \( h(b) \) is monotone non-decreasing. When \( h(\gamma) \geq 0 \) holds, we have \( 0 \leq h(\gamma) \leq h(\gamma+1) \leq \cdots \leq h(b) \), and so (3) implies the non-negativity

\[
\Pr\left[\left(\begin{array}{c} X'_i, X'_j \end{array}\right), (\begin{array}{c} Y'_i, Y'_j \end{array}) = (k, b - k, (k, b - k + 1)) \right]
= \sum_{l=k+1}^{b} C_b \gamma_l \left( 1 - \frac{1}{\gamma_l} \right)
\geq 0.
\]

(b) The case that \( 0 \leq u_i \leq 1 \).
Since \( u_i-1 \leq 0 \), the function \( h(b) \) is monotone non-increasing. If the inequality \( h(b) \geq 0 \) hold, we have
\[
h(2) \geq h(3) \geq \cdots \geq h(b) \geq 0
\]
and inequality (3) implies the non-negativity

\[
\Pr\left[\left(\begin{array}{c} X'_i, X'_j \end{array}\right), (\begin{array}{c} Y'_i, Y'_j \end{array}) = (k, b - k, (k, b - k + 1)) \right]
= \sum_{l=k+1}^{b} C_b \gamma_l \left( 1 - \frac{1}{\gamma_l} \right)
\geq 0.
\]

In the rest of this section, we show that \( h(b) = \frac{\gamma_l}{\gamma_l} - \frac{\gamma_l}{\gamma_l} \geq 0 \).

We define a function \( H_\gamma(b, \alpha; \nu) \) by
\[
H_\gamma(b, \alpha; \nu) = (b - 1) C_b^{\gamma-1} - b C_b^{\gamma-1}.
\]

It is clear that if the condition \( [-1 \leq \nu \leq 0, -1 \leq \nu \leq \nu \) holds, we obtain the required result that \( h(b) \geq 0 \) for each \( b \in \{2, 3, 4, \ldots\} \). Now we transform the function
\[ H_0(b, \alpha_i, \alpha_j) \]

\[ H_0(b, \alpha_i, \alpha_j) = (b - 1)^{\alpha_i} \sum_{k=1}^{b-1} k^{\alpha_i}(b - k + 1)^{\alpha_j} - b^{\alpha_i} \sum_{k=1}^{b-1} k^{\alpha_i}(b - k)^{\alpha_j} \]

\[ = \sum_{k=1}^{b-1} \left[ (b - 1)^{\alpha_i} k^{\alpha_i}(b - k + 1)^{\alpha_j} \left( \frac{b}{b - k} \right)^{\alpha_i} \left( \frac{b - 1}{k} \right)^{\alpha_j} \right. \]

\[ + (b - 1)^{\alpha_i} (k + 1)^{\alpha_i}(b - k)^{\alpha_j} \left( \frac{b}{b - 1} \right)^{\alpha_i} \left( \frac{k}{b - 1} \right)^{\alpha_j} \]

\[ - b^{\alpha_i} k^{\alpha_i}(b - k)^{\alpha_j} \left] \right. \]

\[ = \sum_{k=1}^{b-1} \left[ (b - 1)^{\alpha_i} k^{\alpha_i}(b - k + 1)^{\alpha_j} \left( \frac{1}{b - k} \right)^{\alpha_i} \left( \frac{1}{k} \right)^{\alpha_j} \right. \]

\[ + (1 + \frac{1}{k})^{\alpha_i} (b - k)^{\alpha_j} \left( \frac{b}{b - 1} \right)^{\alpha_i} \left( \frac{b - 1}{k} \right)^{\alpha_j} \]

\[ - \left( \frac{b}{b - 1} \right)^{\alpha_i} (b - 1) \]

Then it is enough to show that the function

\[ H_1(b, \alpha_i, \alpha_j, k) \]

\[ \overset{\text{def}}{=} \left( 1 + \frac{1}{b - k} \right)^{\alpha_i} (b - k) \]

\[ + \left( 1 + \frac{1}{k} \right)^{\alpha_i} k \]

\[ - \left( \frac{b}{b - 1} \right)^{\alpha_i} (b - 1) \]

is nonnegative for any \( k \in \{1, 2, \ldots, k - 1\} \). Since \( 1 + 1/(b - k) > 1 \) and \( \alpha_j \geq -1 \), we have

\[ H_1(b, \alpha_i, \alpha_j, k) \geq H_1(b, \alpha_i, -1, k) \]

\[ \geq \frac{(b - k)^2}{b - k + 1} + (1 + \frac{1}{k})^{\alpha_i} k - \left( \frac{b}{b - 1} \right)^{\alpha_i} (b - 1). \]

We differentiate the function \( H_1 \) by \( \alpha_i \), we obtain the following

\[ \frac{\partial}{\partial \alpha_i} H_1(b, \alpha_i, -1, k) \]

\[ = \left( 1 + \frac{1}{k} \right)^{\alpha_i} k \log \left( 1 + \frac{1}{k} \right) \]

\[ - \left( \frac{b}{b - 1} \right)^{\alpha_i} (b - 1) \log \left( \frac{b}{b - 1} \right) \]

\[ = \left( 1 + \frac{1}{k} \right)^{\alpha_i} \log \left( 1 + \frac{1}{k} \right)^k \]

\[ - \left( 1 + \frac{1}{b - 1} \right)^{\alpha_i} \log \left( 1 + \frac{1}{b - 1} \right)^{b - 1}. \]

Since \( k, b \) is a pair of positive integers satisfying \( 1 \leq k \leq b - 1 \), the non-positivity of \( \alpha_i \) implies \( 0 \leq (1 + 1/k)^{\alpha_i} \leq (1 + 1/(b - 1))^{\alpha_i} \) and \( 0 \leq \log(1 + 1/k)^k \leq \log(1 + 1/(b - 1))^{b - 1} \). Thus the function \( H_1(b, \alpha_i, -1, k) \) is monotone non-decreasing with respect to \( \alpha_i \leq 0 \). Thus we have

\[ H_1(b, \alpha_i, -1, k) \geq H_1(b, 0, -1, k) \]

\[ = \frac{(b - k)^2}{b - k + 1} + \left( 1 + \frac{1}{k} \right)^0 k - \left( \frac{b}{b - 1} \right)^0 (b - 1) \]

\[ = \frac{1}{b - k + 1} \geq 0. \]

\[ \square \]