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## Abstract

In this dissertation, geometric optimization problems ensuring a kind of randomness (such as uniformity, irregularity, or random generation) as its objective and designing practical strategies are widely studied. We mainly consider how to define a good uniformity in geometric dispersion to be as irregularly as possible, how to generate efficiently geometric structures (e.g., simple polygons, plane triangulations, etc.) at random, and how difficult to achieve randomness underlying uniformity criterion. For each question, the occasion of investigations has been derived from both of theoretical and engineering aspects.

With wide-ranging advances in discrete and computational geometry, geometric computing, especially, which manipulates spatial data being structured combinatorially and/or geometrically, has become a pervasive and increasingly critical aspect in every corner of science and engineering. A lot of applications have been requiring practical algorithms for geometric optimization problems. When we deal with geometric optimization problems which are NP-hard, we often prefer to efficiently pick a good solution instead of the optimal from a solution space spread by relaxing the objective function. It is important to present a better relaxation to provid an appropriate solution space, rather to analyze an approximative solution space to show that any cost of the relaxed objective function is not so inferior, no matter what we pick up any from the space.

There exist various approximated and randomized paradigms in a comprehensive manner, such as concepts of random sampling. However, sampling based approaches may not be applied to practical applications directly, since eventual approaches require impractical large sampling set. Therefore, we have to reconsider geometric configurations more carefully, so that we can present useful and helpful frameworks, getting insight into essential difficulties. In fact, we think it is worth noting that we investigate for good relaxation criteria and techniques for randomly generating geometric structures, in order to sophisticate sampling techniques. In addition, analytical study for the existence of equilibrium/disequilibrium configuration on spatial competitions is also important. Considering a game model for competitive facility location, we show a case that each player will be competing to locate his/her facilities at equilibrium positions, when there exists a winning strategy.
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## Chapter 1

## Introduction

In this dissertation, geometric optimization problems ensuring a kind of randomness (such as uniformity, irregularity, or random generation) as its objective and designing practical strategies are widely studied. We mainly consider how to define a good uniformity in geometric dispersion to be as irregularly as possible, how to generate efficiently geometric structures (e.g., simple polygons, plane triangulations, etc.) at random, and how difficult to achieve randomness underlying uniformity criterion. For each question, the occasion of investigations has been derived from both of theoretical and engineering aspects.

The technical term "Randomness" in the thesis to be distinguished from which is used in randomized algorithm [93], or statistical optimization [79].

With wide-ranging advances in discrete and computational geometry, geometric computing, especially, which manipulates spatial data being structured combinatorially and/or geometrically, has become a pervasive and increasingly critical aspect in every corner of science and engineering. A lot of applications have been requiring practical algorithms for geometric optimization problems. When we deal with geometric optimization problems which are NP-hard, we often prefer to efficiently pick a good solution instead of the optimal from a solution space spread by relaxing the objective function. It is important to present a better relaxation to provid an appropriate solution space, rather to analyze a approximative solution space to show that any cost of the relaxed objective function is not so inferior, no matter what we pick up any from the space.

There exist various approximated and randomized paradigms in a comprehensive manner, such as concepts of random sampling. However, sampling based approaches may not be applied to practical applications directly, since eventual approaches require impractical large sampling set. Therefore, we have to reconsider geometric configurations more carefully, so that we can present useful and helpful frameworks, getting insight into essential difficulties. In fact, we think it is worth noting that we investigate for good
relaxation criteria and techniques for randomly generating geometric structures, in order to sophisticate sampling techniques. In addition, analytical study for the existence of equilibrium/disequilibrium configuration on spatial competitions is also important. Considering a game model for competitive facility location, we show a case that each player will be competing to locate his/her facilities at equilibrium positions, when there exists a winning strategy.

### 1.1 Summary and Organization

This dissertation tries to identify some nice structural randomness for a number of combinatorial or geometric objects. It consists of three rather independent parts.

### 1.1.1 Part I

In Part I, we consider the problem in which a generalization of the point arranging problem, namely its on-line version. We want to insert $n$ points one by one in such a way that uniformity is achieved at every insertion of a point. Since the solutions for the off-line point arranging problems are different for different values of $n$, it would be impossible to derive good point sequences from such optimal solutions even if they were available. It should also be noted that a subsequence of an optimal point sequence is not optimal. Therefore, we cannot hope for an incremental algorithm constructing optimal point sequences.

It is not straightforward to define uniformity of points. The minimum pairwise distance is not good to measure the uniformity of points as it does not reflect large empty areas. We could also borrow a measure from discrepancy theory [26, 86]. Here we take a simple geometric shape $R$ and count how many points are contained in $R$ while moving $R$ all over the unit cube. The uniformity is measured by the difference between the largest and smallest counts for all possible sizes of the shape. A serious disadvantage of the measure is computational hardness. Also, it is not clear what shape $R$ to use.

We define uniformity of point distribution using not only closest point pairs but also largest empty circles. Our criterion is to minimize the gap ratio, which is the maximum gap (diameter of a largest empty circle) over the minimum gap (the minimum pairwise distance). Note that this definition is extendible to higher dimensions since those gaps can be defined in any dimension.

We present a linear time algorithm for finding an optimal $n$-point sequence with the maximum gap ratio bounded by $2^{\lfloor n / 2\rfloor /(\lfloor n / 2\rfloor+1)}$ in the 1-dimensional case. We describe
how hard analytically the same problem is for a point set in the plane and propose a local search heuristics for finding a good solution.

### 1.1.2 Part II

In Part II, we consider geometric random generation problems for generating simple polygons and plane triangulations at random, which are well-known outstanding open problems. Firstly, we study the simple polygonalization problem; given a set $S$ of points in the plane, randomly generate a simple polygon with $n$ sides using the points of $S$ as its vertices, or compute a simple polygonalization of $S$. More precisely, we would like polygonalize a set $S$ of points so that each member of all polygonalizations of $S$ is generated uniformly at random.

However, examining the set of all simple polygonalizations is quite difficult even in the counting problem which asks how many simple polygonalizations are there in $S$. The currently known approximate upper and lower bounds are $O\left(86.81^{n}\right)$ and $\Omega\left(4.642^{n}\right)$, respectively. Due to the high upper bound, heuristic approaches have been adopted to generate a simple polygonalization during the past decade.

We propose a triangulation-base heuristic algorithm which generates each possible simple polygon with a positive probability in $O\left(n^{2}\right)$ time. This improves the time complexity $O\left(n^{4} \log n\right)$ of the best known heuristic algorithm. Our algorithm consists of three phases: first, it generates a triangulation $T$ of given point set $S$ at random; next computes a random maximal polygon tree on the dual $\mathcal{D}(T)$. A polygon tree $\mathcal{T}$ on a dual $\mathcal{D}(T)$ of a triangulation $T$ is a tree such that $\cup_{v \in \mathcal{T}} g^{-1}(v)$ is a simple polygon, where $g$ is bijection from a face in $T$ to a vertex in $\mathcal{D}(T)$; and finally constructs a simple polygon by traversing on the maximal polygon tree. In addition, we experiment our heuristic algorithm for showing efficiency and usefulness.

### 1.1.3 Part III

In Part III, we consider examining the existence of equilibrium configurations in a spatial competitions on a finite graph. Therefore, we introduce a two-person game model, say Voronoi game, for the competitive facility location, and investigate actual facility locations obtained by resulting a game in which both players do their best, whether the configuration have some equilibrium/disequilibrium property, or not. Furthermore, the computational difficulties also are described.

The Voronoi game is played on continuous domain, and only two special cases (the 1dimensional cases and the 1-round case) are well investigated. We introduce the discrete

Voronoi game in which the game arena is given as a graph. We first show the best strategy when the game arena is a large complete $k$-ary tree. Next we show that the discrete Voronoi game is intractable in general. Even in the 1-round case in which place occupied by the fist player is fixed, the game is NP-complete in general. We also show that the game is PSPACE-complete in general case.

## Chapter 2

## Randomness and Hardness in Geometric Dispersion

### 2.1 Introduction

The circle packing problem is to place $n$ equal and non-overlapping circles in a unit square. It is one of the most important geometric optimization problems with a number of applications and has been intensively investigated [33, 96, 97, 98]. It is well known that the circle packing problem is equivalent to arranging $n$ points in a unit square in such a way that the minimum pairwise distance is maximized. This problem seems to be computationally hard. In fact, no optimal solution is known for relatively large values of $n$, say $n>100$.

The problem considered in this paper is a generalization of the point arranging problem, namely its online version. We want to insert $n$ points one by one in such a way that uniformity is achieved at every insertion of a point. Since the off-line point arranging problem has different solutions for different values of $n$, it would be impossible to derive good point sequences from such optimal solutions even if they were available. It should also be noted that a subsequence of an optimal point sequence is not optimal. Therefore, we cannot hope for an incremental algorithm constructing optimal point sequences.

It is not straightforward to define uniformity of points. The minimum pairwise distance is not good to measure the uniformity of points as it does not reflect large empty areas. We could also borrow a measure from discrepancy theory [26, 86]. Here we take a simple geometric shape $R$ and count how many points are contained in $R$ while moving $R$ all over the unit cube. The uniformity is measured by the difference between the largest and smallest counts for all possible sizes of the shape. A serious disadvantage of the measure is computational hardness. Also, it is not clear what shape $R$ to use.

We define uniformity of point distribution using not only closest point pairs but also largest empty circles. Our criterion is to minimize the gap ratio, which is the maximum gap (diameter of a largest empty circle) over the minimum gap (the minimum pairwise distance). Note that this definition is extendible to higher dimensions since those gaps can be defined in any dimension.

This problem is closely related to an industrial application on digital halftoning, which is a technique to convert continuous-tone images into binary images for printing. One of the most popular methods for halftoning is Dithering, which binarizes an images using a threshold matrix called the dither matrix. The quality of output images heavily depends on this matrix. A target is an $n \times n$ matrix containing integers from 0 through $n^{2}-1$ in such a way that elements up to $i$ are uniformly distributed for each $i=1,2, \ldots, n^{2}-1$. Such a matrix is similar to the dither matrix called the blue-noise mask [95, 123]. Combinatorial approaches are also found for the problem, see e.g., [10, 12, 13, 14, 44, 66, 112].

### 2.1.1 Problem Statement

Let $\mathbb{S}^{d}=[0,1]^{d}$ be the unit cube in the $d$-dimensional space $\mathbb{R}^{d}$ and $P=\left(p_{1}, \ldots, p_{n}\right)$ be an $n$-point sequence contained in $\mathbb{S}^{d}$. We insert $p_{1}, p_{2}, \ldots, p_{n}$ in this order. For each $i=1,2, \ldots, n$, we define a subsequence $P_{i}$ of $P$ by its first $i$ points, i.e., $P_{i}=\left(p_{1}, \ldots, p_{i}\right)$. With $P_{i}$, we associate a point set $S_{i}:=\left\{p_{1}, \ldots, p_{i}\right\} \cup S_{0}$, where $S_{0}$ is the set of the $2^{d}$ corner points of $\mathbb{S}^{d}$. The smallest among all pairwise distances in $S_{i}$ is the minimum gap

$$
g_{i}:=\min _{p, q \in S_{i}, p \neq q} d(p, q) \text {, }
$$

where $d(p, q)$ is the Euclidean distance between two points $p$ and $q$.
The maximum gap is defined via the largest empty circle. An empty circle is a circle whose center is located within the unit cube and contains no point of the set $S_{i}$. The diameter of the largest empty circle for the set $S_{i}$ is the maximum gap $G_{i}$

$$
G_{i}:=\max _{p \in \mathbb{S}^{d}} \min _{q \in S_{i}} 2 d(p, q)
$$

Note that the point $p$ in the definition above is an arbitrary point in the unit cube. Now we define the $i$-th gap ratio by

$$
r_{i}:=G_{i} / g_{i}
$$

For a point sequence $P$, we define the maximum gap ratio as $R_{P}:=\max _{i=1, \ldots, n} r_{i}$. For a fixed integer $n$, we denote $R_{n}$ the optimal gap ratio for any $n$-point sequence:

$$
R_{n}:=\min \left\{R_{P} \mid P \text { is an } n \text {-point sequence in } \mathbb{S}^{d}\right\} .
$$

Given $d$ and $n$, we want to find an $n$-point sequence $P$ in $\mathbb{S}^{d}$ that achieves the optimal (=minimal) gap ratio $R_{n}$. More formally, our problem is described as follows.

## Problem 1:

Input: Integers $d$ and $n$.
Ensured: Compute an optimal $n$-point sequence $P$ in $\mathbb{S}^{d}$ that achieves the optimal gap ratio $R_{n}$ for $n$ points.

### 2.1.2 Our contribution

We start with a simple greedy algorithm called incremental Voronoi insertion for points in the plane in Section 2.2. The Voronoi insertion generates a point sequence $P$ with $R_{P} \leq 2$. It is also easy to extend this algorithm to higher dimensions while keeping the gap ratio 2 .

In Section 2.3, we give a linear time algorithm that constructs an $n$-point sequence with maximum gap ratio bounded by $2^{\lfloor n / 2\rfloor /(\lfloor n / 2\rfloor+1)}$ in the 1 -dimensional unit cube $\mathbb{S}^{1}$. We also show that the bound is optimal, which fully shows the 1-dimensional case.

Section 2.4 deals with the 2-dimensional case again. It looks quite challenging to find an optimal point sequence even for rather small values of $n$. Therefore, we give two simple heuristic algorithms finding a point sequence with maximum gap ratio smaller than that of the point sequence generated by the incremental Voronoi insertion. Since the Voronoi insertion gives an upper bound, our next goal is the following:

## Problem 2:

Input: $\quad$ Integers $d$ and $n$.
Output: An $n$-point sequence $P$ in $\mathbb{S}^{d}$ such that $R_{P}<2$.
We have implemented our heuristic algorithm to find point sequences whose maximum gap ratios are strictly less than 2, which is achieved by the Voronoi insertion. Some such sequences are given together with related statistics on our experiments.

### 2.2 Simple Greedy Algorithm - Voronoi insertion

We start with a simple greedy algorithm for inserting points uniformly. In this algorithm, we maintain a Voronoi diagram for a set of points which have already been inserted and its intersection with the boundary of the unit cube. Voronoi vertices and the intersections between Voronoi edges and cube surface are candidates for the next point to be inserted. We evaluate each such vertex by the distance to its nearest point (site) and choose the
one of the largest such distance as the next point to be inserted. This is why we call it incremental Voronoi insertion.

Define a point set $S_{i}^{d}=\left\{\left(x_{1}, x_{2}, \ldots, x_{d}\right) \mid\right.$ exactly $i$ coordinates are either 0 or 1 and the remaining coordinates are $1 / 2\}$ for $i<d$. For example, we have

$$
\begin{aligned}
S_{0}^{3} & =\{(1 / 2,1 / 2,1 / 2)\} \\
S_{1}^{3} & =\{(*, 1 / 2,1 / 2),(1 / 2, *, 1 / 2),(1 / 2,1 / 2, *)\} \\
S_{2}^{3} & =\{(*, *, 1 / 2),(*, 1 / 2, *),(1 / 2, *, *)\}
\end{aligned}
$$

where $*$ indicates 0 or 1 , that is, $(*, 1 / 2,1 / 2)$ represents $(0,1 / 2,1 / 2),(1,1 / 2,1 / 2)$.
The first point to be inserted must be the unique element of $S_{0}^{d}$, i.e., $(1 / 2,1 / 2, \ldots, 1 / 2)$. Then, we insert points in the set $S_{1}^{d}$ one by one, and continue to points in $S_{2}^{d}, S_{3}^{d}, \ldots, S_{d-1}^{d}$. Suppose we have inserted all the points in $S_{0}^{d}, S_{1}^{d}, \ldots, S_{d-2}^{d}$ and we are now going to insert $p_{j}=(0,0, \ldots, 0,1 / 2)$, the first point in the set $S_{d-1}^{d}$. The point $p_{j}$ is the mid-point of a cube edge by the definition. Thus, the minimum pairwise distance is $1 / 2$, that is, the minimum gap is $1 / 2$. Since this is the first point located on a cube edge, the empty ball centered at the next point $(0,0, \ldots, 0,1,1 / 2)$ that passes through the two points $(0,0, \ldots, 0,0)$ and $(0,0, \ldots, 0,1)$ remains empty. In fact, this ball is the largest empty ball. Its diameter is obviously 1 . Therefore, the ratio is exactly 2 after the point.

We can also show that the maximum ratio before inserting this point is less than 2 and it remains so until the very last point of $S_{d-1}^{d}$. When we have inserted all the points in $S_{0}^{d}, S_{1}^{d}, \ldots, S_{d-1}^{d}$, we can continue the same process again for $2^{d}$ sub-cubes in a recursive fashion. Thus, we can conclude that the above-mentioned approximation algorithm achieves the maximum ratio 2 .

### 2.3 1-dimensional problem

Our domain here is a unit interval $[0,1]$. The two extremal points 0 and 1 are assumed to be placed in advance. We present a simple linear time strategy better than the incremental Voronoi insertion. Moreover, we show that the strategy is in fact optimal.

### 2.3.1 Lower bound on $R_{n}$

We first estimate the lower bound of $R_{n}$ for an $n$-point sequence. Let $P=\left(p_{1}, p_{2}, \ldots, p_{n}\right)$ be a finite sequence of $n$ points in the unit interval $[0,1]$ such that $p_{i} \neq p_{j}$ whenever $i \neq j$. For $i=0, \ldots, n$, the points $p_{1}, \ldots, p_{i}$ partition the unit interval into $i+1$ intervals of lengths $m_{1}^{i}, m_{2}^{i}, \ldots, m_{i+1}^{i}$. Without loss of generality we may assume that $m_{j}^{i} \geq m_{j+1}^{i}$ for
all $i, 0 \leq i \leq n$ and $j, 1 \leq j \leq i$. Then, the maximum and minimum gaps are given by $m_{1}^{i}$ and $m_{i+1}^{i}$, respectively. Hence, the ratio $R_{P}$ for the sequence $P$ is

$$
\begin{equation*}
R_{P}:=\max _{1 \leq i \leq n} \frac{m_{1}^{i}}{m_{i+1}^{i}} \tag{2.1}
\end{equation*}
$$

Put $M^{i}=\left\{m_{1}^{i}, \ldots, m_{i+1}^{i}\right\}$ and regard it as a multi-set (i.e., it may contain elements more than once). Clearly, $M^{i+1}$ is obtained from $M^{i}$ by replacing one element from $M^{i}$ by two which add up to the first one. The following lemma states that if $R_{P} \leq 2$, then this replaced element is always the largest.

Lemma 2.3.1 If $R_{P} \leq 2$, then for each $i=0, \ldots, n-1$ there are $a, b \in[0,1]$ such that $m_{1}^{i}=a+b$ and $M^{i+1}=\left\{m_{2}^{i}, \ldots, m_{i+1}^{i}, a, b\right\}$ (as multi-set) and one of $a$ and $b$ is a smallest element of $M^{i+1}$.

Proof Assume that $M^{i+1}=M^{i} \backslash\left\{m_{j}^{i}\right\} \cup\{a, b\}$ for some $j, 1 \leq j \leq i+1$ such that $m_{j}^{i}<m_{1}^{i}$ and $a+b=m_{j}^{i}$. W.l.o.g., let $b \leq a$. Then, $b \leq \frac{1}{2} m_{j}^{i}<\frac{1}{2} m_{1}^{i}$ and hence $R_{P} \geq m_{1}^{i+1} / b=m_{1}^{i} / b>2$. If both $a$ and $b$ are greater than $m_{i+1}^{i}$, then again $R_{P} \geq$ $m_{1}^{i} / m_{i+1}^{i}=(a+b) / m_{i+1}^{i}>2 m_{i+1}^{i} / m_{i+1}^{i}=2$.

Note, however, that a priori we do not know that both $a$ and $b$ are not larger than $m_{i+1}^{i}$.

Lemma 2.3.2 Given an integer $n \geq 1$, the lower bound of $R_{n}$ is $2^{\lfloor n / 2\rfloor /(\lfloor n / 2\rfloor+1)}$.
Proof Assume that $R_{P} \leq 2$ for an $n$-point sequence. Let first $n$ be even. Let $j, 1 \leq j \leq$ $\frac{n}{2}+1$ be such that $m_{j}^{n / 2} \in M^{n}$. Such a $j$ exists, since at most $n / 2$ of the elements in $M^{n / 2}$ are replaced in the sequel from $M^{n / 2}$ to $M^{n}$. We have

$$
\frac{m_{1}^{n / 2}}{m_{j}^{n / 2}} \leq \frac{m_{1}^{n / 2}}{m_{n / 2+1}^{n / 2}} \leq R_{P}
$$

Also, for each $n / 2 \leq i \leq n-1$, we have $R_{P} \geq m_{1}^{i+1} / m_{i+2}^{i+1} \geq m_{1}^{i+1} / m_{j / 2}^{i}$ by Lemma 2.3.1. Since $m_{j}^{n / 2} \in M^{n}$,

$$
R_{P} \geq \frac{m_{1}^{n / 2}}{m_{j}^{n / 2}} \geq \frac{m_{1}^{n / 2}}{m_{1}^{n}}=\prod_{i=n / 2}^{n-1} \frac{m_{1}^{i}}{m_{1}^{i+1}}=\prod_{i=n / 2}^{n-1} \frac{m_{1}^{i}}{m_{i+2}^{i+1}} / \frac{m_{1}^{i+1}}{m_{i+2}^{i+1}} \geq\left(\frac{2}{R_{P}}\right)^{n / 2}
$$

We conclude $R_{P} \geq 2^{(n / 2) /(n / 2+1)}$. For $n$ odd, let $P^{\prime}=\left(p_{1}, \ldots, p_{n-1}\right)$. Then, $R_{P} \geq R_{P^{\prime}}$ by definition and $R_{P^{\prime}} \geq 2^{\lfloor n / 2\rfloor /(\lfloor n / 2\rfloor+1)}$ by the above. So, $R_{n} \leq 2^{\lfloor n / 2\rfloor /(\lfloor n / 2\rfloor+1)}$. This completes the proof of Lemma 2.3.2.

So, we have obtained the lower bound of $R_{n}$ for $n$-point sequences. Now, what remains is to give an algorithm for computing an optimal point sequence $P^{*}$.

```
Algorithm 1: A naive strategy
    Calculate \(r=2^{\lfloor n / 2\rfloor /(\lfloor n / 2\rfloor+1)}\);
    \(p_{1}=1 /(1+r)\);
    for \(i=1\) to \(n-2\) do
```

        Let \(m_{1}^{i}\) and \(m_{2}^{i}\) be the current longest and second longest intervals, respectively;
        Put a point \(p_{i+1}\) into \(m_{1}^{i}\) to partition it into two subintervals \(a\) and \(b\) so that
        \(m_{2}^{i} / \min \{a, b\}=r ;\)
    Put the last point \(p_{n}\) so as to partition the current longest interval into two
    intervals of the same lengths;
    First, consider the following algorithm (Algorithm 1) suggested in the lower bound proof.

This strategy always puts a point $p_{i}$ so that the gap ratio is equal to $2^{\lfloor n / 2\rfloor /(\lfloor n / 2\rfloor+1)}$ for each $i$. If it is possible then the sequence obtained is optimal since its bound coincides with the lower bound. The strategy implicitly assumes that the smaller one of the new subintervals has the minimum length among current intervals. Unfortunately, it is impossible to keep the ratio. The reason is as follows. Let $a_{i}$ and $b_{i}\left(a_{i}>b_{i}\right)$ be new subintervals resulting after the $i$-th insertion. Then, $M^{1}=\left\{a_{1}, b_{1}\right\}=\left\{\frac{r}{r+1}, \frac{1}{r+1}\right\}$ and $M^{2}=\left\{b_{1}, a_{2}, b_{2}\right\}=\left\{\frac{1}{r+1}, \frac{r-1}{r}, \frac{1}{r(r+1)}\right\}$. We insert $p_{3}$ into $M^{2}$. Note that the maximum interval length in $M^{2}$ depends on the number of points to be inserted. If $b_{1} \geq a_{2}$, (the case of $r \leq \frac{1+\sqrt{5}}{2}$ ), then $b_{3}=\frac{a_{2}}{r}=\frac{r-1}{r^{2}}$ and $a_{3}=\frac{1}{r+1}-b_{3}=\frac{1}{r^{2}(r+1)}$. Since $a_{3}<b_{3}$ for $r>\sqrt{2}, r_{3}=a_{2} / a_{3}=r\left(r^{2}-1\right)>R_{n}$. This suggests that if $n$ is large enough, say $n>3$, the assumption of above strategy does not hold. On the other hand, if $b_{1}<a_{2}$ (the case of $r>\frac{1+\sqrt{5}}{2}$ ), then $r_{2}=\frac{a_{2}}{b_{2}}=r^{2}-1$, and $2<R_{n}^{2}-1$ for $n \geq 8$. Therefore, we cannot obtain an optimal point sequence $P^{*}$ by the above strategy.

Observation 2.3.3 Gap ratios for the first $n-1$ points should be strictly less than $2^{\lfloor n / 2\rfloor /(\lfloor n / 2\rfloor+1)}$, and moreover, these ratios are never determined until the last interval is fixed.

This Observation 2.3.3 suggests that an optimal point sequence of length $n$ should be determined in a bottom-up fashion, that is, from the last interval to the first one.

### 2.3.2 An optimal point insertion strategy

A rough sketch of our strategy is as follows. Let $\left(p_{1}, p_{2}, \ldots, p_{n}\right)$ be a point sequence to be inserted in the unit interval $x_{1}=[0,1]$. We maintain all intervals generated during $n$ insertions, and we denote by $x_{j}$ the interval induced by the $p_{j-1}$. Hereafter, we denote
the $j$-th interval by $x_{j}$, and unify $x_{j}$ and its length $\left|x_{j}\right|$. Each point $p_{i}, i=1, \ldots, n$, is inserted into the current largest interval $x_{i}$ to split it into two new subintervals $x_{2 i}$ and $x_{2 i+1}$ with $x_{2 i}+x_{2 i+1}=x_{i}$. An important observation here is that we can determine the point $p_{i}$ so that it results in a sorted sequence $\left(x_{i+1}, x_{i+2}, \ldots, x_{2 i}, x_{2 i+1}\right)$ of intervals in the non-increasing order of their lengths. The process is terminated when the last point $p_{n}$ is inserted to have a sequence $\left(x_{n+1}, x_{n+2}, \ldots, x_{2 n+1}\right)$.

Now, let us describe how to determine the point sequence. It is divided into two subsequences at $k=\lfloor n / 2\rfloor$. For the first half $\left(p_{1}, \ldots, p_{k}\right)$, the current longest interval $x_{i}$ is unevenly partitioned into the new two subintervals $x_{2 i}$ and $x_{2 i+1}$, so that $x_{2 i}>x_{2 i+1}$ and $x_{i}=x_{2 i}+x_{2 i+1}$. Since we are trying to achieve a ratio strictly less than 2 , the ratio $x_{i+1} / x_{2 i+1}$ must be strictly less than 2 . For the remaining points $\left(p_{k+1}, \ldots, p_{n}\right)$, the current longest interval $x_{i}$ is partitioned evenly into two new subintervals $x_{2 j}$ and $x_{2 j+1}$ so that $x_{2 j}=x_{2 j+1}=x_{j} / 2$ and $x_{j+1} / x_{2 j+1}$ is strictly less than 2 , or equal to $R_{n}$. This is because the intervals $x_{2 i}$ and $x_{2 i+1}, i=k+1, \ldots n$, will never be subdivided during the remaining insertion. Since minimum gaps are maximized by evenly partitioning, it minimizes the maximum gap ratios.

More concretely, we first compute the target ratio $R_{n}=2^{k /(k+1)}$ where $k=\lfloor n / 2\rfloor$, and a magic number $y_{1}=\left(2^{l-k}+2 \sum_{i=2}^{k+1} \frac{R_{n}^{i-1}}{2^{i-1}}\right)^{-1}$, where $l=\lceil n / 2\rceil$. Then, we fix the last $2 k+2$ intervals;

$$
\begin{aligned}
& x_{2 l}= x_{2 l+1}=y_{1} \quad \text { if } n \text { is odd } \\
& x_{2 l+1}=y_{1} \quad \text { if } n \text { is even, } \\
& x_{2(l+1)}= x_{2(l+1)+1}=\frac{R_{n}}{2} y_{1} \\
& x_{2(l+2)}= x_{2(l+2)+1}=\left(\frac{R_{n}}{2}\right)^{2} y_{1} \\
& \vdots \\
& x_{2(l+k)}= x_{2(l+k)+1}=\left(\frac{R_{n}}{2}\right)^{k} y_{1}
\end{aligned}
$$

The remaining intervals can be determined so that $x_{i}=x_{2 i}+x_{2 i+1}, i=k, k-1, \ldots, 2,1$. This strategy can be summarized in the following pseudo code.

### 2.3.3 Configuration tree

Before showing the optimality and correctness of our strategy, we introduce a configuration tree to simplify the arguments for the proof. The tree describes how intervals are generated. Initially it consists of a root corresponding to the unit segment (or interval) $x_{1}$.

Algorithm 2: An optimal strategy
input : An integer $n>0$.
output: An optimal point sequence $P$, i.e., $R_{P}=R_{n}$.
${ }_{1} R_{n}=2^{\lfloor n / 2\rfloor /(\lfloor n / 2\rfloor+1)}$;
$2 y_{1}=\left(2^{\lceil n / 2\rceil-\lfloor n / 2\rfloor}+2 \sum_{i=2}^{\lfloor n / 2\rfloor+1} \frac{R_{n}{ }^{i-1}}{2^{i-1}}\right)^{-1}$;
3 if $n$ is odd then $x_{2\lceil n / 2\rceil}=x_{2\lceil n / 2\rceil+1}=y_{1}$;
4 else $x_{2\lceil n / 2\rceil+1}=y_{1}$;
5 for $i=1$ to $\lfloor n / 2\rfloor$ do $x_{2(\lceil n / 2\rceil+i)}=x_{2(\lceil n / 2\rceil+i}=\left(\frac{R_{n}}{2}\right)^{i} \cdot y_{1}$;
6 for $i=\lfloor n / 2\rfloor$ downto 1 do $x_{i}=x_{2 i}+x_{2 i+1}$;
${ }_{7}$ Compute a point sequence $P$ from the interval sequence $\left(x_{i+1}, x_{i+2}, \ldots, x_{2 i}, x_{2 i+1}\right)$;

When an interval $x_{i}$ is partitioned into two subintervals $x_{2 i}$ and $x_{2 i+1}$, two corresponding nodes are created as children of the node for the interval $x_{i}$. Then, a set of internal nodes are those for $x_{1}, x_{2}, \ldots, x_{i}$ and the remaining nodes for $x_{i+1}, \ldots, x_{2 i+1}$ are leaf nodes of the tree, which form an interval sequence $\left(x_{i+1}, \ldots, x_{2 i+1}\right)$ in the order of their appearance. Figure 2.1 shows an example of the configuration tree for $n=4$. The shaded nodes are leaf nodes. We can see how the intervals corresponding to leaf nodes subdivide the unit segment.


Figure 2.1: Configuration tree for a point sequence $P=\left(p_{1}, p_{2}, p_{3}, p_{4}\right)$.

The above strategy constructs a configuration tree, and a partition of the unit segment is obtained. So, each interval length corresponding a leaf node is calculated using the magic number $y_{1}$. Since each internal node has exactly two children and both intervals are known, all interval lengths are determined successively from bottom to top (root).

As an exercise, let us consider the case when we insert 5 points. Unlike the incremental Voronoi insertion, we put the first point $p_{1}$ so that the unit interval is split unevenly. Then, we put the second point $p_{2}$ to split the longer interval. Now we split the current largest interval into two by putting the third point $p_{3}$. This process is represented by a binary tree
rooted at the unit interval $x_{1}$. It is followed by two intervals $x_{2}$ and $x_{3}$, where $x_{2}+x_{3}=1$ with $x_{2}>x_{3}$. Then, $x_{2}$ has branches to $x_{4}$ and $x_{5}$ with $x_{4}+x_{5}=x_{2}$ and $x_{4} \geq x_{5}$. The node $x_{3}$ is also followed by two node $x_{6}$ and $x_{7}$ such that $x_{6}+x_{7}=x_{3}$ and $x_{6} \geq x_{7}$, and so on (see Figure 2.2).


Figure 2.2: An example to be shown our strategy.

Then, the ratios are $r_{1}=x_{2} / x_{3}, r_{2}=x_{3} / x_{5}, r_{3}=x_{4} / x_{7}, r_{4}=x_{5} / x_{9}$ and $r_{5}=x_{6} / x_{11}$. Since the intervals $x_{6}, \ldots, x_{11}$ are not split anymore, the partition of $x_{3}$ into $x_{6}$ and $x_{7}$ and that of $x_{4}$ into $x_{8}$ and $x_{9}$ and that of $x_{5}$ into $x_{10}$ and $x_{11}$ should be bisections at their center points to minimize the ratios, that is, $x_{6}=x_{7}, x_{8}=x_{9}$, and $x_{10}=x_{11}$. Now, let us denote $x_{7}, x_{9}$ and $x_{11}$ by $y_{1}, y_{2}$ and $y_{3}$, respectively. Then, $x_{3}=2 y_{1}, x_{4}=2 y_{2}$ and $x_{5}=2 y_{3}$. Therefore, $r_{3}=x_{4} / x_{7}=2 y_{2} / y_{1}, r_{4}=x_{5} / x_{9}=2 y_{3} / y_{2}$, and $r_{5}=x_{6} / x_{11}=y_{1} / y_{3}$. Thus, the maximum ratio $R_{5}$ is minimized when $r_{3}, r_{4}$ and $r_{5}$ are equal, and it is given by

$$
\begin{equation*}
R_{5}=\left(r_{3} \cdot r_{4} \cdot r_{5}\right)^{1 / 3}=\left(\frac{2 y_{2}}{y_{1}} \frac{2 y_{3}}{y_{2}} \frac{y_{1}}{y_{3}}\right)^{1 / 3}=2^{2 / 3} \tag{2.2}
\end{equation*}
$$

### 2.3.4 Optimality and correctness

Finally, we prove that the maximum gap ratio $R_{P}$ of the point sequence $P$ computed by our strategy is equal to $R_{n}$. The magic number $y_{1}$ plays a very important role to optimize $R_{P}$. Lemma 2.3.4 determines the value of $y_{1}$ and guarantees the optimality of the resulting point sequence. The correctness of the strategy is proved in Lemma 2.3.6.

Lemma 2.3.4 If any set of intervals $\left\{x_{i+1}, \ldots, x_{2 i+2}, x_{2 i+3}\right\}$ are sorted in non-increasing order with respect to their lengths, then the above strategy achieves the maximum gap ratio $R_{P}=2^{\lfloor n / 2\rfloor /(\lfloor n / 2\rfloor+1)}$.

Proof Let $y_{i}$ denote the length of $x_{2(l+i)+1}$ for $i=0,1, \ldots, k$, where $k=\lfloor n / 2\rfloor$ and $l=\lceil n / 2\rceil$. Note that the node $x_{l}$ has interval $y_{1}$ as one of the children in the tree configuration. Now, we assume the gap ratio $r_{i}$ is defined by $\frac{x_{i+1}}{x_{2 i+1}}=\frac{x_{i+1}}{y_{i}}$ for the $(l+i)$-th
insertion. By Lemma 2.3.6, this definition of $r_{i}$ does not cause any inconsistency. From this fact, the minimum interval is $y_{i}$ and the maximum interval is $x_{2(l+i)}+x_{2(l+i)+1}=2 y_{i+1}$, for $(l+i)$-th insertion $(1 \leq i<k)$. At the last insertion, the minimum interval is $y_{k+1}$ and the maximum interval is $y_{1}$. Therefore, the gap ratios $r_{i}$ for $i=l, l+1, \ldots, l+k$, are given as follow,

$$
\begin{aligned}
r_{l}= & \frac{x_{l+1}}{x_{2 l+1}}=\frac{x_{2 l+2}+x_{2 l+3}}{x_{2 l+1}}=\frac{2 y_{2}}{y_{1}} \\
r_{l+1}= & \frac{x_{l+2}}{x_{2 l+3}}=\frac{x_{2 l+4}+x_{2 l+5}}{x_{2 l+3}}=\frac{2 y_{3}}{y_{2}} \\
& \vdots \\
r_{n-1}= & r_{l+k-1}=\frac{x_{l+k}}{x_{2(l+k-1)+1}}=\frac{x_{2(l+k)}+x_{2(l+k)+1}}{x_{2(l+k-1)+1}}=\frac{2 y_{k+1}}{y_{k}}, \\
r_{n}= & r_{l+k}=\frac{x_{l+k+1}}{x_{2(l+k)+1}}=\frac{y_{1}}{y_{k+1}} .
\end{aligned}
$$

Since $x_{2 i+3}>x_{4 i+2}$ for $i \leq l-1, r_{i}=\frac{x_{i+1}}{x_{2 i+1}}=\frac{x_{2 i+2}+x_{2 i+3}}{x_{4 i+2}+x_{4 i+3}} \leq \frac{x_{2 i+2}}{x_{4 i+3}}=r_{2 i+1}$. This implies $R_{n}=\max \left\{r_{l}, r_{l+1}, \ldots, r_{n}\right\} \geq \max \left\{r_{1}, r_{2}, \ldots, r_{l-1}\right\}$. Thus, $R_{n}$ is minimized when

$$
\begin{aligned}
R_{n} & =\left(r_{l} \cdot r_{l+1} \cdots \cdots r_{l+k}\right)^{\frac{1}{k+1}}=\left(\frac{2 y_{2}}{y_{1}} \frac{2 y_{3}}{y_{2}} \cdots \frac{2 y_{k+1}}{y_{k}} \frac{y_{1}}{y_{k+1}}\right)^{\frac{1}{k+1}} \\
& =2^{\frac{k}{k+1}}=2^{\left\lfloor\frac{n}{2}\right\rfloor /\left(\left\lfloor\frac{n}{2}\right\rfloor+1\right)} .
\end{aligned}
$$

Since every $r_{i}=R_{n}$, we have $y_{i}=\frac{2}{R_{n}} y_{i+1}$ for $i=1, \ldots, k$, and $y_{k+1}=\frac{y_{1}}{R_{n}}$. Moreover, $y_{1}=\left(\frac{2}{R_{n}}\right)^{i-1} y_{i+1}$ for $i=2, \ldots, k+1$. Thus, if $y_{1}$ is determined then so is every $y_{i}$. When $n$ is odd, $1=\sum_{i=n+1}^{2 n+1} x_{i}=2 \sum_{j=1}^{k+1} y_{j}=2 \sum_{j=1}^{k+1}\left(\frac{R_{n}}{2}\right)^{j-1}$ leads to $y_{1}=\frac{1}{2 \sum_{j=1}^{k+1}\left(\frac{R_{n}}{2}\right)^{j-1}}$. Similarly, when $n$ is even, $1=\sum_{i=n+1}^{2 n+1} x_{i}=y_{1}+2 \sum_{j=2}^{k+1} y_{j}$ gives $y_{1}=\frac{1}{1+2 \sum_{j=2}^{k+1}\left(\frac{R_{n}}{2}\right)^{j-1}}$.

Observation 2.3.5 $y_{1} \geq y_{2} \geq \cdots \geq y_{k+1}$.

The observation follows from the facts that $y_{i}=\frac{2}{R_{n}} y_{i+1}$ and $\frac{2}{R_{n}}$ is greater than 1 .
To show the correctness of this strategy and the optimality of the sequence obtained, we have to prove that the sequence $\left(x_{i+1}, \ldots, x_{2 i}, x_{2 i+1}\right)$ generated by $p_{i}$ is a sorted sequence in the non-increasing order of their lengths for every $1 \leq i \leq n$.

Lemma 2.3.6 Whenever our strategy partitions the interval $x_{i}$ for every $1 \leq i \leq n$, the resulting intervals $x_{i+1}, x_{i+2}, \ldots, x_{2 i+1}$ are sorted in the non-increasing order, that is, we have $x_{i+1} \geq x_{i+2} \geq \cdots \geq x_{2 i} \geq x_{2 i+1}$.


Figure 2.3: The levels of tree corresponding the behavior of our strategy.

Proof Proof is by induction on the level of a tree configuration of size $2 n+1$. The level of a node $v$ is defined as $\lceil\log (2 n+1)\rceil$ - the height of $v$. So, all leaf nodes may be in the level 0 or 1 , and the level of root $x_{1}$ is $\lfloor\log (2 n+1)\rfloor$, (see Figure 2.5).

When $2^{h}=n+1$, where $h=\lfloor\log (2 n+1)\rfloor$, all leaf nodes are in the level 0 . In this case, from Observation 2.3.5, the statement $x_{n+1} \geq \ldots \geq x_{2 n+1}$ holds. When $n+1 \neq 2^{h}$, the intervals $x_{n}$ and $x_{n+1}$ are both in the same level 1 . Then, we have

$$
\begin{aligned}
x_{n} & =2 y_{k+1}=2\left(\frac{R_{n}}{2}\right)^{k} y_{1}=\frac{R_{n}^{k+1}}{R_{n} 2^{k-1}} y_{1}=\frac{2^{k}}{R_{n} 2^{k-1}} y_{1} \\
& =\frac{2}{R_{n}} y_{1}>y_{1}=x_{n+1} .
\end{aligned}
$$

On the remaining nodes in level 1 , both children of a node are the intervals of the same length $2 y_{j}$. Hence, for two intervals $x_{i}$ and $x_{i+1}$, we have $x_{i} \geq x_{i+1}$ by Observation 2.3.5.

Let $I^{i}=\left(z_{1}^{i}, \ldots, z_{2^{i}}^{i}\right)$ be the intervals in the level $i$, where $z_{1}^{i}$ and $z_{2^{i}}^{i}$ are the leftmost and rightmost intervals in the level $i$, respectively. Now, we assume that the statement holds up to the level $i$, that is, $z_{1}^{i} \geq z_{2}^{i} \geq \cdots \geq z_{2^{i}}^{i} \geq \cdots \geq x_{2 n+1}$. By the induction hypothesis, we have $z_{2^{i-1}}^{i-1}=z_{2^{i}-1}^{i}+z_{2^{i}}^{i} \geq z_{1}^{i+1}+z_{2}^{i+1}=z_{1}$. We also have $z_{j}^{i-1} \geq z_{j+1}^{i-1}$ by a similar argument.

Thus, we have a conclusion on 1-dimensional dispersion problem.
Theorem 2.3.7 Given an integer $n$, our strategy gives an optimal solution with the maximum gap ratio being $2^{\frac{\lfloor n / 2\rfloor}{\lfloor n / 2\rfloor+1}}$ on the 1-dimensional dispersion problem in $O(n)$ time.

### 2.4 2-dimensional problem

### 2.4.1 Notations

Let $s_{1}=(0,0), s_{2}=(1,0), s_{3}=(1,1)$, and $s_{4}=(0,1)$ be the four corner points of $\mathbb{S}^{2}$. For each point set $S_{i}$ after inserting $i$ points in $P$, we define two empty circles $C_{i}$ and $c_{i}$ : The
diameter of $C_{i}$ is $G_{i}$ and the center $p$ of $C_{i}$ satisfies $\min _{s \in S_{i}} d(s, p)=G_{i} / 2$. The diameter of $c_{i}$ is $g_{i}$ and its center is the midpoint of the closest pair of points. Note that the two empty circles are not unique, since the maximum gap and the minimum one may be defined by some of the triples or pairs. We break ties arbitrarily to choose $C_{i}$ and $c_{i}$. For any three different points $p_{1}, p_{2}$, and $p_{3}$, not on a line, let $C\left(p_{1}, p_{2}, p_{3}\right)$ be the circle passing through the three points. The interior of a circle $C$ is denoted by int $C$ and the diameter of $C$ is denoted by $\operatorname{diam}(C)$. The gap ratio $r_{i}$ is defined by $r_{i}=G_{i} / g_{i}=\operatorname{diam}\left(C_{i}\right) / \operatorname{diam}\left(c_{i}\right)$.

### 2.4.2 Analytical results

## The shape of a region for the first point

We start to investigate the shape of a region which we can locate the first point $p_{1}$ preserving $r_{1} \leq 2$. First we formulate the boundary of the region $A_{1}$ with $r_{1} \leq 2$ inside of the triangle (say $I_{1}$ ) defined by the lines $y=\frac{1}{2}, y=x$, and $x=\frac{1}{2}$. If the equation can be formulated, we can construct the whole region by rotation and transformation ( $c f$. Figure 2.4).


Figure 2.4: The shape of the region in which we can locate $p_{1}$.

Since $p_{1}$ will be located in sub-quadrant $I_{1}$, the maximum gap $G_{1}$ is the radius of a circle passing through $p, s_{1}$ and $s_{4}$, and the minimum gap $g_{1}$ is the half of $d\left(p, s_{3}\right)$. We let denote $f(x)$ a function for the boundary of $A_{1}$, that is, $r_{1}=G_{1} / g_{1}=2$.

We first determine the boundary condition of the function $f$. When $p_{1}$ lie on the $x$-axis, since $G_{1}$ is the diameter of the circle $C\left(p_{1}, s_{1}, s_{4}\right)$ and $g_{1}$ is the distance from $p_{1}$ to $s_{3}$, the $x$-coordinate holds following equation,

$$
\frac{x^{2}+2 x+2}{(1+x) \sqrt{1+(1-x)^{2}}}=2 .
$$

Therefore, $p_{1}=\left(\frac{\sqrt{7}-1}{6}, 0.5\right)$. When $p_{1}$ lie on $y=x$, the $x$-coordinates holds following equation,

$$
x^{2}-4 x+1=(x-2-\sqrt{3})(x-2+\sqrt{3})
$$

Therefore, $p_{1}=\left(1-\frac{\sqrt{3}}{2}, 1-\frac{\sqrt{3}}{2}\right)$.


Figure 2.5: The boundary of $A_{1}$.

We assume that first point $p_{1}$ is in $\left[1-\frac{\sqrt{3}}{2}, \frac{\sqrt{7}-1}{6}\right] \times\left[\frac{1}{2}, 1-\frac{\sqrt{3}}{2}\right]$, with $r_{1}=2$. Let $C$ be a circle centered at $p_{1}$ passing through $s_{3}$. Note that the radius of $C$ is equal to the minimum gap $g_{1}$. Since the center of the largest empty circle $C_{1}$ always lie on the line $y=\frac{1}{2}$, the intersection between $C$ and $y=\frac{1}{2}$ being in $\mathbb{S}^{2}$ is the center of $C_{1}$. Let $\left(t, \frac{1}{2}\right)$ be the coordinates of center of $C_{1}$, then

$$
\begin{equation*}
(t-x)^{2}+y^{2}=g_{1}^{2} \tag{2.3}
\end{equation*}
$$

And $t$ can be represented as

$$
\begin{equation*}
t=\frac{-1+x}{2}+\frac{-1+y^{2}}{2(1+x)}=\frac{-2+x^{2}+y^{2}}{2(1+x)} \tag{2.4}
\end{equation*}
$$

since $t$ is the center of circumcircle of $s_{1}, s_{4}$ and $p$ (see Figure 2.5). By substituting Equation (2.4) to Equation (2.3), we can obtain the function $f$ as follow

$$
\begin{align*}
\left(\frac{1+x}{2}+\frac{-1+y^{2}}{2(1+x)}\right)^{2}+y^{2}-(1-x)^{2}-(1-y)^{2} & =0 \\
4-12 x^{2}-4 x^{3}-8 y-16 x y-8 x^{2} y+4 y^{2}+4 x y^{2}+2 x^{2} y^{2}-y^{4} & =0 \tag{2.5}
\end{align*}
$$

Figure 2.6 shows the graph of equation (2.6).


Figure 2.6: The graph of equation (2.6) expressing the boundary of $A_{1}$.

## A proof for optimality in two points problem

Lemma 2.4.1 For $i=1,2, \ldots, n-1$, if $\max _{1 \leq j \leq i} r_{j}<2$, then $p_{i+1}$ must be inserted in int $C_{i}$, to keep $r_{i+1}<2$.

Proof If $p_{i+1}$ does not lie in int $C_{i}$, then $G_{i+1}=G_{i}$. We have $g_{i+1} \leq G_{i} / 2$ since there is no empty circle whose diameter is greater than that of the largest empty circle. Hence $r_{i+1} \geq 2$.

Fact 2.4.2 For two acute triangles $\triangle A B C$ and $\triangle D E F$, if $\angle A B C \leq \angle D E F$ and $\angle B C A \geq \angle E F D$, then

$$
\frac{|A B|}{|C A|} \geq \frac{|D E|}{|F D|} .
$$

We have equality if $\angle A B C=\angle D E F$ and $\angle B C A=\angle E F D$. See Figure 2.7 for an example.


Figure 2.7: Illustration for Fact 2.4.2

Lemma 2.4.3 The last point $p_{n}$ must lie at the center of $C_{n-1}$ to minimize the maximum gap ratio.

Proof By Lemma 2.4.1, we assume that $p_{n}$ is inserted into the interior of $C_{n-1}$. If $C_{n-1}$ is not unique, then this lemma immediately holds, since it must maximize the minimum gap $g_{n}$.

We assume that $C_{n-1}$ passes through three points $a, b$ and $c$ in the counter-clockwise order. Let $C^{\prime}$ be the other empty circle (not $C_{n-1}$ ) passing through $a$ and $b$.

We move $p_{n}$ along the perpendicular bisector of $a$ and $b$ so as to decrease $g_{n}$. Note that we may also have to consider motions between $b$ and $c$, and between $c$ and $a$. But similar arguments can be appropriately applied.

In this situation, a pair of points defining $g_{n}$ is never changed, i.e., $g_{n}=d\left(p_{n}, a\right)=$ $d\left(p_{n}, b\right)$. However, a triple (or pair) of points defining $G_{n}$ may change. There are two kinds of meaningful circles which may define $G_{n}$; the first one is $C^{\prime}$ defined above and the second one is the empty circle $C^{\prime \prime}$ that passes through $a$ and $p_{n}$. The other circles may lead to $r_{n} \geq 2$, or may not lead to a better $r_{n}$ than that of $C^{\prime}$ or $C^{\prime \prime}$. Note that $p_{n}$ has to be inserted at the center of $C_{n-1}$ to maximize $g_{n}$, when $C_{n}=C^{\prime}$. On the other hand, when $C_{n} \neq C^{\prime}, p_{n}$ lies in int $C^{\prime}$.

Now, we assume $C_{n}=C^{\prime \prime}$. Let $o$ be the center of $C_{n-1}, o_{1}$ be the center of $C^{\prime}$ and $o_{2}$ be the center of $C^{\prime \prime}$. Consider two triangles $\triangle_{1}=\triangle\left(a, o_{2}, p_{n}\right)$ and $\triangle_{2}=\triangle\left(a, o_{1}, o\right)$. Since $p_{n}$ is in $C^{\prime}$, it can be seen that $\angle a o_{2} p_{n}<\angle a o_{1} O$ and $\angle a p_{n} o_{2}>\angle a o o_{1}$ by simple calculations. Hence, we have $d\left(a, o_{2}\right) / d\left(a, p_{n}\right)>d\left(a, o_{1}\right) / d(a, o)$ from Fact 2.4.2. This concludes the proof.

By Lemma 2.4.3, we can find an optimal 2-point sequence. Figure 2.8 shows the notations for an instance of $n=2$. In this figure, we consider that $p_{1}$ does not lie on the line $y=\frac{1}{2}$. The three circles $C^{\prime}, C^{\prime \prime}$ and $C^{\prime \prime \prime}$ are shown, where $C^{\prime \prime \prime}$ is the largest empty circle passing through $p_{1}$ when $p_{2}$ is in the largest empty circle passing through the symmetric point $p_{1}^{\prime}$ of $p_{1}$ with respect to $y=\frac{1}{2}$, but the meaningful circles are just $C^{\prime}$ and $C^{\prime \prime}$. Since $\theta_{1}-\theta_{2}>0$ and $\theta_{3}-\theta_{2}, p_{2}$ is put at the center of $C_{1}$, from Fact 2.4.2 and Lemma 2.4.3.

We can assume that $p_{1}$ lies on the line $y=\frac{1}{2}$, to maximize $g_{1}$. Since we can specify $p_{2}$ once $p_{1}$ is determined, we only examine the $x$-coordinate of $p_{1}$. The maximum gap ratio $R_{P}$ is minimized when $g_{1}=g_{2}$, and then an optimal point pair satisfies $G_{1}^{2}=2 g_{1} G_{2}$, by simple observations. Hence, for example, these gaps $G_{1}, g_{1}$ and $G_{2}$ are given by

$$
\begin{aligned}
G_{1} & =\frac{4 x_{1}^{2}-8 x_{1}+5}{4-4 x_{1}}, \quad g_{1}=\sqrt{x_{1}^{2}+\frac{1}{4}}, \text { and } \\
G_{2} & =2 \sqrt{\frac{1}{4}+\left(x_{1}-\frac{1}{2}\right)^{4}}
\end{aligned}
$$



Figure 2.8: Notations of Lemma 2.4.3 for an instance of $n=2$.

Solving this simultaneous equations, we obtain the coordinates of optimal points;

$$
\begin{aligned}
& p_{1}^{*}=(0.273704,0.5), \text { and } \\
& p_{2}^{*}=(0.808958,0.5)
\end{aligned}
$$

Next, we consider the cases of $n=3$ and larger $n$. They are more complicated and may not be solvable in an analytical sense.

## A proof for optimality in three points problem

Lemma 2.4.4 If $n \geq 3$ and the first point $p_{1}$ lies on the line $y=\frac{1}{2}$ or the line $x=\frac{1}{2}$, then the maximum gap ratio is greater than or equal to 2 .

Proof We assume that the first point $p_{1}$ lies on the line $y=\frac{1}{2}$. When $p_{2}$ is inserted into int $C_{1} \cap \operatorname{int} C\left(p_{1}, s_{1}, s_{2}\right), p_{3}$ should be inserted at the center of $C\left(p_{1}, s_{3}, s_{4}\right)$ from Lemma 2.4.3, and then $C_{3}$ is defined by $C\left(p_{2}, s_{1}, s_{2}\right)$. Since $\operatorname{diam}\left(C_{3}\right) \leq 1$ and $\operatorname{diam}\left(C\left(p_{1}, s_{3}, s_{4}\right)\right) \geq 1$, we have $r_{3} \geq 2$. So, $p_{2}$ has to be inserted anywhere in $\operatorname{int} C_{1} \backslash \operatorname{int} C\left(p_{1}, s_{1}, s_{2}\right) \cap \mathbb{S}^{2}$. Hence, $C_{2}$ is defined as the circle passing through $p_{1}, s_{1}$ and $s_{2}$. By Lemma 2.4.1, $p_{3}$ is inserted in the interior of $C_{2}$. Therefore, the third gap ratio $r_{3}$ is at least 2 , since $\operatorname{diam}\left(C_{2}\right)=\operatorname{diam}\left(C_{3}\right)$ and $\operatorname{diam}\left(c_{2}\right) \leq \frac{1}{2} \operatorname{diam}\left(C_{2}\right)$.

By the symmetry, a similar argument can be applied when $p_{1}$ lies on the line $x=\frac{1}{2}$.

Lemma 2.4.5 When $n=3$, the second point $p_{2}$ should be inserted at the center of $C_{1}$.
Proof Let $C_{1}^{\prime}$ and $C_{1}^{\prime \prime}$ be the second and third largest empty circles of $S_{1}$. Consider the case in which there exist exactly two circles, $C_{1}$ and $C_{1}^{\prime}$, with their diameters greater than 1 , at the end of the first insertion. Then, $p_{2}$ must be in int $C_{1}^{\prime} \cap\left\{p \in S \mid d\left(p_{1}, p\right)>\right.$ $\left.\frac{1}{2}\right\} \cap\left\{p \in S \left\lvert\, d\left(s_{i}, p\right)>\frac{1}{2}\right.\right\}$, where $s_{i}$ is the nearest corner point of $S$, since $C_{2}$ passes through $p_{2}, \operatorname{diam}\left(C_{2}\right)>1$ and $g_{2}=\max \left\{d\left(p_{1}, p_{2}\right), d\left(s_{i}, p_{2}\right)\right\}<\frac{1}{2}$. If such intersection does not exist, then we can see $R_{P} \geq 2$. Let $x$ and $x^{\prime}$ be the centers of $C_{1}$ and $C_{1}^{\prime}$, respectively. Since $p_{2}$ is inserted in that intersection, $C_{2}=C\left(p_{2}, s_{i}, s_{j}\right)$, where $s_{j}$ is the second nearest corner point of $\mathbb{S}^{2}$ from $p_{2}$. Let $x^{\prime \prime}$ be the center of $C_{2}$. Now, consider two triangles, $\triangle s_{i} x^{\prime \prime} p_{2}$ and $\triangle s_{i} x^{\prime} x$. From Fact 2.4.2, $p_{2}$ is inserted at the center of $C_{1}$, to minimize $r_{2}$.

Next, consider the next case that there are three empty circles, $C_{1}, C_{1}^{\prime}$, and $C_{1}^{\prime \prime}$, with diameters greater than 1 , at the end of the first insertion. This case occurs when $p_{1}$ is contained in exactly one circle $C\left(o, s_{i}, s_{j}\right)$, where $o$ is the center $\left(\frac{1}{2}, \frac{1}{2}\right)$, and $s_{i}$ and $s_{j}$ are corner points of $S$. We assume that $p_{2}$ is inserted in int $C_{1}^{\prime} \cap\left\{p \in S \mid d\left(p_{1}, p\right)>\right.$ $\left.\frac{1}{2} \operatorname{diam}\left(C_{1}^{\prime \prime}\right)\right\} \cap\left\{p \in S \left\lvert\, d\left(s_{i}, p\right)>\frac{1}{2} \operatorname{diam}\left(C_{1}^{\prime \prime}\right)\right.\right\}$, where $s_{i}$ is the nearest corner point of $S$ from $p_{2}$, the maximum gap ratio may be less than 2 . If the intersection does not exist, then $R_{P} \geq 2$. However, the same argument as above applies. Therefore, $p_{2}$ should be inserted at the center of $C_{1}$, if $n=3$.

Lemma 2.4.6 When $n=3$, all largest empty circles $C_{1}, C_{2}$ and $C_{3}$ pass through $p_{1}$.
Proof It is obvious that $C_{1}$ and $C_{2}$ pass through $p_{1}$ from Lemmas 2.4.4 and 2.4.5. If $p_{2}$ lies on the line $y=\frac{1}{2}$, then $p_{3}$ lies on the line $x=\frac{1}{2}$, and vice versa. We can assume that $p_{2}$ and $p_{3}$ are located on the boundary of the cube $\left[0, \frac{1}{2}\right] \times\left[0, \frac{1}{2}\right]$ from Lemmas 2.3.6 and 2.4.5. Then, $p_{1}$ lies in the (open) square $\left(\frac{1}{2}, 1\right) \times\left(\frac{1}{2}, 1\right)$. Hence, $C_{3}$ passes through $p_{1}$, since the open half plane $y>\frac{1}{2}$ contains $p_{1}$ but not $p_{2}$ or $p_{3}$.

Since $p_{2}$ and $p_{3}$ are inserted at center $\left(C_{1}\right)$ and center $\left(C_{2}\right)$, respectively, we obtain $g_{2}=\frac{1}{2} G_{1}$ and $g_{3}=\frac{1}{2} G_{2}$. In order to minimize $R_{P}$, we take geometric average among $r_{1}, r_{2}$ and $r_{3}$;

$$
\begin{align*}
R_{P} & =\sqrt[3]{r_{1} \cdot r_{2} \cdot r_{3}}=\sqrt[3]{\frac{G_{1}}{g_{1}} \frac{G_{2}}{g_{2}} \frac{G_{3}}{g_{3}}}=\sqrt[3]{\frac{G_{1}}{g_{1}} \frac{G_{2}}{\frac{1}{2} G_{1}} \frac{G_{3}}{\frac{1}{2} G_{2}}} \\
& =\sqrt[3]{2^{2} \frac{G_{3}}{g_{1}}} \tag{2.6}
\end{align*}
$$

Hence, if we can show $\frac{G_{3}}{g_{1}}<2$, then $R_{p}<2$ is obtained when $n=3$. The problem is to find a point $p_{1}$ which minimizes the value of equation (2.6). We can formulate it as a
non-linear programming problem. However, it seems to be difficult to specify an optimal position of $p_{1}$ satisfying the above conditions, and analytically solving the exact positions in an optimal point sequence is too complicated even if $n$ is rather small, say $n=3$. So, we propose a heuristic algorithm for finding a good point sequence.

### 2.4.3 Heuristic Algorithms

We present a simple heuristic algorithm based on local search. First, we describe a procedure to compute the maximum gap ratio, for a given $n$-point sequence $P$. Then, we show a main procedure which treats $n$-point sequence $\left(p_{1}, \ldots, p_{n}\right)$ as a point $\left(x_{1}, y_{1}, x_{2}, y_{2}, \ldots, x_{n}, y_{n}\right)$ in the $2 n$-dimensional space $\mathbb{R}^{2 n}$ to find a best point by examining its neighborhood in $\mathbb{R}^{2 n}$. This technique is similar to the lifting technique common in computational geometry.

```
Algorithm 3: ComputeMaxGapRatio \((P)\)
    input : A point sequence \(P=\left(p_{1}, p_{2}, \ldots, p_{n}\right)\)
    output: The maximum gap ratio \(R_{P}\)
    1 Let \(S_{0}\) be the corner points of \(\mathbb{S}^{2}\);
    \(S \leftarrow S_{0} ; \quad r \leftarrow 0 ;\)
    for \(i=1, \ldots, n\) do
        \(S \leftarrow S \cup\left\{p_{i}\right\} ;\)
        Compute the maximum gap \(G_{i}\) and the minimum gap \(g_{i}\);
        if \(r<G_{i} / g_{i}\) then \(r \leftarrow G_{i} / g_{i}\);
    return \(r\);
```

Algorithm 3 computes the maximum gap ratio for a given $n$-point sequence. It runs in $O\left(n^{2}\right)$ time. In particular, we maintain a planar subdivision by a Delaunay triangulation [100] for each $S_{i}$. The planar subdivision by Delaunay triangulation is a planar graph. So, each face contributes to an empty circle and each edge represents the neighborhood relation between two connecting vertices (see [106]). Hence, we obtain the gaps $G_{i}$ and $g_{i}$ in linear time, since the reconstruction of the subdivision is the crucial part.

Algorithm 4 is a main procedure of our heuristics. Given three parameters $n, m$ and $k$, the algorithm iterates local search $k$ times starting from a randomly generated point sequence. In each iteration we compute a local optima of an $n$-point sequence. The parameter $m$ is used to specify a termination condition to guarantee the accuracy of solutions obtained.

```
Algorithm 4: A simple local search heuristic algorithm
    input : Integers \(n\), \(m\), and \(k\).
    output: A good \(n\)-point sequence.
1 Let \(\mathbf{e}_{1}\) and \(\mathbf{e}_{2}\) be the base unit vectors;
\(2 r_{\text {opt }} \leftarrow \infty\); threshold \(\leftarrow 2^{-m}\);
3 for \(i=1\) to \(k\) do
    Initialize \(P\) by a randomly generated \(n\)-point sequence;
        \(\varepsilon \leftarrow \frac{1}{2} ;\)
        \(r_{\text {min }} \leftarrow\) ComputeMaxGapRatio \((P)\);
        repeat
            foreach \(p_{1}^{\prime} \in\left\{p_{1} \pm \varepsilon \mathbf{e}_{1}, p_{1} \pm \varepsilon \mathbf{e}_{2}\right\}\) do
                foreach \(p_{2}^{\prime} \in\left\{p_{2} \pm \varepsilon \mathbf{e}_{1}, p_{2} \pm \varepsilon \mathbf{e}_{2}\right\}\) do
                foreach \(p_{n}^{\prime} \in\left\{p_{n} \pm \varepsilon \mathbf{e}_{1}, p_{n} \pm \varepsilon \mathbf{e}_{2}\right\}\) do
                        \(P^{\prime} \leftarrow\left(p_{1}^{\prime}, p_{2}^{\prime}, \ldots, p_{n}^{\prime}\right) ;\)
                            \(r \leftarrow\) ComputeMaxGapRatio \(\left(P^{\prime}\right)\);
                            if \(r<r_{\text {min }}\) then \(r_{\text {min }} \leftarrow r ; \quad P \leftarrow P^{\prime} ;\)
                if \(r_{\text {min }}\) is updated then \(P^{\prime \prime} \leftarrow P\);
                else \(\varepsilon \leftarrow \frac{1}{2} \varepsilon\);
        until \(\varepsilon<\) threshold ;
        if \(r_{\text {opt }}>r_{\text {min }}\) then \(r_{o p t} \leftarrow r_{\text {min }} ; \quad P^{*} \leftarrow P^{\prime \prime} ;\)
    return \(P^{*}\);
```


### 2.4.4 Experimental Results

We have implemented Algorithm 4 to evaluate the accuracy of the solutions obtained by the heuristic algorithm. Table 2.1 describes our environment of the experiment. We designed the algorithm using the exact computation in LEDA [94] for the sake of accuracy and for robustness.

Table 2.2 shows the best $R_{p}$ values obtained by Algorithm 4. For each $n=2,3,4,5$, we executed the algorithm more than 1000 times with the threshold less than $10^{-8}$. For each of $n=6,7,8$, we executed it with 500,100 , and 20 trials with the same accuracy.

As mentioned above, we have an exact value of $R_{2}$ and a property for $R_{3}$. The computed value $R_{2}$ shown in the table finds to be close enough to the exact value of $R_{2}$. The 3 -point sequence achieving the computed value of $R_{3}$ shown in the table satisfies

Table 2.1: The environment of experiment

| Workstation | CPU |
| :---: | :---: |
| Dell PowerEdge SC1425 Server | Intel ® Xeon ${ }^{\text {TM }} 3.6 \mathrm{GHz}$ |
| Main memory | OS |
| 8 GB | RedHat Enterprise Linux 3 |
| Compiler | External library |
| $\mathrm{g}++-3.4 .2$ | LEDA-5.0.1 |

Table 2.2: The best solutions obtained by Algorithm 4

| $n$ | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: |
| $R_{p}$ | 1.87804 | 1.92716 | 1.927164 | 1.92716 |
| $n$ | 6 | 7 | 8 | 9 |
| $R_{p}$ | 1.927203 | 1.99312 | 2.008371 | - |

the property $\frac{G_{3}}{g_{1}}<2$, and we conjecture that the point sequence is optimal. In addition to this, the obtained point sequences for $n=4,5,6$ may also be optimal, since these maximum gap ratios are roughly the same.

There is a gap between the results for $n=6$ and $n=7$. We have obtained a better sequence than that of Voronoi insertion. However, in the case of $n=8$, we did not obtain a sequence with the maximum gap ratio less than 2 . In our environment of experiment, we gave up to apply the algorithm for $n \geq 8$, since it is too slow. In fact, it took one day per one trial.

We could use those point sequences obtained above as seed point sequences and perform the incremental Voronoi insertion afterwards. This is our second heuristic algorithm.

We have implemented the above-stated strategy using the 7-point sequence shown in Table 2.3 as a starting seed point sequence. The initial maximum gap ratio is 1.993124 . Figure2.9 indicates the resulting point distribution. The maximum gap ratio of this point sequence is actually 1.99921 .

Furthermore, we consider the irregularity of the final point distribution for each of our results and Voronoi insertion. In order to enhance the difference between them, we use a Delaunay triangulation shown in Figure 2.10. Our distribution is pretty irregular, compared with that obtained by the Voronoi insertion.

One of the notable remarks is that Voronoi insertion easily gives a uniform point sequence in our criterion, but the final distribution is globally non-uniform and locally

Table 2.3: A good seed point sequence and the initial maximum gap ratio.

| $p_{1}$ | $p_{2}$ |
| :---: | :---: |
| $(0.769146,0.501913)$ | $(0.263398,0.508807)$ |
| $p_{3}$ | $p_{4}$ |
| $(0.499994,0.0637435)$ | $(0.477718,0.891089)$ |
| $p_{5}$ | $p_{6}$ |
| $(2.0687 e-05,0.317322)$ | $(8.21674 e-06,0.662797)$ |
| $p_{7}$ | $R_{P}$ |
| $(0.999993,0.304037)$ | 1.993124 |

regular.

### 2.5 Conclusions and Futher researches

In this part, we have presented a preliminary result on generalized dispersion problems. One of the most important future works is to extend the result to higher dimensions. We showed some results on lower and upper bounds of the maximum gap ratio for the planar case, but none in the higher dimensions.


Figure 2.9: A good 50-point sequence with the maximum gap ratio bounded by 1.99921 .


Figure 2.10: The Delaunay triangulations for the resulting point distributions. In the triangulation for our 50 -point sequence the maximum gap ratio is bounded by 1.99921, which is shown in the left. The triangulation for the incremental Voronoi insertion is given to the right.

## Chapter 3

## Random Generation for Geometric Objects

### 3.1 Introduction

A large class of computational problems can be viewed as the seeking of partial information about a relation which associates problem instances with a set of feasible solutions. In computer science, mathematics, and in other fields, it is often necessary to examine all of a finite number of possibilities in a combinatorial/geometric structure, in order to solve a problem or gain insight into the solution of a problem.

Generation problems are less well studied but have a number of computational applications. For example, uniform generation can be seen as a way of exploring a large set of combinatorial structures and constructing typical representatives of it. Random generations may be used to formulate conjectures about the set, or perhaps as test data for the empirical analysis of some heuristic algorithm which takes inputs from the set. Non-uniform generation occurs in the mathematical modelling of physical systems where the structures are valid system configurations each of which has a weight which depends on its energy. Many important properties of the model can be deduced from estimates of the expectation, under the weighted distribution, of certain operators on configurations.

From a computational point of view, the problems of approximate counting and almost uniform generation are very closely related. More precisely, Jerrum, Valiant \& Vazirani [77] (see also [117]) have shown that for most natural structures a polynomial time procedure for approximate counting can be used to construct a polynomial time almost uniform generation algorithm, and vice versa. The only assumption we need to make is that the structures are self-reducible, which essentially means that they possess a simple inductive construction in terms of similar structures of a smaller size.

In this chapter, we study problems for randomly generating simple polygons or simple polygonalizations with respect to a given point set in the plane. A simple polygonalization of $S$ is defined as one of the crossing-free Hamiltonian cycles in $S$. In general, there exist a lot of such cycles or possibilities in a fixed point set. This problem has enormous significance in development better random sampling techniques, since the set of all possibilities in simple polygonalizations gives a good solution space of Euclidean Traveling Salesman problems, rather than choosing randomly some of $n$ ! possibilities in simply permuting point-sequence.

### 3.2 Heuristics for Generating Simple Polygonalizations

Geometric Enumeration deals with problem of listing all geometric objects that satisfy a specified property. Typical objects to be enumerated are triangulations of a set of planar points. Triangulation is one of the most important geometric structures in Computational Geometry [21, 106], so that a number of literature have proposed good enumerating algorithms [18, 20, 3].

In addition to theoretical interest, generation of random geometric objects has applications that include testing and verification of time-complexity of computational geometric algorithms for practical rather than worst-case behavior. In that sense, generating a simple polygon seems to be more practical importance than a triangulation, since there are many applications which treat a simple polygon as an instance in geometric optimization, such as Art Gallery Problems [101, 116], Polygon Partitioning [82], Geometric Shortest Paths [73], and so on [111, 65]. This chapter considers how to generate efficiently simple polygonalization at random.

## Problem statement

Given a set $S$ of $n$ points in general position in the plane, randomly generate a simple polygon whose polygon vertices are precisely of $S$, or compute a random simple polygonalization of $S$.

More precisely, we would like simple polygonalize a set $S$ of points so that each member of all simple polygonalizations of $S$ is generated uniformly at random. The problem of maximizing the number of simple polygonalizations over all $n$ point sets plays a role in random generation of simple polygons (in maximizing the probability that a random permutation of a given set of points defines a simple polygon). However, examining the set
of all simple polygonalizations of $S$ is quite difficult even in the counting problem which asks how many simple polygonalizations are there in $S$, see [91]. A brief history of the asymptotic bounds on this number are summarized by Demaine [41]. The currently known approximate upper and lower bounds are $O^{*}\left(86.81^{n}\right)$ due to Sharir and Welzl [114] and $\Omega^{*}\left(4.642^{n}\right)$ due to García, Noy and Tejel [64], respectively. Note that the notations $O^{*}(\cdot)$ and $\Omega^{*}(\cdot)$ are similar with $O$ - and $\Omega$-notations but these neglect the factor of polynomials: $f(n)=O^{*}(g(n))$, or $f(n)=\Omega^{*}(g(n))$ if and only if there exists a polynomial $p(n)$ such that $f(n)=O(g(n) p(n))$, or $f(n)=\Omega(g(n) p(n))$, respectively. Due to the high upper bound heuristic approaches have been adopted to generate a simple polygonalization during the past decade. Hence purpose in this chapter can be formulated as follows.

```
    Problem: Random Generation for Simple Polygonalizations
        Input: \(\quad \mathrm{A}\) set \(S\) of \(n\) points in the plane.
        Output: A simple polygonalization \(\mathcal{P}\) of \(S\).
    Ensurement: Every simple polygonalization for \(S\) has possibility to be generated with
        positive probability.
```


## Related works

Simple polygonalizations are also called simple polygonizations, or crossing-free Hamiltonian cycles. There are a few related optimization problems such as the Traveling salesman problem. In fact, the problems for computing a simple polygonalization with the minimum total polygon edge length [124] or with the minimum or maximum area [55] are NP-complete.

As we mentioned, it is an outstanding open problem whether the number of simple polygonalizations of $S$ can be computed in polynomial time. There are two different approaches in the literature: one is to investigate a sub-class of simple polygons such as $x$-monotone polygons [90, 126], and star-shaped polygons [15, 16, 118, 122]; the other is to design an efficient heuristics [15, 16, 37, 103, 126]. Auer and Held [15], and Zhu, Sundaram, Snoeyink and Mitchel [126] independently proposed a practically useful heuristic, so called 2-opt Moves. It can generate every possible simple polygonalization with a positive probability (this implies there is no possible simple polygons which cannot be generated by the heuristic). Any other heuristics cannot generate all possible simple polygonalizations, or are impractical by the experimental results of Auer [16].

2-opt Moves is experimentally good, but, it requires $\Theta\left(n^{3}\right)$ times "untangling 2-opt" moves before convergence to a simple polygon in the worst case, as is proved by Van Leeuwen and Schoone [85]. Hence, the time complexity of 2-opt Moves is $O\left(n^{4} \log n\right)$ with
sweep-line technique (see e.g., [21]) in the worst case. In particular, an implementation of 2-opt Moves has been included in CGAL [25]. Unfortunately it takes too much time to implement 2-opt Moves for a larger instance, and any algorithms proposed so far seem to be impractical. We propose a simple heuristic algorithm which runs fast enough even for a large instance.

## Our contributions

We propose a triangulation-base heuristic algorithm which generates each possible simple polygon with a positive probability in $O(n \log n+f)$ time, where $f$ is the number of edge-flipping operations which may have effect on the randomness. This may improve the time complexity $O\left(n^{4} \log n\right)$ of 2-opt Moves.

Our algorithm consists of three phases: first, it generates a triangulation $T$ of given point set at random; next computes a random maximal polygon tree on the dual $\mathcal{D}(T)$ of $T$. A polygon tree $\mathcal{T}$ on the dual $\mathcal{D}(T)$ of a triangulation $T$ is a tree such that $\cup_{v \in \mathcal{T}} g^{-1}(v)$ is a simple polygon, where $g$ is bijection from a face in $T$ to a vertex in $\mathcal{D}(T)$; and finally constructs a simple polygon by traversing on the maximal polygon tree with depth-first search.

In section 3.4, we describe our heuristic algorithms in detail. We show the efficiency and the usefulness of algorithms by computer experiments in section 3.5. Our approach may applicable to the generalized simple polygonalization problems. We discuss it in Section 3.6. Finally, we show future works in Section 3.7.

### 3.3 Preliminaries \& Fundamental results

A polygon is a (closed) region of the two-dimensional plane bounded by a finite collection of line segments forming a closed curve. A polygon $P$ is said to be simple if points of the plane belonging to two polygon edges of $P$ are limited to the polygon vertices of $P$. Hence, there are no self-intersections or no holes (see Figure 3.5), and then a simple polygon is topologically homeomorphic image of a disk. Figure 3.5 (a) and (b) depict a simple polygon with 64 vertices, and a nonsimple polygon with 5 self-intersections and 3 holes, respectively. In this paper, polygons mean simple polygons unless it is stated. We sometimes treat a polygon $P$ with $k$ vertices, or $k$-gon, as a circular list of $k$ polygon vertices $\left(v_{1}, v_{2}, \ldots, v_{k}, v_{k+1}=v_{1}\right)$ in clockwise-order and denote the number of polygon vertices or polygon edges by $|P|$. We also make sure that the visibility between two points in a simple polygon. We say that point $x$ can see point $y$ (or $y$ is visible to $x$ ) if and only if the closed segment $\overline{x y}$ is nowhere exterior to the polygon $P: \overline{x y} \subseteq P$.


Figure 3.1: Simple and nonsimple polygons

Throughout this paper we let $S$ stand for a finite set of $n$ points in the plane. We assume that $S$ is in general position, i.e., no three points are collinear and no four points are cocircular.

A triangulation of planar points $S$, denoted by $T(S)$, is a simplicial decomposition of its convex hull $\mathcal{C H}(S)$ whose vertices are precisely the points in $S$. In other words, a triangulation is a maximal crossing-free geometric graph on $S$ (in a geometric graph the edges are realized by straight line segments). To distinguish the terminologies of 'vertex' and 'edge' between polygon and graph, we explicitly specify the modifier "polygon" for vertex and edge of polygon.


Figure 3.2: Flipping edge $e$ within a convex quadrilateral $C$ in plane triangulations.

In a triangulation $T(S)$, an edge $e$ of $T(S)$ is flippable if it is adjacent to two triangles whose union is a convex quadrilateral $C$. By flipping e we mean an operation of removing $e$ for $T(S)$ and replacing it by the other diagonal of $C$ (see Figure 3.2). In this way we obtain a new triangulation $T^{\prime}(S)$, and we say that $T^{\prime}(S)$ has been obtained from $T(S)$ by means of a flip. Lawson [84] showed that any two triangulations of a planar point set can be transformed into each other by flipping edges. Fortune [59] showed that at most $\binom{n}{2}$ flips are sufficient to compute Delaunay triangulation. This implies there exists a sequence of $O\left(n^{2}\right)$ flips which transforms a triangulation to any other. More precisely, Hurtado, Noy and Urrutia [75] showed that if a set of $n$ points has $k$ convex layers ${ }^{1}$, then

[^0]one triangulation can be transformed into the other triangulation using $O(k n)$ flips.
We denote a set of vertices, edges and faces of $T(S)$ by $V, E$ and $F$, respectively. A triangulation $T(S)$ is always associated with a dual graph. Let $\mathcal{D}(T)=\left(V_{\mathcal{D}}, E_{\mathcal{D}}\right)$ be the dual graph of $T(S)$. We can define a bijection $g: F \hookrightarrow V_{\mathcal{D}}$, and then $(v, w) \in E_{\mathcal{D}}$ for any distinct $v, w \in V_{\mathcal{D}}$ if and only if the triangles, or the reverse images, $g^{-1}(v)$ and $g^{-1}(w)$ share a common edge in $E$. Figure 3.3 (a) and (b) depict a triangulation of planar points and its dual graph, respectively.


Figure 3.3: Triangulation $T(S)$ of planar points, its dual graph $\mathcal{D}(T)$, and a polygon tree on $\mathcal{D}(T)$.

We neglect the unbounded face in a triangulation and its dual. So, we will refer to each face in a triangulation as triangle, and the degree of each vertex in the dual is at most 3. Since a triangulation $T(S)$ is a planar graph, the size of a triangulation and its dual can be derived from the Euler's formula ${ }^{2}$. Hence we have that $|V|=n,|E|=3 n-3-k$, $|F|=\left|V_{\mathcal{D}}\right|=2 n-2-k$, and $\left|E_{\mathcal{D}}\right|=3 n-3-2 k$, where $k=|\mathcal{C H}(S)|$.

We also consider a polygon triangulation of a simple polygon $P$, denoted by $T(P)$, that is, a simplicial decomposition of $P$ whose vertices are precisely the polygon vertices of $P$, or the subdivision of $P$ into non-overlapping triangles using diagonals only. The following theorems are important to design our heuristic algorithm.

Theorem 3.3.1 (Triangulation Theorem, see e.g., [101]) Every simple polygon admits a polygon triangulation. A simple polygon of $n$ vertices may be partitioned into $n-2$ triangles by additional $n-3$ internal diagonals.

Theorem 3.3.2 (see e.g., [101]) The dual graph of a triangulation of a simple polygon forms a tree (see Figure 3.4).
and repeating the operation with the remaining point set until no point is left
${ }^{2}$ For any planar graph $G=(V, E)$, we always have $|V|-|E|+|F|=1$.

Theorem 3.3.3 (Meisters' Two Ears Theorem [89]) Every simple polygon with $n \geq 4$ vertices has at least two non-overlapping ears. An ear of simple polygon $P$ is a triangle such that one of its edges is a diagonal of $P$ and the remaining two edges are edges of $P$.


Figure 3.4: An example for Triangulation theorem, Theorem 3.3.2 and Meisters' Two Ears Theorem.

We define a simple polygonalization $\mathcal{P}$ for $S$, so that $\mathcal{P}$ is a simple polygon whose polygon vertices are precisely of $S$, or is a crossing-free Hamiltonian cycle of $S$. Now we can show somewhat a trivial fact that $S$ always admits at least one simple polygonalization.

Lemma 3.3.4 Let $S$ be a set of planar points, where all points does not lie on a line. Then $S$ always admits at least one simple polygonalization.

Proof It is shown by induction with respect to the number of convex layers of a given point set $S$. Let $k$ be the number of convex layers for $S$. Let $c_{i}=\left\{p_{1}^{i}, p_{2}^{i}, \ldots\right\}$ be the (closed) polygonal chain layered at level $i$ in the convex layer of $S$, where $p_{j}^{i}, j=1,2, \ldots$, are points counterclockwise ordered.

If $k=1$, it is a trivial. When $k=2$, there are a few cases for the number of points in $c_{1}$. If $\left|c_{1}\right| \leq 2$, then the statement follows since the polygonal chain $\left\{p_{1}^{2}, p_{1}^{1}, p_{2}^{2},\left(p_{2}^{1},\right) \ldots\right\}$ makes a simple polygonalization. We consider the case $\left|c_{1}\right|>2$. If there exists a pair of line segment $s_{1}=\overline{p_{i}^{1} p_{i+1}^{1}}$ and $s_{2}=\overline{p_{j}^{2} p_{j+1}^{2}}$ such that $s_{1}$ and $s_{2}$ are mutually visible, then the polygonal chain $\left\{\ldots, p_{j}^{2}, p_{i}^{1}, p_{i-1}^{1}, \ldots, p_{i+2}^{1}, p_{i+1}^{1}, p_{j+1}^{2}, \ldots\right\}$ makes a simple polygonalization. Otherwise, there is no such mutually visible line segment pair. We pick any point $p_{i}^{1}$ in $c_{1}$, then the nearest line segment $\overline{p_{j}^{2} p_{j+1}^{2}}$ is uniquely determined. Since $\left|c_{1}\right| \geq 3$ and $\left|c_{2}\right| \geq 3$, and then $\overline{p_{i-1}^{1} p_{i+1}^{1}}$ and $\overline{p_{j}^{2} p_{j+1}^{2}}$ are mutually visible, the polygonal chain $\left\{\ldots, p_{j}^{2}, p_{i}^{1}, p_{i-1}^{1}, \ldots, p_{i+2}^{1}, p_{i+1}^{1}, p_{j+1}^{2}, \ldots\right\}$ makes a simple polygonalization.

Now, we assume that the statement follows for any point set having $k-1$ convex layers. In addition, we also assume that the simple polygonalization is built by the above manner. Hence, the $k-1$ th convex layer is considered as an opened convex polygonal chain $c_{k-1}^{\prime}$ consisting of (at least three) points in $c_{k-1}$. Let $s^{k-1}$ be the line segment deleted from $c_{k-1}$. Without loss of generality, we can apply the above strategy to the $k$ th layer, choosing a line segment in $c_{k}$ which has mutually visible edge of $c_{k-1}^{\prime}$ if it exists; otherwise a line segment in $c_{k}$ whose nearest point $p_{j}^{k-1}$ in $c_{k-1}^{\prime}$ is neither of endpoints of $s^{k-1}$. This completes the proof.


Figure 3.5: Examples for the proof of Lemma 3.3.4

Finally, we define a polygon tree on the dual of a triangulation $T(S)$ of planar points. This notation is conceptually basic idea in our heuristic algorithm. A polygon tree $\mathcal{T}=$ $\left(V_{\mathcal{T}}, E_{\mathcal{T}}\right)$ on the dual $\mathcal{D}(T)=\left(V_{\mathcal{D}}, E_{\mathcal{D}}\right)$ of a triangulation $T$ is a tree such that $\cup_{v \in \mathcal{T}} g^{-1}(v)$ is a simple polygon, where $g$ is bijection from a face in $T$ to a vertex in $\mathcal{D}(T)$. Hence, we say a polygon tree $\mathcal{T}$ maximal if and only if appending any edge $e \in E_{\mathcal{D}} \backslash E_{\mathcal{T}}$ into $E_{\mathcal{T}}$ makes $\cup_{v \in \mathcal{T}} g^{-1}(v)$ nonsimple polygon. Figure 3.3 (c) depicts a maximal polygon tree and the dual polygon.

### 3.4 Heuristic Algorithm

In this section, we describe a triangulation-base heuristic algorithm for computing a simple polygonalization of $S$. We assume that a triangulation $T(S)$ is stored in a canonical data structure for maintaining Planar Straight Line Graphs such as Halfedge data structure [30] or doubly connected edge list [21]. Halfedge supports efficient local modifications with constant time such as edge-flipping operation. Note that we do not explicitly maintain $\mathcal{D}(T)$, since Halfedge provides efficient functions for the bijection between $T(S)$ with
$\mathcal{D}(T)$. Algorithm 5 shows an outline of our heuristic algorithm for computing a simple polygonalization.

## Algorithm 5: Heuristic for computing a simple polygonalization

Input : A set $S$ of points in general position in the plane
Output: A random simple polygonalization
1 Let initialize $T(S)$ with a randomly generated triangulation of $S$;
${ }_{2}$ Construct the dual graph $\mathcal{D}(T)$ of $T(S)$;
${ }_{3}$ Compute a random maximal polygon tree $\mathcal{T}$ on $\mathcal{D}(T)$;
${ }_{4}$ Construct a simple polygon by traversing the tree $\mathcal{T}$ with depth-first search;

### 3.4.1 On generating a random triangulation

In the first line of Algorithm 5, we generate a random triangulation $T(S)$. Recently, considering a random triangulation has received various attentions. For instance, Sharir and Welzl [115] show several results on the numbers of planar triangulations by using some properties of random triangulations. However, it does not seem that many have been known about generating a random triangulation, although Epstein and Sack [53] propose efficient $O\left(n^{3}\right)$ and $O\left(n^{4}\right)$ time algorithms for counting triangulations and generating a random one of a given simple polygon with $n$ vertices, respectively. Aichholzer [3, Section 4.3] suggests an idea for generating a random triangulation: first, enumerate all possible triangulations, and number them in generating order; next, generate a random number $r \in\{i\}_{i=1}^{t(S)}$, where $t(S)$ is the number of triangulations of $S$; finally, report the $r$-th triangulation. It seems to be expensive to compute all triangulations for larger instances.

Our idea of generating a random triangulation is to perform random edge-flipping operations. However, it is a folklore open problem to determine the mixing rate of the Markov process that starts at some triangulation and keeps flipping a random flippable edge; see [87, 92] where this is treated for points in convex position. In fact, the mixing rate of triangulation of planar $n$ points in convex position is bounded by $O\left(n^{4} \log n\right)$.

This leads that our $O(n \log n+f)$ heuristic algorithm has the same time complexity as that of 2-opt Moves even in the special case for which all planar points are in a convex position. However, we can generate any triangulation of $S$ with a positive probability by performing random $O\left(n^{2}\right)$ edge-flipping operations in the worst case. Since the expected number of convex layers for $n$ uniformly and independently distributed points is $\Theta\left(n^{2 / 3}\right)$, due to Dalal [39], random $O\left(n^{5 / 3}\right)$ edge-flipping operations may be required in the average case. Therefore, when we stand for the sense that we want to generate a polygon as an
instance, or do not require fairness of generated polygons, we can consider our heuristic algorithm has advantage to 2-opt Moves.

### 3.4.2 Computing a random polygon tree

We describe a procedure for computing a random polygon tree $\mathcal{T}$ on the dual $\mathcal{D}(T)=$ ( $V_{\mathcal{D}}, E_{\mathcal{D}}$ ) of triangulation $T$ of $S$. Algorithm 6 is a pseudo-code for computing a random polygon tree $\mathcal{T}$. Throughout the Algorithm 6, we maintain two sets $X$ and $Y: X$ is a set of vertices in $V_{\mathcal{D}}$ visited so far; $Y$ is a set of current candidate edges in $E_{\mathcal{D}}$ which connect between vertices $v^{*} \in X$ and $w^{*} \in V_{\mathcal{D}} \backslash X$. In the line $6-14$, the procedure augments the current polygon tree by adding an appropriate edge one at a time. An edge $\left(v^{*}, w^{*}\right) \in E_{\mathcal{D}}$ is admitted as of polygon tree $\mathcal{T}$, where $v^{*} \in X$ and $w^{*} \notin X$, if a triangle $g^{-1}\left(w^{*}\right)$ has a vertex marked unvisited. Otherwise, the union of triangles $\cup_{v^{*} \in X \cup\left\{w^{*}\right\}} g^{-1}\left(v^{*}\right)$ induces a nonsimple polygon.

We can show a few properties of polygon tree generated by Algorithm 6.
Lemma 3.4.1 $A$ subgraph $\mathcal{T}$ of $\mathcal{D}(T)$ which is generated by Algorithm 6 is a maximal polygon tree.

Proof It is obviously that $\mathcal{T}$ is connected, since the procedure grows the current polygon tree by adding an edge incident to a vertex in $X$ with the other in $V_{\mathcal{D}} \backslash X$ one by one.

It can be completed by showing there is no cycle in $\mathcal{T}$. When we assume that $\mathcal{T}$ contains a cycle, intermediately we have a contradiction. To construct a cycle, we have to violate at least two times for the condition of line 8 in Algorithm 6.

When the while-loop, i.e. at the line 14 , ends, the maximality is satisfied since the procedure has tried each adjacent triangles to check whether or not it is admitted.

Unfortunately, there exist undesirable situations for which this procedure goes into a deadlock: the simple polygonalization induced by the reported maximal polygon tree of Algorithm 6 cannot cover all given points. Figure 3.6 shows the undesirable situation. Therefore, Algorithm 5 is a Monte-Carlo algorithm [93] which does not guarantee always to compute a feasible simple polygonalization of $S$.

However, our heuristics can generate each possible simple polygonalization when it does not return false.

Lemma 3.4.2 Algorithm 5 generates each possible simple polygonalization of given set $S$ of planar points.

Proof Let $P$ be an arbitrary simple polygonalization of $S$. We consider a triangulation $T(S)$ which contains a triangulation $T(P)$ of $P$ as a subgraph.

Input : A triangulation $T(S)=(V, E)$ and its dual graph $\mathcal{D}(T)=\left(V_{\mathcal{D}}, E_{\mathcal{D}}\right)$.
Output: A random polygon tree $\mathcal{T}$.
forall $v \in V$ do mark $v$ as the label unvisited ;
forall $e^{*} \in E_{\mathcal{D}}$ do mark $e^{*}$ as the label dual_edge ;
Randomly choose a vertex $v^{*} \in V_{\mathcal{D}}$ and mark to all vertices of triangle $g^{-1}\left(v^{*}\right)$ as visited ;
$X \leftarrow\left\{v^{*}\right\} ;$
$5 Y \leftarrow\left\{\left(v^{*}, w^{*}\right) \in E_{\mathcal{D}} \mid v^{*} \in X, \quad w^{*} \in V_{\mathcal{D}} \backslash X\right\} ;$
6 while $Y \neq \emptyset$ do
Randomly choose an edge $e^{*}=\left(v^{*}, w^{*}\right)$ from $Y$, and $Y \leftarrow V \backslash\left\{e^{*}\right\}$;
(*Assumption: Assumption: $\left.v^{*} \in X, w^{*} \notin X . \quad *\right)$
if $g^{-1}\left(w^{*}\right)$ has a vertex $v$ marked unvisited then
Mark visited to $v$;
Mark polygon_edge to $e^{*}$;
$Y \leftarrow Y \cup\left\{\right.$ edges in $E_{\mathcal{D}}$ incident to $w^{*}$ but not $\left.e^{*}\right\} ;$
$X \leftarrow X \cup\left\{w^{*}\right\} ;$
if $|X| \neq\left|V_{\mathcal{D}}\right|$ then return false;

```
else
```

    \(E_{\mathcal{T}} \leftarrow\left\{e^{*} \in E_{\mathcal{D}} \mid e^{*}\right.\) is marked polygon_edge \(\} ;\)
    \(V_{\mathcal{T}} \leftarrow\left\{v^{*} \in V_{\mathcal{D}} \mid v^{*}\right.\) is a vertex of \(\left.e^{*} \in E_{\mathcal{T}}\right\} ;\)
    return \(\mathcal{T}=\left(V_{\mathcal{T}}, E_{\mathcal{T}}\right)\);
    From Theorem 3.3.3, $T(P)$ has at least two ears for $n>3$. Let $v_{i}, v_{i+1}$ and $v_{i+2}$ be one of the ears in $T(P)$. Cutting the ear from $T(P)$, we obtain a $(n-1)$-gon $\left(v_{1}, v_{2}, \ldots, v_{i}, v_{i+2}, \ldots, v_{n}\right)$. We repeat this procedure until $P$ converges to a triangle $\left(v_{a}, v_{b}, v_{c}\right)$ while maintaining the order performing ear-cutting operations. We can obtain a simple polygonalization $P$, when Algorithm 6 is executed as follows: starting at the vertex corresponding to triangle $\left(v_{a}, v_{b}, v_{c}\right)$; and growing the current polygon tree in the reverse order of ear-cuttings. Note that Algorithm 6 computes a polygon tree $\mathcal{T}$ without going into a deadlock. Hence this completes the proof.

Now, we estimate the time and space complexities of Algorithm 5. We can see that the space complexity is $O(n)$ for given set of $n$ planar points from observations in Section 3.3. For the time complexity, the most expensive part is to compute a triangulation of $S$, or to perform random flipping-edges, in Algorithm 5, We assume that the number $f$ of


Figure 3.6: An example in which Algorithm 6 goes into a deadlock; there exist points in $S$ which cannot be covered by resulting simple polygonalization. White points are the vertices of the resulting simple polygon, Black points are unvisited by Algorithm 6.
edge-flipping operations are given in advance. Since there are a number of algorithms for constructing a triangulation $T(S)$ in the optimal time $\Theta(n \log n)$ in the worst case (see e.g., $[106,21])$, the time complexity is $O(n \log n+f)$.

Theorem 3.4.3 Algorithm 5 can compute a simple polygonalization of given set of $n$ planar points in $O(n \log n+f)$ time when it does not returns false.

### 3.4.3 The simple salvage procedure

To salvage isolated points, we firstly apply a simple refinement procedure for the current plane triangulation $T(S)$ and the incomplete simple polygon $P$. Let $I$ be the set of isolated points or uncovered points in Algorithm 5. This procedure ensures that each points uncovered in Algorithm 5 can be covered as many points in $I$ as possible by locally modifying the current triangulation $T(S)$. Since an isolated point $v_{i} \in I$ can be salvaged if $p$ has at least one fully visible polygon edge $(v, w)$ in the current simple polygon $P$ and the triangle $\left(v, v_{i}, w\right)$ does not contain any other isolated points, we simply find such a polygon edge in $P$ for each isolated vertex. Algorithm 7 shows the pseudo code that finds an fully visible polygon edge for each isolated vertex. Roughly speaking, it is obvious that the time complexity of Algorithm 7 is $O(n)$ for each $p \in I$, since $T(S)$ is maintained by Halfedge data structure, and getting a local information or updating local topology in

## Algorithm 7: Simple Salvaging Procedure

Data : Triangulation $T(S)$, current simple polygon $P$, and the isolated points $I$.
Result: A simple polygonalization $P^{\prime}$ which is salvaged as many as possible by greedy searching polygon edges.
$P^{\prime} \leftarrow P ;$
forall $v_{i} \in I$ do
Find all triangles $\Delta_{i}:=\left\{\left(v_{i}, v^{\prime}, v^{\prime \prime}\right)\right\}$ which are incident to point $v_{i}$ in $T(S)$;
while $\Delta_{i} \neq \emptyset$ do
Let $\delta_{j}:=\left(v_{i}, v^{\prime}, v^{\prime \prime}\right)$ be a triangle in $\Delta_{i}$, and $\Delta_{i} \leftarrow \Delta_{i} \backslash\left\{\delta_{j}\right\}$;
Find a triangle $\delta_{j}^{\prime}:=\left(v^{\prime \prime}, v^{\prime}, x\right)$ sharing edge $\left(v^{\prime}, v^{\prime \prime}\right)$;
if the quadrilateral $\delta_{j} \cup \delta_{j}^{\prime}$ is flippable then
Update the current triangulation $T(S)$ by flipping edge $\left(v^{\prime}, v^{\prime \prime}\right)$ and
obtain new two triangles $\delta_{1}=\left(v, v^{\prime}, x\right)$ and $\delta_{2}=\left(v, x, v^{\prime \prime}\right)$;
if either $\delta_{1}$ or $\delta_{2}$ shares an edge with the current polygon $P^{\prime}$ then
$P^{\prime} \leftarrow P^{\prime} \cup \delta_{1}$ (resp. $\delta_{2}$ );
Terminate salvage procedure for $v_{i}$;
else
$\Delta_{i} \leftarrow \Delta_{i} \cup\left\{\delta_{1}, \delta_{2}\right\} ;$

Figure 3.7 depicts the behavior of Algorithm 7; the left figure is an initial condition, and the right figure is a successful result obtained by applying Algorithm 7. Unfortunately, we cannot always obtain a simple polygonalization of $S$ by applying only for Algorithm 7, since there exist undesirable conditions so that an isolated point has no such visible polygon edge. In addition, since the simple polygon $P^{\prime}$ is updated while performing Algorithm 7, it may happens that an isolated point $p$ has initially a visible edge $e$ but $e$ will become invisible from $p$. Therefore, we have to take care for not only modifying triangulation $T(S)$ but also modifying the current simple polygon $P^{\prime}$. However, even if we can obtain the algorithm for completely computing a simple polygonalization of $S$, it seems to be difficult to show the correctness of the algorithm, since it is too complex to analyze the terminating condition. We trade in proposing a complete salvaging procedure for showing experimental results to make sure the practical efficiency of Algorithm 5 with Algorithm 7 in Section 3.5.


Figure 3.7: Example for the behavior of Algorithm 7.

### 3.5 Experimental Results

We have implemented Algorithm 5 and Algorithm 7 to evaluate the efficiency and usefulness. Table 3.1 describes our environment of the experiment. We coded Algorithm 5 with Algorithm 7 in LEDA [94]. To compare the time complexity over the well-known and widely used algorithm "2-opt Moves," we used program; random_polygon_2 included in CGAL [25]. Both libraries LEDA \& CGAL are C++ class libraries.

Table 3.1: The environment of experiment

| CPU | Main memory |
| :---: | :---: |
| Intel $\circledR$ Pentium III 870 MHz | 256 MB |
| OS | External libraries |
| FreeBSD 5.4 | CGAL-3.1 \& LEDA-4.2 |

Characteristics for resulting polygons We start to estimate characteristics of resulting simple polygons. It is important to be able to control types of generated polygons, when we consider testing efficiencies of geometric computation problems which deal with simple polygons. Actually, our heuristic algorithm generates simple polygons which reflect the shape in base triangulations. Figure 3.8 and Figure 3.9 show two different types of simple polygons for the same point set. The triangulation in Figure 3.8 is computed by sweeping techniques from left to right, and one in Figure 3.9 is Delaunay triangulation.

To see the flexibility in our heuristic algorithm handling types of simple polygons, we consider a kind of degree of simple polygon. The winding number or revolution number for a simple polygon $P$ is one of the important factors which figure out a simple polygon, since it may sometimes act on the time complexity and the correctness of geometric algorithm.


Figure 3.8: A resulting simple polygon based on a skinny triangulation.


Figure 3.9: A resulting simple polygon based on a fat triangulation; Delaunay triangulation.

For example, some algorithms for computing a visibility polygon from a point in a simple polygon [50, 22], or for computing a triangulation in a simple polygon [27, 51, 60, 74, 67] come under the influence of winding numbers. The winding number of a point $p$ with respect to a simple polygon $P$ is the number of revolutions that the boundary of $P$ makes about $p$ : the total signed angular turn (with the usual convention: counterclockwise turns are positive, and clockwise turns negative) divided by $2 \pi$. This notion is found in
[32, 58, 102].
To emphasize generating a simple polygon with higher winding number, we shift away randomly chosen edges of line 7 in Algorithm 6, and simply chosen a edge from LIFO list, or stack data structure. Figure 3.10 shows an example of experimental results for $n=5000$; the left image is obtained random selection, the right LIFO selection. In the right figure in Figure 3.10, a point in the simple polygon at the center of window can have higher winding number.


LIFO edge-choosing


Figure 3.10: Example of generating a simple polygon with higher winding number.

Running times We show our heuristic algorithm much faster than the program included in CGAL. Note that our heuristic algorithm may fail in one procedure call, so we evaluate the time until the heuristics correctly computes a simple polygonalization. Actually, we could know that our heuristic algorithm does not so often fail with Algorithm 7. In this experiment, the computational accuracy of coordinate systems in the both algorithms are represented by double data type.

Figure 3.11 shows the graph of experimental results with 2-opt Moves with our heuristic algorithm. The abscissa axis represents the number of points $S$ with logarithmic scale. The longitudinal axis represents the second of average running time per 5 trials for each number of points. In Figure 3.11, we do not show the running time of 2-opt Moves for 400 points or later, since 2-opt Moves consumes high cost and resources. As in rough sketches, 2-opt Moves program take about $3.5(\mathrm{sec}), 8(\mathrm{~min})$, and $70(\mathrm{~min})$ for $n=250,2000$, and 5000 , respectively. On the other hand, our heuristic algorithm takes about 0.01 ( sec ), 0.1
(sec), and 0.3 (sec), for similar instance sizes, respectively. Moreover, we experiment for more larger instances with our heuristics. Table 3.2 shows the summary of computation times of our heuristic algorithm. As a disadvantage, although our algorithm requires $O(n)$ space, maintaining Halfedge data structure may be expensive in this computation environment, to compute simple polygonalizations for 500,000 points or later.


Figure 3.11: Experimental results on running time: 2-opt Moves v.s. Our heuristics.

Table 3.2: The average running time of our heuristic algorithm for larger instances

| $\|S\|$ | 1000 | 2000 | 5000 | 10000 | 50000 | 100000 | 200000 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Time(sec) | 0.0515 | 0.1094 | 0.3016 | 0.5969 | 3.78125 | 7.97187 | 18.15 |

Quality assessment We evaluated the experimental probability in which the number of each generated simple polygons against total number of generated simple polygons for up to about $2.0 \times 10^{9}$ trials.

Figure 3.12 depicts an experimental result with respect to the rate of the counting number for each generated simple polygonalizations of set15 released in Triangulation Olympics [4]. In Figure 3.12, the abscissa axis represents the number of generations, and the longitudinal axis represents the number of simple polygonalizations. We perform $2.1 \times 10^{9}$ trials, and correctly obtained $2,097,292,568$ simple polygonalizations,
and $4,311,771$ different simple polygonalizations. In this result, 628,615 different simple polygonalizations are just once, however one of generated polygonalizations is counted $5,181,305$ times. This implies some of simple polygonalizations have high possibility to be generated.

As the other experiments, each number shown in Figure 3.13 is the counting number of each simple polygonalization in 100,000 trials. Actually, the randomness for generating simple polygonalizations is not uniform: the lowest probability is 0.00561 , and the largest probability 0.102 .


Figure 3.12: Quality assessment for set15 in Triangulation Olympics.

On counting simple polygonalizations The number of simple polygonalizations for planar points has been studied assiduously in discrete geometry. However there are many open problems as shown in [23, 42]. One of the reasons for the difficulty is that the number of simple polygonalizations increases exponentially with respect to the number $n$ of points. Let $\operatorname{simple}(n)$ be the maximum number of simple polygonalizations for any $n$-point set. The function simple( $n$ ) is easily seen to satisfy the following inequality:

$$
\operatorname{simple}(a+b) \geq \operatorname{simple}(a) \operatorname{simple}(b),
$$

so the limit $\lim _{n \rightarrow \infty}(\operatorname{simple}(n))^{1 / n}$ exists (it is finite by [6].) The currently best bounds [64, $114,7]$ are

$$
4.642 \leq \lim _{n \rightarrow \infty}(\operatorname{simple}(n))^{\frac{1}{n}} \leq 87
$$

The upper bound follows by combining the bound on the number of triangulations of a set by Sharir and Welzl [114] with the bound on the number of simple cycles within a triangulation by Alt, Fuchs, and Kriegel [7]. With the help of computers, exact values have been determined for $n \leq 10$ by Aichholzer and Krasser [5] (see Table 3.3).

Table 3.3: The exact values simple ( $n$ ) for $n \leq 10$.

| $n$ | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\operatorname{simple}(n)$ | 1 | 3 | 8 | 29 | 92 | 339 | 1282 | 4994 |

Figure 3.13 shows all simple polygonalizations for 6 points achieving Each simple polygonalization in Figure 3.13 is obtained by the experiments.


Figure 3.13: Example of a 6 -point set which maximizes the number of simple polygonalizations. The number for each simple polygonalization depicts counting numbers for 100,000 trials.

We are interested in point sets released at "Counting Triangulations - Olympics" [4] by Aichholzer. The coordinates of points for each point set is also found at the web site. As mentioned above, since the bounds of the number of simple polygonalizations is followed by combining the number of triangulations and the number of simple cycles, we
would like to compare the number between triangulation with simple polygonalizations. In this experiments, the computational accuracy is critical to exact counting, so that we use rational data type in LEDA. Hence, the resulting number is that the number of simple polygonalizations generated correctly. Firstly, we experiment up to $n=14$ points by applying our algorithm up to $2.0 \times 10^{9}$ trials for each. Table 3.4 shows the experimental results. From obtained result, we can find out that our algorithm can compute correct simple polygonalizations with about $97 \%$. In fact, the success ratio depends on the arrangement of given point sets. However, the size of well-distributed instance becomes larger and larger, the ratio of failure in our algorithm decreases. Hence, we can rely on the resulting numbers of simple polygonalizations up to 10 points.

Table 3.4: Comparing with Triangulations \& Simple Polygonalizations

| $\|S\|$ | Name | Triangulation | Polygon | Name | Triangulation | Polygon |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 4 | dcirc4 | 1 | 3 | convex4 | 2 | 1 |
| 5 | dcirc5 | 2 | 6 | convex5 | 5 | 1 |
| 6 | dcirc6 | 4 | 16 | convex6 | 14 | 1 |
| 7 | dcirc7 | 11 | 30 | convex7 | 42 | 1 |
| 8 | dcirc8 | 30 | 41 | swrpp8 | 150 | 335 |
| 9 | dcirc9 | 89 | 73 | swrpp9 | 780 | 1,252 |
| 10 | dcirc10 | 250 | 407 | swrpp10 | 4,550 | 4,956 |
| 11 | dcirc11 | 776 | 1,717 | set11 | 26,888 | 20,887 |
| 12 | dcirc12 | 2,236 | 3,174 | set12 | 168,942 | 82,421 |
| 13 | dcirc13 | 7,147 | 9,779 | set13 | $1,098,904$ | 363,884 |
| 14 | dcirc14 | 20,147 | 18,047 | set14 | $7,281,984$ | $1,540,451$ |

### 3.6 Some genelarized simple polygonalizations

We consider the following extension, we call Simple $k$-Polygonalizations Problem. Given a set $S$ of $n$ points in the plane, generate a set of disjoint simple polygons $\left\{P_{1}, P_{2}, \ldots, P_{k}\right\}$ such that the union of all vertices of each $P_{i}$ is exactly $S$. The random simple polygonalizations may be an instance of Robot Motion Planning Problems (see e.g., [21, Chapter 13, 15]). We could have a few preliminary results so that our heuristic approach is applicable to this problem with empirical study.

Algorithm 8 shows our idea for this generalized problem. First, we compute a random triangulation $T(S)$ of $S$. This step is the same as in Algorithm 6. Second, we consider
the dual $\mathcal{D}(T)=\left(V_{\mathcal{D}}, E_{\mathcal{D}}\right)$ and the map graph $\mathcal{M}(T)=\left(V_{\mathcal{D}}, E_{\mathcal{M}}\right)$ of $T(S)$. Map graph is a generalized dual of planar graph $G$ in which two regions of $G$ are adjacent when they share any vertex of their boundaries (not an edge, as standard planarity requires), see Chen, Grigni, and Papadimitriou [29].

Third, we compute an independent set $I_{\mathcal{M}(T)}=\left\{v_{1}^{*}, \ldots, v_{k}^{*}\right\}$ on the map graph $\mathcal{M}(T)$. Note that $g^{-1}\left(v_{i}^{*}\right) \cup g^{-1}\left(v_{j}^{*}\right)=\emptyset$ for any two different vertices $v_{i}^{*}, v_{j}^{*} \in I_{\mathcal{M}(T)}$. However, this phase is computationally quite difficult, since the problem is sub-problem for finding maximum independent set (MIS) on map graph. Indeed, it is shown that the problem MIS on a map graph is NP-hard due to Chen who also proposed approximation algorithms [28], and PTAS combining the results of Thorup [119]. Hence, we relaxed for the number $k$ of simple polygons, i.e., shifting our objective, generating at most $k$ simple polygons is considered.

Finally, we compute a random maximal polygon forest $\mathcal{F}$ which is defined as a set of maximal polygon trees. The maximal polygon forest can be computed by Algorithm 6 with $X=I_{\mathcal{M}(T)}$ and $Y=\left\{\left(v^{*}, w^{*}\right) \in E_{\mathcal{D}} \mid v^{*} \in X, w^{*} \in V_{\mathcal{D}} \backslash X\right\}$.

In the simple polygonalizations problem, Algorithm 8 can always generate a number of simple polygons, since there is no deadlocks if we restart growing a new polygon tree from $v^{*} \notin X$ and $g^{-1}\left(v^{*}\right)$ has an unvisited vertex.

Algorithm 8: Heuristic for computing simple polygonalizations
Input : A set $S$ of points in general position in the plane
Output: A random simple polygonalization
1 Initialize $T(S)$ with a randomly generated triangulation of $S$;
${ }_{2}$ Construct the dual graph $\mathcal{D}(T)$ and the map graph $\mathcal{M}(T)$ of $T(S)$;
${ }_{3}$ Compute a random independent set $I_{\mathcal{M}}(T)=\left\{v_{1}^{*}, \ldots, v_{k}^{*}\right\}$ on $\mathcal{M}(T)$;
4 Compute a random maximal polygon forest $\mathcal{F}$ on $\mathcal{M}(T)$;
${ }_{5}$ Construct simple polygons by traversing each tree in $\mathcal{F}$ with depth-first searches;

This heuristic algorithm solves a relaxed problem proposed as a future work by Auer and Held [15]: Given a set $S$ of $n$ points and a natural number $k \leq \frac{n}{3}$, generate $k$ random polygons on $S$. If we apply our idea to this problem, we must solve a difficult problem for generating an independent set on a map graph whose cardinality is just $k$. Figure 3.14 shows examples for generating $k$ simple polygons on a given point set $S$.


Figure 3.14: Examples for generating $k$ simple polygonalizations: $n=15,000$ and $k=20$.

### 3.7 Concluding remarks and Future works

We have presented a triangulation-base heuristic algorithm for computing a simple polygonalization of given planar point set in $O(n \log n+f)$ time, where $f$ is the number of edge-flipping operations. Our heuristic algorithm is Monte-Carlo Algorithm, that is, it has undesirable situations. However, almost all such undesirable situations can be removed with proposed simple refinement procedure. In actual, we have found our that this statement is followed from results in computer experiments. Moreover, the running time of our algorithm has an advantage against well-known and widely used algorithm, 2-opt Moves.

One of the most important future works is to guarantee that Algorithm 6 always can compute a simple polygonalization of $S$. In other words, it may be necessary to backtrack and restore while computing a maximal polygon tree if it is trapped by a deadlock. We have designed a recursive procedure to restart growing polygon tree, but there still exist undesirable situations.

In the simple polygonalizations problem, we are also interested in designing an efficient algorithm for enumerating maximal independent sets in the map graph, although there exists an algorithm for generating all maximal independent sets in a polynomial delay [78].

## Chapter 4

## Equilibrium and Disequilibrium in Spatial Competition

### 4.1 Introduction

### 4.1.1 Competitive facility location

In this chapter, we study combinatorial game models in spatial competition, and propose several strategies in the graph models. Spatial competition is one of the most realistic branch of location theory for spatial economics and industrial organization [8, 99], mathematics [69], and operations research [49, 83, 120]. For a survey of various competitive facility location models see [45, 46, 47, 48, 68, 70].

Facility location models deal mainly with the location of plants, warehouses and other industrial facilities. One branch of location theory deals with the location of retail and other commercial facilities which operate in a competitive environment. The facilities compete for customers and market share, with a profit maximization objective. The customary objective function to be maximized is the market share captured by the facilities. All competitive location models attempt to estimate the market share captured by each competing facility in order to optimize its location. The best location for a new facility is at the point at which its market share is maximized. Typically, the objective to be optimized is the maximum distance from customers to the facility-this results in the minimum enclosing disk problem studied by Megiddo [88], Welzl [125] and Aronov et al. [9].

We consider a model where the behavior of the customers is deterministic in the sense that a facility can determine the set of customers more attracted to it than to any other facility. We assume that customers in the underlying space are uniformly distributed. This implies each facility captures a constant market area. The collection of market
areas forms a tessellation of the underlying space．If customers choose the facility on the basis of distance in some metric，the tessellation is the Voronoi diagram of the set of facilities［100，17］

## 4．1．2 Combinatorial game theory

Combinatorial games lead to several interesting，clean problems in algorithms and com－ plexity theory，many of which remain open．The complexity of generalized versions of popular games and puzzles has been studied．Indeed，many classic games are known to be computationally intractable：one－player puzzles are often NP－complete，and two－ player games are often PSPACE－complete or EXPTIME－complete．The complexity classes are comprehensively summarized by Papadimitriou［104］，Arora \＆Barak［11］，and so on．

For example，the problems of determining the winner are shown to be exponential－ time complete for generalized Chess［61］，Checkers［110］，Go［109］，and Shogi［1］；the problems of determining the winner or whether there is a solution are PSPACE－complete for generalized Hex［54，108］，Gomoku［107］，Othello［76］，Sokoban［38］，and Sliding－ Block（箱入り娘 in Japanese）［72］；and the problems of determining whether there is a solution in generalized Hi－Q（peg－solitaire）［121］，minesweeper［80，81］，and Tetris［24］are shown to be NP－complete．Surprisingly，many seemingly simple puzzles and games are also hard．Demaine［40］and Eppstein［52］surveyed a more comprehensive results in the algorithmic combinatorial game theory［40］．

A combinatorial game typically involves two players，say $\mathcal{W}$（white）and $\mathcal{B}$（black）， alternating play in well－defined moves．However，in the interesting case of a combinatorial puzzle，there is only one player，and for cellular automata such as Conway＇s Game of Life， there are no players．In all cases，no randomness or hidden information is permitted：all players know all information about gameplay（perfect information）．The problem is thus purely strategic：how to best play the game against an ideal opponent．

Combinatorial game theory is to be distinguished from other forms of game theory arising in the context of economics．Economic game theory has applications in computer science as well，most notably in the context of auctions［43，57］and analyzing behavior on the Internet［105］．

It is useful to distinguish several types of two－player perfect－information games［19， pp．16－17］．A common assumption is that the game terminates after a finite number of moves（the game is finite or short），and result is a unique winner．Of course，there are exceptions：some games（such as Chess）can be drawn out forever，and some games（such as tic－tac－toe and Chess）define tie in certain cases．However，in the combinatorial－game setting，it is useful to define the winner as the last player who is able move；this is called
normal play. (We will normally assume normal play.) A game is loopy if it is possible to return to previously seen positions (as in Chess, for example). Finally, a game is called impartial if the two players are treated identically, that is, each player has the same moves available from the same game position; otherwise the game is called partisan.

A particular two-player perfect-information game without ties or draws can have one of four outcomes as the result of ideal play: player $\mathcal{W}$ winds, player $\mathcal{B}$ wins, the first player to move wins, or the second player to move wins. One goal in analyzing two-player games is to determine the outcome as one of these four categories, and to find a strategy for the winning player to win. Another goal is to compute a deeper structure to games, called the value of the game.

A beautiful mathematical theory has been developed for analyzing two-player combinatorial games. The most comprehensive reference is the book Winning Ways by Berlekamp, Conway, and Guy [19], but a more mathematical presentation is the book On Numbers and Games by Conway [34]. See also [35, 63] for overviews and [62] for a bibliography. The basic idea behind the theory is simple: a two-player game can be described by a rooted tree, each node having zero or more left branches correspond to options for player $\mathcal{W}$ to move and zero or more right branches corresponding to options for player $\mathcal{B}$ to move; leaves corresponding to finished games, the winner being determined by either normal or misére play. The interesting parts of combinatorial game theory are the several methods for manipulating and analyzing such games/trees.

### 4.2 Summary

The Voronoi game is motivated as an idealized model for competitive facility location, which was proposed by Ahn, Cheng, Cheong, Golin, and Oostrum [2]. The Voronoi game is played on a bounded continuous arena by two players. Two players $\mathcal{W}$ (white) and $\mathcal{B}$ (black) put $n$ points alternately, and the continuous field is subdivided according to the nearest neighbor rule. At the final step, the player who dominates the larger area wins.

The Voronoi game is a natural game, but the general case seems to be very hard to analyze from the theoretical point of view. Hence, in [2], Ahn et al. investigated the case that the game field is a bounded 1-dimensional continuous domain. On the other hand, Cheong, Har-Peled, Linial, and Matoušek [31], and Fekete and Meijer [56] deal with a 2or higher-dimensional case, but they restrict themselves to the one-round game; first, $\mathcal{W}$ puts all $n$ points, and next $\mathcal{B}$ puts all $n$ points.

In this paper, we introduce the discrete Voronoi game. Two players alternately occupy $n$ vertices on a graph, which is a bounded discrete arena. (Hence the graph contains at
least $2 n$ vertices.) This restriction seems to be appropriate since real estates are already bounded in general, and we have to build shops in the bounded area. More precisely, the discrete Voronoi game is played on a given finite graph $G$, instead of a bounded continuous arena. Each vertex of $G$ can be assigned to the nearest vertices occupied by $\mathcal{W}$ or $\mathcal{B}$, according to the nearest neighbor rule. (Hence a vertex can be a "tie" when it has the same distance from a vertex occupied by $\mathcal{W}$ and another vertex occupied by $\mathcal{B}$.) Finally, the player who dominates larger area (or a larger number of vertices) wins. We note that the two players can tie in some cases.

We first consider the case that the graph $G$ is a complete $k$-ary tree. A complete $k$-ary tree is a natural generalization of a path which is the discrete analogy of 1-dimensional continuous domain. We also mention that complete $k$-ary trees form a very natural and nontrivial graph class. In [2], Ahn et al. showed that the second player $\mathcal{B}$ has an advantage on a 1-dimensional continuous domain. In contrast to this fact, we first show that the first player $\mathcal{W}$ has an advantage for the discrete Voronoi game on a complete $k$-ary tree, when the tree is sufficiently large (comparing to $n$ and $k$ ). More precisely, we show that $\mathcal{W}$ has a winning strategy if (1) $2 n \leq k$, or (2) $k$ is odd and the complete $k$-ary tree contains at least $4 n^{2}$ vertices. On the other hand, when $k$ is even and $2 n>k$, two players tie if they do their best.

Next, we show computational hardness results for the discrete Voronoi game. When we admit a general graph as a game arena, the discrete Voronoi game becomes intractable even in the following strongly restricted case: the game arena is an arbitrary graph, the first player $\mathcal{W}$ occupies just one vertex which is predetermined, the second player $\mathcal{B}$ occupies $n$ vertices in any way. The decision problem for the strongly restricted discrete Voronoi game is defined as follows: determine whether $\mathcal{B}$ has a winning strategy for given graph $G$ with the occupied vertex by $\mathcal{W}$. This restricted case seems to be advantageous for $\mathcal{B}$. However, the decision problem is NP-complete. This result is also quite different from the previously known results in the 2 - or higher-dimensional problem (e.g., $\mathcal{B}$ can always dominate the fraction $\frac{1}{2}+\varepsilon$ of the 2 - or higher-dimensional domain) by Cheong et al. [31] and Fekete and Meijer [56]. However, Fekete and Meijer [56] showed that maximizing the area $\mathcal{B}$ can claim is NP-hard in the one-round game in which the given arena is a polygon with holes.

We also show that the discrete Voronoi game is PSPACE-complete in the general case. This can be seen as a positive answer to the conjecture by Fekete and Meijer [56].

### 4.3 Problem definitions - Voronoi Game on Graphs

In this section, we formulate the discrete Voronoi game on a graph. Let us denote a Voronoi game by $V G(G, n)$, where $G$ is the game arena, and the players play $n$ rounds. Hereafter, the game arena is an undirected and unweighted simple graph $G=(V, E)$ with $N=|V|$ vertices.

For each round, the two players, $\mathcal{W}$ (white) and $\mathcal{B}$ (black), alternately occupy an unoccupied vertex on the graph $G(\mathcal{W}$ always starts the game, as in Chess). This implies that $\mathcal{W}$ and $\mathcal{B}$ cannot occupy a common vertex at any time. Hence it is implicitly assumed that the game arena $G$ contains at least $2 n$ vertices.

Let $W_{i}$ (resp. $\left.B_{i}\right)$ be the set of vertices occupied by player $\mathcal{W}$ (resp. $\mathcal{B}$ ) at the end of the $i$-th round. We define the distance $d(v, w)$ between two vertices $v$ and $w$ as the number of edges along the shortest path between them, if such path exists; otherwise $d(v, w)=\infty$. Each vertex of $G$ can be assigned to the nearest vertices occupied by $\mathcal{W}$ and $\mathcal{B}$, according to the nearest neighbor rule. So, we define a dominance set $\mathcal{V}(A, B)$ (or Voronoi regions) of a subset $A \subset V$ against a subset $B \subset V$, where $A \cap B=\emptyset$, as

$$
\mathcal{V}(A, B)=\left\{u \in V \mid \min _{v \in A} d(u, v)<\min _{w \in B} d(u, w)\right\}
$$

The dominance sets $\mathcal{V}\left(W_{i}, B_{i}\right)$ and $\mathcal{V}\left(B_{i}, W_{i}\right)$ represent the sets of vertices dominated at the end of the $i$-th round by $\mathcal{W}$ and $\mathcal{B}$, respectively. Let $\mathcal{V}_{\mathcal{W}}$ and $\mathcal{V}_{\mathcal{B}}$ denote $\mathcal{V}\left(W_{n}, B_{n}\right)$ and $\mathcal{V}\left(B_{n}, W_{n}\right)$, respectively. Since some vertex can be a "tie" when it has the same distance from a vertex occupied by $\mathcal{W}$ and another vertex occupied by $\mathcal{B}$, there may exist a set $N_{i}$ of neutral vertices, $N_{i}:=\left\{u \in V \mid \min _{v \in W_{i}} d(u, v)=\min _{w \in B_{i}} d(u, w)\right\}$, disjoint from both $\mathcal{V}\left(W_{i}, B_{i}\right)$ and $\mathcal{V}\left(B_{i}, W_{i}\right)$.

Finally, the player who dominates a larger number of vertices wins the discrete Voronoi game. More precisely, $\mathcal{W}$ wins if $\left|\mathcal{V}_{\mathcal{W}}\right|>\left|\mathcal{V}_{\mathcal{B}}\right| ; \mathcal{B}$ wins (or $\mathcal{W}$ loses) if $\left|\mathcal{V}_{\mathcal{W}}\right|<\left|\mathcal{V}_{\mathcal{B}}\right|$; and the players tie otherwise. The outcome for each player, $\mathcal{W}$ or $\mathcal{B}$, is the size of the dominance set $\left|\mathcal{V}_{\mathcal{W}}\right|$ or $\left|\mathcal{V}_{\mathcal{B}}\right|$. In our model, note that any vertices in $N_{n}$ do not contribute to the outcomes $\mathcal{V}_{\mathcal{W}}$ and $\mathcal{V}_{\mathcal{B}}$ of the players (see Fig. 4.1).

### 4.4 Discrete Voronoi Game on a Complete $k$-ary Tree

In this section, we consider the case that the game arena $G$ is a complete $k$-ary tree $T$, which is a rooted tree whose inner vertices have exactly $k$ children, and all leaves are at the same level (the highest level).

Firstly, we show a simple observation for Voronoi games $V G(T, n)$ that satisfy $2 n \leq k$. In this game of a few rounds, $\mathcal{W}$ occupies the root of $T$ with her first move, and then $\mathcal{W}$


Figure 4.1: Example of a discrete Voronoi game $\operatorname{VG}(G, 3)$, where $G$ is the $15 \times 15$ grid graph; each bigger circle is a vertex occupied by $\mathcal{W}$, each smaller circle is an unoccupied vertex dominated by $\mathcal{W}$, each bigger black square is a vertex occupied by $\mathcal{B}$, each smaller black square is an unoccupied vertex dominated by $\mathcal{B}$, and the others are neutral vertices. In this example, the 2 nd player $\mathcal{B}$ won by 108-96.
can dominates at least $\frac{N-1}{k} n+1$ vertices. Since $\mathcal{B}$ dominate at most $\frac{N-1}{k} n$ vertices, $\mathcal{W}$ wins. More precisely, we show the following algorithm as $\mathcal{W}$ 's winning strategy.

| Algorithm 9: Simple strategy |  |
| :--- | :---: |
| Stage I: $\quad(\mathcal{W}$ 's first move) $\mathcal{W}$ occupies the root of $T ;$ |  |
| Stage II: $\quad \mathcal{W}$ occupies the unoccupied child of the root for her remaining rounds; |  |

In the strategy of Algorithm $9, \mathcal{W}$ alternately pretends to occupy the unoccupied children of root, though $\mathcal{W}$ may occupy any vertex. This strategy is obviously welldefined and a winning strategy for $\mathcal{W}$, whenever the game arena $T$ satisfies $2 n \leq k$.

Proposition 4.4.1 Let $V G(G, n)$ be the discrete Voronoi game such that $G$ is a complete $k$-ary tree with $2 n \leq k$. Then the first player $\mathcal{W}$ always wins.

We next turn to a more general case. We call a $k$-ary tree odd (resp. even) if $k$ is odd (resp. even). Let $T$ be a complete $k$-ary tree as a game arena, $N$ be the number of vertices of $T$, and $H$ be the height of $T$. Note that $N=\frac{k^{H+1}-1}{k-1}$ and $H \sim \log _{k} N$. ${ }^{1}$ For this game, we show the following theorem.

Theorem 4.4.2 In the discrete Voronoi game $\operatorname{VG}(G, n)$ where $G$ is a complete $k$-ary tree such that $N \geq 4 n^{2}$, the first player $\mathcal{W}$ always wins if $G$ is an odd $k$-ary tree; otherwise the game ends in tie when the players do their best.

[^1]In section 4.4.1, we first show winning strategy for the first player $\mathcal{W}$ when $k$ is odd and the complete $k$-ary tree contains at least $4 n^{2}$ vertices. Since our game arena is discrete, it is necessary to deliberate the relation between the number of children $k$ and the game round $n$. Indeed, $\mathcal{W}$ chooses one of two strategies according to the relation between $k$ and $n$. We next consider the even $k$-ary tree in section 4.4.2, which completes the proof of Theorem 4.4.2.

### 4.4.1 Discrete Voronoi game on a large complete odd $k$-ary tree

We generalize the simple strategy to Voronoi games $\operatorname{VG}(T, n)$ on a large complete $k$-ary tree, where $2 n>k$ and $k$ is odd $(k \geq 3)$. We define that a level $h$ is the keylevel if the number $k^{h}$ of vertices satisfies $n \leq k^{h}<2 n$, and a vertex $v$ is a key-vertex if $v$ is in the keylevel. Let $T_{i}$ denote the number of vertices in the subtree rooted at a vertex in level $i$ (i.e., $T_{0}=N, T_{i}=k T_{i+1}+1$ ). Let $\left\{V_{1}^{h}, V_{2}^{h}, \ldots, V_{k^{h-1}}^{h}\right\}$ be a family of vertices in the keylevel $h$ such that the set $V_{i}^{h}$ consists of $k$ vertices which have the same parent for each $i$.


Figure 4.2: The notations on the game arena $T$.

As mentioned above, a winning strategy is sensitive to the relation between $k, h$, and $n$. So, we firstly introduce a magic number $\alpha=\frac{2 n}{k^{n}}, 1<\alpha<k$ (see Fig. 4.2). We note that since $k$ is odd, we have neither $\alpha=1$ nor $\alpha=k$. By assumption, we have that the game arena $T$ is sufficiently large such that the subtrees rooted at level $h$ contain sufficient vertices comparing to the number of vertices between level 0 and level $h$. More precisely, by the assumption $N \geq 4 n^{2}$, we have $H \geq 2 h$ and $N \geq \frac{4 n^{2}}{\alpha^{2}}$. We define $\gamma:=H-2 h$, and hence $\gamma \geq 0$.

The winning strategy for $\mathcal{W}$ chooses one of two strategies according to the condition whether the magic number $\alpha$ is greater than $1+\frac{2}{k}-\frac{1}{k-1}+\frac{1}{k^{h+\gamma(k-1)}}$ or not. The strategy is shown in Algorithm 10.

Lemma 4.4.3 The keylevel strategy is well-defined in a discrete Voronoi game $\operatorname{VG}(T, n)$, where $T$ is a sufficiently large complete $k$-ary tree so that $N \geq 4 n^{2}$.

Proof By assumption, there exists the keylevel $h$.
In Stage (a)-I, if $\mathcal{B}$ occupied a key-vertex in $V_{i}^{h}$ and $\mathcal{W}$ has not occupied any vertex in $V_{i}^{h}, \mathcal{W}$ occupies an unoccupied key-vertex in $V_{i}^{h}$ rather than occupying the other unoccupied key-vertices. This implies that $\mathcal{W}$ can occupy at least one key-vertex in each $V_{i}^{h}, i=1,2, \ldots, k^{h-1}$. Since the situation $\mathcal{W}$ follows Stage (a)-II may happen when $\mathcal{B}$ occupies at least one key-vertex, there exists such a child. If $\mathcal{W}$ follows the case (b), then this is obviously well-defined. So, the keylevel strategy is well-defined.

Lemma 4.4.4 The keylevel strategy is a winning strategy for $\mathcal{W}$ in a discrete Voronoi game $\operatorname{VG}(T, n)$, where $T$ is a sufficiently large complete odd $k$-ary tree so that $N \geq 4 n^{2}$.

Proof We first argue that $\mathcal{W}$ follows the case (a), or $\alpha>1+\frac{2}{k}-\frac{1}{k-1}+\frac{1}{k^{h+\gamma}(k-1)}$. When the game ends in Stage (a)-I (i.e., $\mathcal{B}$ never occupies any key-vertices, or does not occupy so many key-vertices), the best strategy of $\mathcal{B}$ is as follows. Firstly, $\mathcal{B}$ occupies all vertices in level $h-1$ for the first $k^{h-1}$ rounds, and then occupies a child of key-vertex dominated by $\mathcal{W}$ to dominate as many vertices as possible with her remaining moves. In fact, the winner dominates more leaves than that of the opponent. So, it is not so significant to occupy the vertices in a level strictly greater than $h+1$, and strictly less than $h-1$.

Now we estimate the players' outcomes $\left|\mathcal{V}_{\mathcal{W}}\right|$ and $\left|\mathcal{V}_{\mathcal{B}}\right|$. Firstly, $\mathcal{W}$ dominates $n T_{h}$ vertices and $\mathcal{B}$ dominates $\left(k^{h}-n\right) T_{h}+\frac{k^{h}-1}{k-1}$ vertices. Since $\mathcal{B}$ dominates the subtrees of $\mathcal{W}$ with her remaining $n-k^{h-1}$ vertices,

$$
\begin{aligned}
\left|\mathcal{V}_{\mathcal{W}}\right| & =n T_{h}-\left(n-k^{h-1}\right) T_{h+1} \\
\left|\mathcal{V}_{\mathcal{B}}\right| & \leq\left(k^{h}-n\right) T_{h}+\left(n-k^{h-1}\right) T_{h+1}+\frac{k^{h}-1}{k-1}
\end{aligned}
$$

Since $2 n=\alpha k^{h}$ and $\alpha>1+\frac{2}{k}-\frac{1}{k-1}+\frac{1}{k^{h+\gamma}(k-1)}$, we have

$$
\begin{aligned}
\left|\mathcal{V}_{\mathcal{W}}\right| & -\left|\mathcal{V}_{\mathcal{B}}\right| \\
& \geq n T_{h}-2\left(n-k^{h-1}\right) T_{h+1}-\left(k^{h}-n\right) T_{h}-\frac{k^{h}-1}{k-1} \\
& >\left(k^{h+1} \alpha+2 k^{h-1}-k^{h} \alpha-k^{h+1}\right) T_{h+1}-\frac{k^{h}-1}{k-1} \\
& \geq \frac{1}{k^{\gamma}} T_{h+1}-\frac{k^{h}-1}{k-1} .
\end{aligned}
$$

By the definition of $\gamma$ with $\gamma=H-2 h$, we have

$$
\begin{aligned}
\frac{1}{k^{\gamma}} T_{h+1}-\frac{k^{h}-1}{k-1} & =\frac{1}{k^{\gamma}}\left(k T_{h+2}+1\right)-\frac{k^{h}-1}{k-1} \\
& =\frac{1}{k^{\gamma}} \frac{k^{H-h}-1}{k-1}-\frac{k^{h}-1}{k-1} \\
& =\frac{1}{k^{\gamma}} \frac{k^{(2 h+\gamma)-h}-1}{k-1}-\frac{k^{h}-1}{k-1} \\
& =\frac{1}{k-1}\left(1-\frac{1}{k^{\gamma}}\right)>0
\end{aligned}
$$

Next, we consider the case that $\mathcal{W}$ follows Stage (a)-II. At a level greater than $h$, there are three types of $\mathcal{B}$ 's occupation (see Fig. 4.3). In cases (2) and (3) of Fig. 4.3, $\mathcal{B}$ has

(1) (2) (3)

Figure 4.3: $\mathcal{B}$ 's occupations at the level greater than $h$.
no profits. Therefore, when $\mathcal{B}$ uses his best strategy, we can assume that $\mathcal{B}$ only occupies vertices under $\mathcal{W}$ 's vertices. This implies that $\mathcal{B}$ tries to perform a similar strategy to $\mathcal{W}$, that is, to occupy many key-vertices. More precisely, $\mathcal{B}$ chooses his move from the following options at every round:

- $\mathcal{B}$ occupies an unoccupied key-vertex; or
- $\mathcal{B}$ occupies a vertex $v$ in level $h+1$, where the parent of $v$ is a key-vertex of $\mathcal{W}$; or
- $\mathcal{B}$ occupies a vertex $w$ in level $h+1$, where the parent of $w$ is a key-vertex of $\mathcal{B}$.

This implies that almost all key-vertices are occupied by either $\mathcal{W}$ or $\mathcal{B}$, and then the subtree of $T$ consisting of the vertices in level 0 through $h-1$ is negligibly small so that these vertices cannot have much effect on outcomes of $\mathcal{W}$ and $\mathcal{B}$. It is not significant to the occupation of these vertices for both players.

Let $x_{i}$ (resp. $y_{i}$ ) be the number of vertices occupied by $\mathcal{W}$ (resp. $\mathcal{B}$ ) in level $i$. Let $y_{i}^{+}$ (resp. $y_{i}^{-}$) be the number of vertices occupied by $\mathcal{B}$ in higher (resp. lower) than or equal to level $i$.

When Stage (a)-I ends, $\mathcal{W}$ has $x_{h}$ key-vertices and $\mathcal{B}$ has $y_{h}$ key-vertices. Note that $x_{h}+y_{h} \leq k^{h}$ and $y_{h}<\left\lceil\frac{k^{h}}{2}\right\rceil \leq x_{h}<n . x_{h+1}$ is the number of vertices occupied in Stage (a)-II. Let $y_{h+1}^{\prime}$ be the number of occupations used to dominate vertices of $\mathcal{W}$ 's
dominance set by $\mathcal{B}$ in level $h+1$, and $y_{h+1}^{\prime \prime}$ be $y_{h+1}-y_{h+1}^{\prime}$. (see Fig. 4.4). Note that $x_{h}-y_{h} \geq y_{h+1}^{\prime}-x_{h+1}$ (with equality if $y_{h+1}^{\prime \prime}+y_{h-1}^{-}+y_{h+2}^{+}=0$ ). Now, we estimate their


Figure 4.4: The notations in the case (a) of keylevel strategy.
outcomes. Since $\mathcal{W}$ can dominate at least $x_{h} T_{h}+\left(x_{h+1}-y_{h+1}^{\prime}\right) T_{h+1}$ vertices, and $\mathcal{W}$ dominates $y_{h} T_{h}+\left(y_{h+1}^{\prime}-x_{h+1}\right) T_{h+1}$ vertices, the difference between the outcomes of $\mathcal{W}$ and $\mathcal{B}$ is

$$
\begin{aligned}
\left|\mathcal{V}_{\mathcal{W}}\right| & -\left|\mathcal{V}_{\mathcal{B}}\right| \\
& =x_{h} T_{h}+\left(x_{h+1}-y_{h+1}^{\prime}\right) T_{h+1}-y_{h} T_{h}-\left(y_{h+1}^{\prime}-x_{h+1}\right) T_{h+1} \\
& \geq\left(k\left(x_{h}-y_{h}\right)-2\left(y_{h+1}^{\prime}-x_{h+1}\right)\right) T_{h+1}>T_{h+1}>0 .
\end{aligned}
$$

$\mathcal{W}$ can dominate at least $T_{h+1}$ vertices more than that of $\mathcal{B}$, which is more vertices dominated by $\mathcal{B}$ using $y_{0}$ vertices between level 0 and $h$. So, $\mathcal{W}$ wins when $\alpha>1+\frac{2}{k}-$ $\frac{1}{k-1}+\frac{1}{k^{h+\gamma}(k-1)}$.

We next argue that $\mathcal{W}$ follows the case (b), or $\alpha \leq 1+\frac{2}{k}-\frac{1}{k-1}+\frac{1}{k^{h+\gamma}(k-1)}$. When $x_{h-1}=k^{h-1}$, the best strategy for $\mathcal{B}$ is to occupy as many key-vertices as possible. So, the differences of outcomes are estimated as follows:

$$
\begin{aligned}
\left|\mathcal{V}_{\mathcal{W}}\right| & -\left|\mathcal{V}_{\mathcal{B}}\right| \\
& =\left(k^{h}-2 n\right) T_{h}+2\left(n-k^{h-1}\right) T_{h+1}+\frac{k^{h}-1}{k-1} \\
& \geq\left(k^{h+1}-2 k^{h-1}-k^{h}(k-1) \alpha\right) T_{h+1}+2 \cdot \frac{k^{h}-1}{k-1} \\
& \geq 2 \cdot \frac{k^{h}-1}{k-1}-\frac{1}{k^{\gamma}} T_{h+1} \\
& =2 \cdot \frac{k^{h}-1}{k-1}-\frac{1}{k^{\gamma}} \frac{k^{h+\gamma}-1}{k-1}=\frac{1}{k-1}\left(k^{h}-2+\frac{1}{k^{\gamma}}\right) \\
& >0 .
\end{aligned}
$$

Finally, we consider the case of $\alpha<1+\frac{2}{k}-\frac{1}{k-1}+\frac{1}{k^{h+\gamma}(k-1)}$ and $x_{h-1}<k^{h-1}$ (or $x_{h-1}+y_{h-1}=k^{h-1}$ ). In this case, the similar arguments in which $\mathcal{W}$ follows Stage (a)-

II can be applied. Each $x_{h-1}, x_{h}$, and $x_{h+1}$ is the number of vertices occupied in Stage (b)-I, (b)-II, and (b)-III, respectively. As mentioned above, $y_{h-2}^{-}$and $y_{h+2}^{+}$should be 0 to maximize $\mathcal{B}$ 's outcome $\left|\mathcal{V}_{\mathcal{B}}\right|$. Let $y_{h}^{\prime}$ be the number of key-vertices occupied by $\mathcal{B}$ whose parent is occupied by $\mathcal{W}$, and $y_{h}^{\prime \prime}=y_{h}-y_{h}^{\prime}$. Fig. 4.5 shows these notations. If $\mathcal{W}$ does not


Figure 4.5: The notations in the case (b) of keylevel strategy.
follow Stage (b)-III, then $\mathcal{W}$ wins since $x_{h-1}-y_{h-1} \geq y_{h}^{\prime}-x_{h}$ and $k\left(x_{h-1}-y_{h-1}\right)-2\left(x_{h}-\right.$ $\left.y_{h}^{\prime}\right)>0$. If $\mathcal{W}$ follows Stage (b)-III, then we have $y_{h-1}+y_{h}^{\prime}+y_{h}^{\prime \prime} \leq n, x_{h}+y_{h}^{\prime \prime}=y_{h-1}$, and $x_{h-1}>\frac{1}{2} k^{h-1}>y_{h-1}$ by the keylevel strategy. We can estimate the outcome of $\mathcal{W}$ as follows;

$$
\begin{aligned}
\left|\mathcal{V}_{\mathcal{W}}\right|-\left|\mathcal{V}_{\mathcal{B}}\right| & =x_{h-1} T_{h-1}+\left(x_{h}-2 y_{h}^{\prime}-y_{h}^{\prime \prime}\right) T_{h}+2 x_{h+1} T_{h+1} \\
& >k x_{h-1}+x_{h}-2 y_{h}^{\prime}-y_{h}^{\prime \prime} \\
& \geq k^{h}+2\left(k^{h-1}-x_{h-1}\right)-\alpha k^{h} \\
& \geq \frac{k^{h-1}}{k-1}-\frac{1}{k^{\gamma}(k-1)} \\
& >0 .
\end{aligned}
$$

Therefore, the first player $\mathcal{W}$ wins when she follows case (b) in the keylevel strategy. This completes the proof of Lemma 4.4.4.

### 4.4.2 Discrete Voronoi game on a large complete even $k$-ary tree

We consider the case that the game arena $T$ is a large complete even $k$-ary tree. We assume that the game $\operatorname{VG}(T, n)$ is sufficed $k>2 n$, since $\mathcal{W}$ always wins if $k \leq 2 n$ as mentioned above. Moreover, we assume that the game arena $T$ contains at least $4 n^{2}$ vertices. Hence the first player $\mathcal{W}$ always loses if she occupies the root of $T$, since the second player $\mathcal{B}$ can use the keylevel strategy of $\mathcal{W}$ and $\mathcal{W}$ cannot drive $\mathcal{B}$ in disadvantage.

In fact, since $T$ is an even $k$-ary tree, $\mathcal{B}$ can take the symmetric moves of $\mathcal{W}$ if $\mathcal{W}$ does not occupy the root. Therefore, $\mathcal{B}$ never loses. However, we can show that $\mathcal{W}$ also never loses if she follows the keylevel strategy.

If $\mathcal{B}$ has a winning strategy, then the strategy must not be the symmetric strategy of $\mathcal{W}$. However, such a strategy does not exist, since $\mathcal{W}$ can occupy at least half of the vertices on the important level, although the important level is varied by the condition $\alpha>1+\frac{2}{k}-\frac{1}{k-1}+\frac{1}{k^{h+\gamma}(k-1)}$. This implies that $\mathcal{W}$ can dominate at least half the vertices of $T$ if she follows the keylevel strategy. Therefore, if both players do their best, then the game always ends in a tie.

### 4.5 NP-Hardness for General Graphs

In this section, we show that the discrete Voronoi game is intractable on general graphs even if we restrict ourselves to the one-round case. To show this, we consider the following special case:

## Problem 1:

Input: A graph $G=(V, E)$, a vertex $u \in V$, and $n$.
Output: Determine whether $\mathcal{B}$ has a winning strategy on $G$ by $n$ occupations after just one occupation of $u$ by $\mathcal{W}$.

That is, $\mathcal{W}$ first occupies $u$, and never occupies any more, and $\mathcal{B}$ can occupy $n$ vertices in any way. Then we have the following theorem:

Theorem 4.5.1 Problem 1 is NP-complete.
Proof It is clear Problem 1 is in NP. Hence we prove the completeness by showing a polynomial time reduction from a restricted 3SAT such that each variable appears at most three times in a given formula [104, Proposition 9.3]. Let $F$ be a given formula with the set $W$ of variables $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ and the set $C$ of clauses $\left\{c_{1}, c_{2}, \ldots, c_{m}\right\}$, where $n=|W|$ and $m=|C|$. Each clause contains at most 3 literals, and each variable appears at most 3 times. Hence we have $3 n \geq m$.

Now we show a construction of $G$. Let

$$
\begin{aligned}
W^{+} & :=\left\{x_{i}^{+} \mid x_{i} \in W\right\}, \\
W^{-} & :=\left\{x_{i}^{-} \mid x_{i} \in W\right\}, \\
Y & :=\left\{y_{i}^{j} \mid i \in\{1,2, \ldots, n\}, j \in 1,2,3\right\}, \\
Z & :=\left\{z_{i}^{j} \mid i \in\{1,2, \ldots, n\}, j \in 1,2,3\right\}, \\
C^{\prime} & :=\left\{c_{1}^{\prime}, c_{2}^{\prime}, \ldots, c_{m}^{\prime}\right\}, \\
D & :=\left\{d_{1}, d_{2}, \ldots, d_{2 n-2}\right\} .
\end{aligned}
$$

Then the set of vertices of $G$ is defined by $V:=\{u\} \cup W^{+} \cup W^{-} \cup Y \cup Z \cup C \cup C^{\prime} \cup D$.

The set of edges $E$ is defined by the union of the following edges:

$$
\begin{aligned}
& \{\{u, z\} \mid z \in Z\}, \\
& \left\{\left\{y_{i}^{j}, z_{i}^{j}\right\} \mid y_{i}^{j} \in Y, z_{i}^{j} \in Z \text { with } 1 \leq i \leq n, 1 \leq j \leq 3\right\}, \\
& \left\{\left\{x_{i}^{+}, y_{i}^{j}\right\} \mid x_{i}^{+} \in W^{+}, y_{i}^{j} \in Y \text { with } 1 \leq i \leq n, 1 \leq j \leq 3\right\}, \\
& \left\{\left\{x_{i}^{-}, y_{i}^{j}\right\} \mid x_{i}^{-} \in W^{+}, y_{i}^{j} \in Y \text { with } 1 \leq i \leq n, 1 \leq j \leq 3\right\}, \\
& \left\{\left\{x_{i}^{+}, c_{j}\right\} \mid x_{i}^{+} \in W^{+}, c_{j} \in C \text { if } c_{j} \text { contains literal } x_{i}\right\}, \\
& \left\{\left\{x_{i}^{-}, c_{j}\right\} \mid x_{i}^{-} \in W^{-}, c_{j} \in C \text { if } c_{j} \text { contains literal } \overline{x_{i}}\right\}, \\
& \left\{\left\{c_{j}, c_{j}^{\prime}\right\} \mid c_{j} \in C, c_{j}^{\prime} \in C^{\prime} \text { with } 1 \leq j \leq m\right\}, \\
& \left\{\left\{c_{j}^{\prime}, u\right\} \mid c_{j}^{\prime} \in C^{\prime} \text { with } 1 \leq j \leq m\right\}, \text { and } \\
& \left\{\left\{u, d_{i}\right\} \mid d_{i} \in D \text { with } 1 \leq i \leq 2 n-2\right\} .
\end{aligned}
$$

An example of the reduction for the formula $F=\left(\overline{x_{1}} \vee x_{2} \vee x_{3}\right) \wedge\left(\overline{x_{2}} \vee \overline{x_{3}} \vee \overline{x_{4}}\right)$ is depicted in Fig. 4.6. Small white and black circles are the vertices in $Z$ and $Y$, respectively; large black circles are the vertices in $W^{+} \cup W^{-}$; black and white rectangles are the vertices in $C$ and $C^{\prime}$, respectively; two white large diamonds are the same vertex $u$; and small diamonds are the vertices in $D$. It is easy to see that $G$ contains $10 n+2 m-1$ vertices, and hence the reduction can be done in polynomial time.


Figure 4.6: Reduction from $F=\left(\overline{x_{1}} \vee x_{2} \vee x_{3}\right) \wedge\left(\overline{x_{2}} \vee \overline{x_{3}} \vee \overline{x_{4}}\right)$

Now we show that $F$ is satisfiable if and only if $\mathcal{B}$ has a winning strategy. We first observe that for $\mathcal{B}$, occupying the vertices in $W^{+} \cup W^{-}$gives more outcome than occupying the vertices in $Y \cup Z \cup C \cup C^{\prime}$. More precisely, occupying either $x_{i}^{+}$or $x_{i}^{-}$for each $i$ with $1 \leq i \leq n, \mathcal{B}$ dominates all vertices in $W^{+} \cup W^{-} \cup Y$, and it is easy to see that any other way achieves less outcome. Therefore, we can assume that $\mathcal{B}$ occupies one of $x_{i}^{+}$and $x_{i}^{-}$ for each $i$ with $1 \leq i \leq n$.

When there is an assignment $\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ that satisfies $F, \mathcal{B}$ can also dominates all vertices in $C$ by occupying $x_{i}^{+}$if $a_{i}=1$, and occupying $x_{i}^{-}$if $a_{i}=0$. Hence, $\mathcal{B}$ dominates $5 n+m$ vertices in this case, and then $\mathcal{W}$ dominates all vertices in $Z, C^{\prime}$ and $D$, that is, $\mathcal{W}$ dominates $1+3 n+m+2 n-2=5 n+m-1$ vertices. Therefore, $\mathcal{B}$ wins if $F$ is
satisfiable.
On the other hand, if $F$ is unsatisfiable, $\mathcal{B}$ can dominate at most $5 n+m-1$ vertices.
In this case, the vertex in $C$ corresponding to the unsatisfied clause is dominated by $u$. Thus $\mathcal{W}$ dominates at least $5 n+m$ vertices, and hence $\mathcal{W}$ wins if $F$ is unsatisfiable.

Therefore, Problem 1 is NP-complete.
Next we show that the discrete Voronoi game is NP-hard even in the one-round case. More precisely, we show the NP-completeness of the following problem:

## Problem 2:

Input: A graph $G=(V, E)$, a vertex set $S \subseteq V$ with $n:=|S|$.
Output: Determine whether $\mathcal{B}$ has a winning strategy on $G$ by $n$ occupations, after $n$ occupations of the vertices in $S$ by $\mathcal{W}$.

Corollary 4.5.2 Problem 2 is NP-complete.
Proof We use the same reduction in the proof of theorem 4.5.1. Let $S$ be the set that contains $u$ and $n-1$ vertices in $D$. Then we immediately have NP-completeness of Problem 2.

Corollary 4.5.3 The (n-round) discrete Voronoi game on a general graph is NP-hard.

### 4.6 PSPACE-Completeness for General Graphs

In this section, we show that the discrete Voronoi game is intractable on general graphs. More precisely, we consider the following general case:

## Problem 3:

Input: A graph $G=(V, E)$ and $n$.
Output: Determine whether $\mathcal{W}$ has a winning strategy on $G$ by $n$ occupations.
Then we have the following theorem:
Theorem 4.6.1 The discrete Voronoi game is PSPACE-complete in general.
Proof We show that Problem 3 is PSPACE-complete. It is clear Problem 3 is in PSPACE. Hence we prove the completeness by showing a polynomial time reduction from the following two-person game:
$G_{\mathrm{pos}}$ (Pos Dnf):
Input: A positive DNF formula $A$ (that is, a DNF formula containing no negative literal).
Rule: Two players alternately choose some variable of $A$ which has not been chosen. The game ends after all variables of $A$ has been chosen. The first player wins if and only if $A$ is true when all variables chosen by the first player are set to 1 and all variables chosen by the second player are set to 0 . (In other words, the first player wins if and only if he takes every variable of some disjunct.)
Output: Determine whether the first player has a winning strategy for $A$.
The game $G_{\text {pos }}$ (Pos DNF) is PSPACE-complete even with inputs restricted to DNF formulas having at most 11 variables in each disjunct (see [113, Game 5(b)]).

Let $A$ be a positive DNF formula with $n$ variables $\left\{x_{1}, \ldots, x_{n}\right\}$ and $m$ disjuncts $\left\{d_{1}, \ldots, d_{m}\right\}$. Without loss of generality, we assume that $n$ is even. Now we show a construction of $G=(V, E)$. Let $X=\left\{x_{1}, \ldots, x_{n}\right\}, D=\left\{d_{1}, \ldots, d_{m}\right\}, U=\left\{u_{1}, u_{2}\right\}$, and $P=\left\{p_{1}, \ldots, p_{2 n^{2}+6 n}\right\}$. Then the set of vertices of $G$ is defined by $V:=X \cup D \cup U \cup P$.

In this reduction, each pendant in $P$ is attached to some vertex in $X \cup U$ to make it "heavy."

The set of edges $E$ consists of the following edges: (1) make $X$ a clique with edges $\left\{x_{i}, x_{j}\right\}$ for each $1 \leq i<j \leq n$, (2) join a vertex $x_{i}$ in $X$ with a vertex $d_{j}$ in $D$ if $A$ has a disjunct $d_{j}$ that contains $x_{i}$, (3) join each $d_{j}$ with $u_{2}$ by $\left\{d_{j}, u_{2}\right\}$ for each $1 \leq j \leq m$, (4) join $u_{1}$ and $u_{2}$ by $\left\{u_{1}, u_{2}\right\}$, (5) attach $2 n$ pendants to each $x_{i}$ with $1 \leq i \leq n$, and (6) attach $3 n$ pendants to each $u_{i}$ with $i=1,2$.

An example of the reduction for the formula $A=\left(x_{1} \wedge x_{2} \wedge x_{4} \wedge x_{5}\right) \vee\left(x_{3} \wedge x_{5} \wedge\right.$ $\left.x_{7} \wedge x_{8}\right) \vee\left(x_{6} \wedge x_{8}\right)$ is depicted in Fig. 4.7. Black diamond and white diamond are $u_{1}$ and $u_{2}$, respectively; white squares are the vertices in $D$; and small circles are vertices in $X$. Large white numbered circles are pendants, and the number indicates the number of pendants attached to the vertex.

Each player will occupy $(n / 2)+1$ vertices in $G$. It is easy to see that $G$ contains $n+m+2+6 n+2 n^{2}=2 n^{2}+7 n+m+2$ vertices, and hence the reduction can be done in polynomial time.

Now we show that the first player of $G_{\text {pos }}$ (POS DNF) for $A$ wins if and only if $\mathcal{W}$ of the discrete Voronoi game for $G$ wins.

Since the vertices in $X$ and $U$ are heavy enough, $\mathcal{W}$ and $\mathcal{B}$ always occupy the vertices in $X$ and $U$. In fact, occupying a vertex $d_{j}$ in $D$ does not bring any advantage; since $X$ induces a clique, the pendants attached to some $x_{i}$ in $N\left(d_{j}\right)$ will be canceled by occupying any $x_{i^{\prime}}$ by the other player.


Figure 4.7: Reduction from $A=\left(x_{1} \wedge x_{2} \wedge x_{4} \wedge x_{5}\right) \vee\left(x_{3} \wedge x_{5} \wedge x_{7} \wedge x_{8}\right) \vee\left(x_{6} \wedge x_{8}\right)$

Since the vertices in $U$ are heavier than the vertices in $X, \mathcal{W}$ and $\mathcal{B}$ first occupy one of $u_{1}$ and $u_{2}$, and occupy the vertices in $X$, and the game will end when all vertices in $X$ are occupied.

The player $\mathcal{W}$ has two choices.
We first consider the case in which $\mathcal{W}$ occupies $u_{2}$. Then $\mathcal{B}$ has to occupy $u_{1}$, and $\mathcal{W}$ and $\mathcal{B}$ occupy $n / 2$ vertices in $X$. It is easy to see that, in this case, they tie on the graph induced by $U \cup X \cup P$. Hence the game depends on the occupation of $D$. In $G_{\text {pos }}($ Pos Dnf), if the first player has the winning strategy for $A$, the first player can take every variable of a disjunct $d_{j}$. Hence, following the strategy, $\mathcal{W}$ can occupy every variable in $N\left(d_{j}\right)$ on $G$. Then, since $\mathcal{W}$ also occupies $u_{2}, d_{j}$ is dominated by $\mathcal{W}$. On the other hand, $\mathcal{B}$ cannot dominate any vertex in $D$ since $\mathcal{W}$ occupies $u_{2}$. Hence, if the first player of $G_{\text {pos }}(\operatorname{Pos} \operatorname{DNF})$ has a winning strategy, so does $\mathcal{W}$. (Otherwise, the game ends in a tie.)

Next, we consider the case in which $\mathcal{W}$ occupies $u_{1}$. Then $\mathcal{B}$ can occupy $u_{2}$. The game again depends on the occupation of $D$. However, in this case, $\mathcal{W}$ cannot dominate any vertex in $D$ since $\mathcal{B}$ has already occupied $u_{2}$. Hence $\mathcal{W}$ will lose or they will tie at best.

Thus $\mathcal{W}$ has to occupy $u_{2}$ at first, and then $\mathcal{W}$ has a winning strategy if the first player of $G_{\mathrm{pos}}$ (Pos DNF) has it.

Therefore, Problem 3 is PSPACE-complete.

### 4.7 Concluding Remarks and Further Research

We gave winning strategies for the first player $\mathcal{W}$ on the discrete Voronoi game $\operatorname{VG}(T, n)$, where $T$ is a large complete $k$-ary tree with odd $k$. It seems that $\mathcal{W}$ has an advantage even if the complete $k$-ary tree is not large, which is future work.

In our strategy, it is essential that each subtree of the same depth has the same size.

Therefore, considering general trees is the next problem. The basic case is easy: When $n=1$, the discrete Voronoi game on a tree is essentially equivalent to finding a median vertex of a tree. The deletion of a median vertex partitions the tree so that no component contains more than $n / 2$ of the original $n$ vertices. It is well known that a tree has either one or two median vertices, which can be found in linear time (see, e.g., [71]). In the former case, $\mathcal{W}$ wins by occupying the median vertex. In the later case, two players tie. This algorithm corresponds to our Algorithm 9.

## Algorithm 10: Keylevel strategy for $\mathcal{W}$

```
if \alpha>1+\frac{2}{k}-\frac{1}{k-1}+\frac{1}{\mp@subsup{k}{}{h+\gamma(k-1)}}\mathrm{ then}=0,
    Stage (a)-I:
            W}\mathrm{ occupies an unoccupied key-vertex so that at least one vertex is occupied
            in each V}\mp@subsup{V}{i}{h}
            (Stage (a)-I ends after the last key-vertex is occupied by
            either \mathcal{W}}\mathrm{ or }\mathcal{B}. Note that the game may finish in Stage (a)-I.
end
Stage (a)-II:
            W}\mathrm{ occupies an unoccupied vertex which is a child of the vertex v, such that
            v is occupied by }\mathcal{B}\mathrm{ , and v}\mathrm{ has the minimum level greater than or equal to h;
            (\mathcal{W}}\mathrm{ dominates as many vertices as possible from B.)
end
else
Stage (b)-I:
            W occupies an unoccupied vertex in level h-1;
    (Stage (b)-I ends when such unoccupied vertices are not
    exists.)
end
Stage (b)-II:
        W}\mathrm{ occupies an unoccupied key-vertex whose parent is not occupied by }\mathcal{W}\mathrm{ ;
        (Stage (b)-II ends when such unoccupied key-vertices are not
        exist.)
end
Stage (b)-III:
        if there exists an unoccupied vertex v in level h+1 such that the parent of v
    is occupied by }\mathcal{B}\mathrm{ then }\mathcal{W}\mathrm{ occupies v;
    else \mathcal{W}}\mathrm{ occupies an unoccupied key-vertex in level h+1 whose parent is
        occupied by }\mathcal{W}\mathrm{ ;
end
end
```
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[^0]:    ${ }^{1}$ convex layers in a set of planar points are obtained from removing the convex hull (the first layer)

[^1]:    ${ }^{1}$ In this paper, we write $f(x) \sim g(x)$ when $\lim _{x \rightarrow \infty} \frac{f(x)}{g(x)}=1$.

