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ABSTRACT

We discuss the situations in which an agent makes a de-
cision by maximizing incorrect utility. In our setting, an
agent chooses an alternative that maximizes utility func-
tion parameterized by the state variables with incorrect
estimates. However, the agent’s evaluation of the con-
sequences of the choice ex-post is represented by the
utility function parameterized by the correct state vari-
ables, which we call potential utility. We present a simple
model to analyze the welfare loss caused by the incor-
rect choice. As an application, we analyze the problem
of education (or giving information). An authority aims
to support an agent to make a correct choice by giving
her correct information. We carry out comparative stat-
ics on the solution of the government’s decision problem
to gain some insights regarding the effectiveness of envi-
ronment education. Our framework enables comparison
of utility the agent feels before and after the education.
Thereby, our framework helps the design of an education
system that makes the agent happier most effectively. We
carry out comparative statics on the solution of the gov-
ernment’s decision problem to gain some insights regard-
ing the effectiveness of environment education.

keywords: education, expected utility, incomplete in-
formation, value of information

1. INTRODUCTION

In this paper, we present a simple framework with
which an analyst can discuss the true welfare level of an
agent making a decision based on incorrect information.
As an application, we present a model of education.

First, consider the following two simple examples of
the situations we deal with.

1) Child’s decisions and education: A child (she) is
clearly not well informed. However, she also makes de-
cisions based on her incomplete information. A parent

(he) wants to educate the child, so that she can be hap-
pier. However, he cannot control his child fully. The child
changes her decisions after being educated, but she con-
tinues to make autonomous decisions based on the up-
dated information. How should the parent educate his
child?

2) Electric bill and education: These days, the popula-
tion of environment-conscious people has been increas-
ing. As an example, how can one reduce her electric bill
to reduce emission of global warming gas? She does not
necessarily know what appliance consumes how much
electricity. She may not know the impact of 1 kWh
of electricity to global warming either. In such a case,
even an environment-conscious person cannot make ad-
equate environment-friendly decisions. How should the
informed authority educate the citizens?

In the above two examples, a single decision maker (an
agent) has to make decisions based on incorrect informa-
tion. The agent is not necessarily aware of the incorrect-
ness. However, she is always purposeful so that she tries
to do the best within her informational constraints.

An analyst is interested in dealing with how well-off
the agent is from the decision she made. The analyst is
not the agent herself. Standard rational choice models
have ignored the situations in which agents make deci-
sions based on incorrect information (see for instance [1],
[2], [3]). We shed light on such cases.

In our setting, the agent maximizes incorrect utility
function when she believes that she has correct informa-
tion at hand and in fact the information is incorrect. At
other times, even when the agent is aware of the incom-
pleteness of the information she has at hand, she may still
use an incorrect estimate, whose value she believes is not
too far away from the true value. We claim that in the
above two examples, a child or a citizen in general fol-
lows such a decision procedure quite often.

We describe the situation of our interest in a little more
detail below.

For each consequence of the choice made, the agent



acquires some subjective evaluation ex-post. Following
standard ordinal utility theory, we assume that it is pos-
sible to represent the evaluation by a number on the set
of real numbers. The better the evaluation, the bigger the
number.

How is the evaluation determined? The evaluation de-
pends on the choice and the state of the world. We as-
sume that there is a complete set of state variables, such
that once the state variables are determined, the agent ac-
quires a unique evaluation from the consequence of each
choice she made. State variables may represent various
factors such as market size, medical information or any-
thing. However, state variables represent some objective
data describing some aspect of the world. Once the agent
knows the correct state variables and her utility function,
she faces a choice problem without uncertainty. We call
potential utility function this deterministic ordinal util-
ity function parameterized by the state variables of true
value.

We assume that the agent knows that the decision situ-
ation has the above stated structure. However, the agent
may not necessarily know the true value of state variables
at the time of decision making. Nevertheless, no matter
whether the agent is aware of the fact that she has only
incomplete information regarding the world, the agent
makes a guess or an estimate on the state variables and
maximizes the utility function parameterized by the state
variables with wrong estimates.

To sum up, an agent maximizes subjective utility de-
termined with her estimate ex-ante at the time of decision
making but experiences potential utility from the conse-
quence ex-post.

An analyst who knows all the relevant data of the deci-
sion situation and the agent’s mind described above may
analyze the situation in which the agent makes a wrong
decision. In the next section, we discuss the justification
of our approach from epistemological and procedural per-
spective.

2. JUSTIFICTATION OF POTENTIAL UTILITY
APPROACH

2.1. Use of potential utility models The most basic
assumption regarding potential utility approach is that the
decision maker (she) does not know the potential utility
facing the decision problem. Then, who is an analyst (he)
using potential utility models and for what purpose does
he use the models?

One possible application is ex-post analysis, in which
the agent is the analyst herself after a decision. After a
decision, the agent may know the correct information re-
garding the world. The agent may calculate the welfare
loss caused by the wrong choice due to incorrect informa-
tion she had at the time of decision making. This calcula-
tion corresponds to the calculation of the value of infor-
mation in decision analysis. Decision analysis compares
the utility brought about by expected utility maximiza-
tion and utility resulting from maximization of the utility
of complete information.

Theory of hypergames[4] and the related frameworks
such as model of interperception[5] and intelligent polya-
gent learning model (I-PALM) [6] treating multi-agent
decision situations belong to this category. Their frame-
works enable us to represent the agent’s misperception
regarding the perception of other agents in concern. In
hypergames, the state parameters are the other agents’
choices. However, they do not explicitly treat incorrect-
ness of understanding of the world in general. By intro-
ducing potential utility perspective to those frameworks,
it may be possible to obtain deeper understanding on the
situations in which multiple agents make decisions on in-
correct information.

Another possible application we treat in the next sec-
tion is education problem. While a child (an agent) may
not know the correct information, her parent (an analyst)
may know both what his child has in mind and the cor-
rect information. Then the parent can predict the con-
sequence of his child’s incorrect decision and the conse-
quent welfare loss. The parent wants his child to live a
smart life and be happy. Potential utility model may sup-
port the parent to design the optimal education that makes
his child happier.

How natural is the assumption that the authority knows
the structure of the utility function of the learner? We
have two responses to this criticism. First, it is not unnat-
ural at all to assume that the authority knows the struc-
ture of the parameterized utility function. Even general
equilibrium models, whose main value is that the model
works without the institution modeler knowing the spe-
cific utility functions of the market participants, assumes
some mild structure on the participants’ utility functions.
Secondly, the authority does not necessarily have to know
what particular information the learner has. It may very
well be that the decision problem for the authority is with
uncertainty expressed by a standard probabilistic model.

2.2. Decision procedural issue The second important
assumption of our approach is that the agent maximizes
some incorrect utility function. How can we justify the



assumption?

First, it is obvious that there are many cases in which
we are confident before the consequence that we made a
correct choice and in fact it turned out wrong. Standard
rational choice models do not treat such a situation while
our approach can.

Secondly, even when the decision maker herself is
aware that she may not have the correct information, she
may still adopt utility maximization based on some esti-
mation. Clearly in public policy and management, fore-
casts and estimates have large impacts and they are used
as parameters composing the utility function, instead of
expected utility with a probabilistic distribution. At least,
we the authors often make decisions on a good guess
of relevant information rather than expected utility maxi-
mization.

Suppose the decision maker does not know the correct
probabilistic distribution or there is no objective quan-
titative model describing uncertainty in concern, does it
make sense to maximize expected utility using almost ar-
bitrarily determined subjective probability[7]? We do not
know any evidence. Likewise, decision criteria like max-
min, min-max, or Hurwitz are also meta-chosen subjec-
tively and there is no objective reason why one decision
criterion is better than another. If the agent is aware of the
possibility of error in the estimate, choice by estimation-
parameterized utility can be considered as a decision cri-
terion.

3. MODEL

An agent faces a choice-level decision problem. The
agent chooses from a set of alternatives A. When a chioce
is made, the agent acquires subjective evaluation ex-post
represented by utility (real number in set R). The causal
relationship between the alternative variable and utility
is objective and deterministic with respect to the state of
the world represented by the state variables K. That is,
there exists a function U·(·) : A × K → R that corre-
sponds choice e ∈ A and the state of the world k ∈ K
to the evaluation of the consequence of choice Uk(e).
When the agent makes a choice in the world with state
k∗ ∈ K, her evaluation is given by the potential utility
Uk∗(·). The agent knows that she is facing a decision
context characterized by the family of utility functions
U·(·), but she does not know the correct value of state
variables K. Denote k ∈ K the value of state variables
that the agent estimates and denote ek ∈ A the solution
of the decision problem maxe∈A Uk(e). The potential

utility the agent acquires when she chooses the optimal
(in terms of her incorrect model) alternative is given by
Uk∗(ek). If the agent had the correct information of the
state variables k∗ ∈ K, she would solve the decision
problem maxe∈A Uk∗(e), and her choice will make her
feel Uk∗(ek∗). Thus, the welfare loss of the agent due to
incorrect choice is Uk∗(ek∗)− Uk∗(ek).

An analyst can use the understanding of the welfare
loss to design the institution on which the agent makes
decisions. We see an application of the model to educa-
tion problem in the next section.

4. APPLICATIONS TO EDUCATION OF
ENVIRONMENTAL ISSUES

A government or a nonprofit wants to educate people to
know more about the environmental issues. The aim of
the education is to change the people’s behavior so that
they can be happiest. However, the government wants
to minimize the education cost as well. The task of the
government is to look for the best trade-off. In this sec-
tion, we first describe the decision problem of the people
(agents) regarding environment-friendly actions. Then,
we describe the decision problem of the government (an-
alyst) to determine the optimal education level. We carry
out comparative statics on the solution of the govern-
ment’s decision problem to gain some insights regarding
the effectiveness of environment education.

4.1. Decision problem of an agent

An agent wants to know how environment-friendly
she should act. She feels good when the environment
improves by her action, but environment-friendly action
burdens her. She is looking for the best tradeoff.

Let e be the effort level of environment-conscious ac-
tions such as purchasing environment-friendly goods, and
reduction and separation of garbage. Denote k the mar-
ginal environmental improvement brought about by a unit
effort level. For instance, reduction of 1 kg kWh of
electricity consumption may cause reduction of k kg of
carbon-dioxide. k represents objective data determined
by the external factors. The agent does not always know
the correct value of k. Denote k∗ the correct value of k.

When the agent makes effort e, she feels ak∗e of pos-
itive utility. On the other hand, environment-friendly ef-
fort e burdens the agent by de2. This cost function is a
simple example of cost functions in which the marginal
cost increases with effort. For example, it is impossi-



ble to reduce CO2 consumption to 0 kg. However, it is
much easier for an ordinary citizen in OECD countries to
reduce 1 kg a day of CO2 consumption from their cur-
rent consumption level. a and d are environment sensi-
tivity and cost sensitivity respectively, subjective for each
agent.

The information relevant to the agent’s decision is only
k. Therefore, the agent understands the causal relation-
ship between her action and how she feels as a result by
a parameterized utility function Uk(e) = ake− de2. The
causal model (parameterized utility) is correct in that,
when the substituted information parameter is correct,
that is (k = k∗), Uk∗ gives correct potential utility for
each effort level e.

The agent chooses the effort level e that maximizes
Uk(e). Denote ek the solution of the decision problem
maxk Uk(e). The potential utility the agent feels when
she chooses the optimal (in terms of her incorrect model)
effort level is Uk∗(ek).

4.2. Education problem of the authority The deci-
sion problem of the authority is how much it should in-
vest to enlighten wrongly informed agents. We assume
that when an agent is enlightened, she knows the correct
value k∗. Thus when an agent is enlightened, utility func-
tion of her decision model changes from Uk to Uk∗ . ed-
ucation requires communication such as commercials or
pamphlets for which the authority has to pay the cost. Let
p2/a be the cost required to enlighten citizens with envi-
ronment sensitivity parameter a, where p(0 ≤ p ≤ 1)
is the probability that an agent is enlightened. This cost
function is again a simple function whose marginal cost
increases regarding p. Cost is decreasing in a since it
is easier to enlighten more sensitive agents. Particularly,
it is extremely costly to educate completely indifferent
agent for whom a = 0.

The authority evaluates the effect of education by the
rise in the welfare of agents. The utility of the agent be-
fore and after the education are Uk∗(ek) and Uk∗(ek∗)
respectively. Thus the rise in the welfare is Uk∗(e∗k) −
Uk∗(ek).

The decision problem of the authority is to determine
the best education level p. That is maxp p(Uk∗(e∗k) −
Uk∗(ek))− p2/a.

4.3. Analyses The solution of the agent’s decision
problem is ek = ak/(2d).

The solution of the education problem is

popt =
{

a2(k − k∗)2/(8d) (0 ≤ a2(k − k∗)2/(8d) ≤ 1)
1 (a2(k − k∗)2/(8d) ≥ 1)

In the subsequent analyses, popt ≤ 1.

First, as is well known in the field of institution design,
education does not always lead to more environment-
friendly behavior. If an agent is environment maniac, for
whom k > k∗ before education, she will make less effort
after education. Notice however that the agent’s utility
always rises by education.

Comparative statics on the solution of the authority im-
plies the following features.

1. The higher the environment sensitivity, the higher
the optimal level of education.

2. The higher the cost sensitivity, the lower the optimal
level of education.

3. The larger the difference between the information
the agent has before and after the education, the higher
the optimal level of education.

The implications are backed up by intuition.

First, regarding 1., it is obvious that education works
more effectively in a society with conscious citizens. It
is not effective to educate indifferent people. Notice that
giving correct information and raising people’s interest
are different issues.

Secondly, regarding 2., if environment-friendly prod-
ucts are too expensive or reduction of energy consump-
tion is too costly for daily life for instance, it is clearly
difficult to change the behavior of people by education.
Both education and technological innovation regarding
environment should be implemented to make a more
environment-friendly society.

Finally, regarding 3., if the agents are already well-
informed, it is no use educating them more. The insight
is similar to value of information in decision analysis.

In the case in which popt = 1, notice that function
in the classification condition (a2(k − k∗)2/(8d) ≥ 1)
retains the comparative statics described above. There-
fore, we know in what intuitive cases we want to educate
agents for sure. Particularly, when correct knowledge
seems vital for the welfare of the agent, that is |k − k∗|
is large, perfect education seems essential. A familiar
example may be the education of the danger of drugs to
young people.
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