Title: Potentiality Evaluation for Revegetation of abandoned lands from coal mining activities based on Support Vector Machine

Author(s): ZHUANG, Chuanli; LI, Daoliang; GUO, Xiangyun; FU, Zetian

Citation: Issue Date: 2005-11

Type: Conference Paper

Text version: publisher

URL: http://hdl.handle.net/10119/3953

Rights: ©2005 JAIST Press

Potential Evaluation for Revegetation of abandoned lands from coal mining activities based on Support Vector Machine

ZHUAU Chuanli¹, LI Daoliang², GUO Xiangyun³ and FU Zetian ⁴*
¹ College of Economics & Management, China Agricultural University, 100083, Beijing P.R. China
zhuangchuanli@163.com
²,³,⁴College of Engineering, China Agricultural University, 100083, Beijing P.R. China
⁴ Key Laboratory of Modern Precision Agriculture System Integration, Ministry of Education
100083, Beijing P.R. China
*corresponding author:cauzcl@cau.edu.cn

ABSTRACT

Activities of excavating coal exsind natural vegetation and deposit stone on the natural land that modified the natural land contribute to waste farmlands. Additionally, pollution of environment, losses of human life, human settlements and the infrastructure are also rising, which certainly demands urgent attention. Revegetation had been considered as a kind of cost-effective means. A reasonable potentiality for Revegetation of abandoned lands from coal mining activities is benefit for planning of Revegetation.

In this paper, 34 instances were investigated, and seven attributes such as slope angle, elevation, topographic wetness index, lineaments, geological formations, soil types, condition of traffic, correlative with abandoned lands were recorded. A potentiality evaluation method based on support vector machine was proposed and was tested on those data. The purpose of SVM proposed in this paper is to construct a model that suggests target value of data instances in the testing set using only the given attributes. We randomly select 22 data instances to construct the SVM model. Testing is made by rest data.

The results show SVM the good performance of potentiality evaluation with RBF kernel. it manages to achieve 95% success on the training set and 75% success on the testing set. Experiments performed also show that the performance of this method is mostly superior to that of artificial neural networks and SVM can be employed as an efficient method for evaluating the revegetation potentiality of abandoned lands from coal mining activities.
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1. INTRODUCTION

The problem of abandoned land from mining activities is aggravated since the coal boom [1,2]. Activities of excavating coal exsind natural vegetation and deposit stone on the natural land that modified the natural land contribute to waste farmlands. Additionally, pollution of environment, losses of human life, human settlements and the infrastructure are also rising, which certainly demands urgent attention. Revegetation had been considered as a kind of cost-effective means. The first step is that the potentiality for revegetation of abandoned lands from coal mining activities should be evaluated in order to decide where should be revegetated firstly with lower cost and in shorter time. Literatures also show that some attempts had been done that the schemes of revegetation potentiality vary with the different kinds of abandoned land in several countries [3]. However, there are less systematic approaches to estimate potential of abandoned land from mining via innovative technology, especially in China.

Although several techniques are available for the potentiality evaluation of abandoned land from mining investigation[4,5], a number of issues that affect the performance of these techniques have been identified, including the difficulties of handling continuous (i.e. numerical) and categorical data together[6-8]. However, in the light of present knowledge, few research studies have attempted to consider the application of alternative techniques such as artificial neural networks, support vector machine in order to resolve these problems [9].

The main aim of this study is to develop an abandoned land from mining potentiality evaluation model for evaluating value using support vector machines. The brief of the support vector machine (SVM) and artificial neural network (ANN) are described in Section 2. Sections 3 discuss the application of the potentiality evaluation model for abandoned land from coal mining activity. Some conclusions are presented in Section 4.
2. THE BRIEF OF SVM AND ANN

2.1 the brief of SVM

The SVM can be considered to create a line or hyperplane between two sets of data for classification [4-10]. In the case of a two-dimensional situation, the action of the SVM can be explained without any loss of generality.

Fig. 1 shows the classification of a series of points for two different classes of data, class A (circles) and class B (squares). The SVM attempts to place a linear boundary represented by a solid line between the two different classes, and orients it in such a way that the margin represented by dotted lines is maximized. The SVM tries to orient the boundary such that the distance between the boundary and the nearest data point in each class is maximal. The boundary is then placed in the middle of this margin between the two points. The nearest data points are used to define the margins and are known as support vectors (SVs) represented by grey circles and squares. Once the SVs are selected, the rest of the features set can be discarded, since the SVs contain all the necessary information for the classifier [11].

Let \( \{ (x_i, y_i), i = 1, \cdots, N \} \) be a training sample set \( S \); each sample \( x_i \in \mathbb{R}^N \) belongs to a class by \( y_i \in \{-1,1\} \). The goal is to define a hyperplane which divides \( S \), such that all the points with the same label are on the same side of the hyperplane while maximizing the distance between the two classes A, B and the hyperplane. The boundary can be expressed as follows:

\[
    w \cdot x + b = 0, w \in \mathbb{R}^N, b \in \mathbb{R}
\]  

where the vector \( w \) defines the boundary, \( x \) is the input vector of dimension \( N \) and \( b \) is a scalar threshold. At the margins, where the SVs are located, the equations for classes A and B, respectively, are as follows:

\[
    w \cdot x + b = 1, w \cdot x + b = -1
\]  

(2)

As SVs correspond to the extremities of the data for a given class, the following decision function can be used to classify any data point in either class A or B:

\[
    f(x) = \text{sign}(w \cdot x + b)
\]  

(3)

For Gaussian kernels every finite training set is linearly separable in feature space [11]. Then the optimal hyperplane separating the data can be obtained as a solution to the following constrained optimisation problem [12]: find \( w \in \mathbb{R}^N \) to minimize

\[
    \tau(w) = \frac{1}{2} \|w\|^2
\]  

(4)

Subject to

\[
    y_i(w \cdot x_i + b) \geq 1(i = 1, \cdots, N) \quad (5)
\]

where \( N \) is the number of training sets.

The solution of the optimisation problem Eq. (4) is called hard margin SVM classifier. Introducing Lagrange multipliers \( \alpha_i \geq 0 \) \( i = 1, 2, \cdots, N \); one for each of the constraints in Eq. (5), we obtain the following Lagrangian:

\[
    L(w,b,\alpha)=\frac{1}{2}w^2 - \sum_{i=1}^N \alpha_i y_i(w \cdot x_i - b) + \sum_{i=1}^N \alpha_i
\]  

(6)

The task is to minimise Eq. (6) with respect to \( w \) and \( b \) and to maximise it with respect to \( \alpha_i \). At the optimal point, we have the following saddle-point equations:

\[
\frac{\partial L}{\partial w} = 0 \quad \frac{\partial L}{\partial b} = 0
\]  

(7)

which translate into

\[
    w = \sum_{i=1}^N \alpha_i y_i x_i, \quad \sum_{i=1}^N \alpha_i y_i = 0
\]  

(8)

From Eq. (8) it can be seen that \( w \) is contained in the subspace spanned by the \( x_i \). By substituting Eq. (5) into Eq. (4), the dual quadratic optimisation problem can be obtained

Maximize

\[
    L_D(\alpha) = \sum_{i=1}^N \alpha_i - \frac{1}{2} \sum_{i=1}^N \alpha_i \alpha_j y_i y_j x_i \cdot x_j
\]  

(9)

Subject to

\[
    \alpha_i \geq 0(i = 1, 2, \cdots, N), \sum_{i=1}^N \alpha_i y_i = 0
\]  

(10)

Thus, by solving the dual optimization problem, one obtains the coefficients \( \alpha_i, i = 1, 2, \cdots, N \) which needs to express the vector \( w \) to solve Eq. (4). This leads to the non-linear decision function.

\[
    f(x) = \sum_{i=1}^N \alpha_i y_i x_i \cdot x
\]  

(11)

where \( f(x) \geq 0 \) if \( x \) is a training data, \( f(x) < 0 \) if \( x \) is a testing data.
In cases where the linear boundary in the input spaces are not enough to separate into two classes properly, it is possible to create a hyperplane that allows linear separation in the higher dimension. In SVM, this is achieved through the use of a transformation $\Phi(x)$ that converts the data from an $N$-dimensional input space to $Q$-dimensional feature space:

$$s = \Phi(x)$$  \hspace{1cm} (12)

where $x \in \mathbb{R}^N$ and $x \in \mathbb{R}^Q$.

Substituting the transformation Eq. (12) in Eq. (3) gives the decision function as

$$f(x) = \text{sign} \left( \sum_{i=1}^{N} \alpha_i y_i (\Phi(x) \cdot \Phi(x_i)) + b \right)$$  \hspace{1cm} (13)

A kernel function $K(x, y) = \Phi(x) \cdot \Phi(y)$ is used to perform the transformation into higher dimensional feature space. The basic form of SVM is obtained after substituting the kernel function in Eq. (13) as follows:

$$f(x) = \text{sign} \left( \sum_{i=1}^{N} \alpha_i y_i K(x_i, x) + b \right)$$  \hspace{1cm} (14)

Any function that satisfies Mercer’s theorem can be used as a kernel function for computing the dot product in feature space. There are different kernel functions such as linear, polynomial, Gaussian Laplacian RBF, and Sigmoid used in SVM.

### 2.2 The Brief of ANN

Artificial Neural networks are composed of simple elements operating in parallel[11-13]. These elements are inspired by biological nervous systems. As in nature, the network function is determined largely by the connections between elements. We can train a neural network to perform a particular function by adjusting the values of the connections (weights) between elements. Commonly neural networks are adjusted, or trained, so that a particular input leads to a specific target output. Such a situation is shown below. There, the network is adjusted, based on a comparison of the output and the target, until the network output matches the target. Typically many such input/target pairs are used, in this supervised learning, to train a network. Batch training of a network proceeds by making weight and bias changes based on an entire set (batch) of input vectors. Incremental training changes the weights and biases of a network as needed after presentation of each individual input vector. Incremental training is sometimes referred to as "on line" or "adaptive" training. Neural networks have been trained to perform complex functions in various fields of application including pattern recognition, identification, classification, speech, vision and control systems.

The following algorithm outlines the operation of the SCL network.

We assume that the number of nerve cell in input layer is $R$; the competed layer composes $S$ nerve cells; the number of input model is $N$ and input model is $(p_1, p_2, \cdots, p_R) k = 1, 2, \cdots N$

#### Step1:

Endow the linked weight weights $w_{ij}$ of networks with random value in the region of $[0, 1], (i=1, 2, \cdots R, j=1, 2, \cdots S)$, Normalized the input model, and subject to \n$$\sum_{i=1}^{R} w_{ij} = 1 \hspace{1cm} (j=1, \cdots, S)$$

Define the original value of learning rate $\alpha(0 < \alpha < 1)$.

Define the biases $b_i$ $(0 < b_i < 1) \hspace{1cm} i=1, 2, \cdots, S$

Define the total learning time is $T$.

Let $t=1$. $t$ represents the training time.

#### Step2:

Select any one mode $P = (p_1, p_2, \cdots, p_R)$ in model $(N)$ to input layer.

#### Step3

Calculate the distance between \n$$W_j = (w_{1j}, w_{2j}, \cdots, w_{Rj}), \hspace{1cm} j=1, 2, \cdots S \text{ and } P; \text{ and let} \hspace{1cm} n_j = \sqrt{\sum_{i=1}^{R} (p_i - w_{ij})^2 + b_i \hspace{1cm} (j=1, \cdots, S)}$$
Step 4

Find out the least distance \( n_j \), define the winner neuron \( g \).

\[ n_g = \max(n_i) \quad i = 1, 2, \cdots, S \]

Step 5

Adjust the weight linked with the winner neuron.

\[ w_{ig}(t) = w_{ig}(t-1) + \alpha[p_j - w_{ig}(t-1)] \]

\[ i = 1, 2, \cdots, R \]

Step 6:

Select another learning mode to networks input layer. Return to step 3. The learning process will not end until all the learning modes have been provided to networks.

Step 7:

Let \( t = t+1 \). Return to step 2. The whole process will not end until \( t = T \).

3. APPLICATION

3.1 Data description

The benchmark data set contains 34 instances. Every single instance consists of two types of Information. One is information that contain abandoned land conditions such as slope angle, elevation, topographic wetness index, lineaments, geological formations, soil types, condition of traffic. The other information is about the evaluation value of abandoned land, which is target value and can be grouped into two classes: (1) Tractable (2) Non-tractable.

The purpose of SVM proposed in this paper is to construct a model that suggests target value of data instances in the testing set using only the given attributes. For training purposes, we random select 22 data instances to construct the SVM model. Testing (or ex post facto prediction) is made by rest data.

Because SVM method required the input data are quantificational, Scale method was adopted for qualitative data expressed as a quantity. The data was classified into 10 categories, labeled 0.1, 0.2…1 separately.

As a matter of convenience, we have normalized all input data. Function of membership grade was used to normalize the quantificational data, for example: maximum-minimum Function of membership grade.

\[ r_1(x) = \begin{cases} 0 & 0 \leq x < q_{\min} \\ \frac{x - q_{\min}}{q_{\max} - q_{\min}} & q_{\min} \leq x < q_{\max} \\ 1 & q_{\max} \leq x \end{cases} \]

which \( q_{\max} \) and \( q_{\min} \) are the max value and min value of collected data.

3.2 Matlab toolboxes

Two software package of MATLAB were used in this work. SVM6.81 that developed by the students of Prof. Deng Naiyang in China agricultural university is a good tool for classification and regression. All parameters of SVM can be input interactively by user.

3.3 Configuration of SVM

SVM method has a lot of parameters to be set such as selection of kernel and the representation of the data. Moreover, it turns out to be surprisingly sensitive to specific choices of representation and kernel. In order to produce robust results, many experiments were conducted on these parameters, and the optimal parameters are gained.

As shown in the figure 4, because the experiment with linear kernel without changes of parameter it’s evaluation success rate is always 0.72, so it’s curve doesn’t display on figure 4), the RBF kernel gives the
best results with $\gamma = 1$, the evaluation success rate is up to 95% on test set. We can also recognize from this validation process that it is important to choose the appropriate parameters. The optimal parameters on different kernels are summarized in Table 1.

![Image: The evaluation success rate of different kernel](image_url)

Table 1. Optimal parameters for SVM with different kernel

<table>
<thead>
<tr>
<th>Kernels</th>
<th>$\gamma$</th>
<th>$r$</th>
<th>$d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Polynomial</td>
<td>0.1</td>
<td>0.3</td>
<td>-</td>
</tr>
<tr>
<td>Radial basis function (RBF)</td>
<td>0.1</td>
<td>0.3</td>
<td>3</td>
</tr>
<tr>
<td>Sigmoid</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Here, $\gamma$, $r$, and $d$ are kernel parameters. So the RBF kernels are selected with $\gamma = 1$ in our method.

3.4 Design of ANN

The ANNs have much different architecture and the most popular type of neural network is the back propagation neural network (BP). BP works well for pattern matching and for trend analysis. The BP can learn many different output patterns simultaneously with dramatic accuracy. A conventional BP uses three layers of nodes, the input layer, the hidden layer and output layer. According to above principle and the practices problem, the new models architecture in this study is as fig 5. The input pattern consists of 7 input neurons. The hidden layer consists of 18 hidden neurons. The output pattern consists of only one output neuron.

![Image: The ANN back-propagation model](image_url)

3.5 Results

We evaluated the performance of the proposed SVM method and compared it with that of Back-propagation model (an artificial neural network) in Table 2. The table shows test success rates that were achieved under different method. Examining the results, we can see that ANN manages to achieve 66% success rate on the test set and the SVM is 75%. SVM with RBF kernel gives relatively better results.

Table 2. Performance comparison between SVMs and Kernel Training success rate Test success rate

<table>
<thead>
<tr>
<th>Kernel</th>
<th>Training success rate</th>
<th>Test success rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANN(BP)</td>
<td>100%</td>
<td>66%</td>
</tr>
<tr>
<td>SVM(RBF)</td>
<td>95%</td>
<td>75%</td>
</tr>
</tbody>
</table>

4. Conclusion

We have presented SVM that finds maximum margin hyperplanes in a high-dimensional feature space, emulating Vapnik’s SVM. The objective of this paper was to show the comparableness of SVM method to artificial neural networks in the outlier detection problem of high dimensions. Experiments performed on real dataset show that the performance of this method is mostly superior to that of artificial neural networks. We can use a variety of methods to evaluate the potentiality for revegetation of abandoned land from coal mining activity. The accuracy and fastness is the barometer of reducing the cost of maintenance and operating of revegetation. The proposed method, SVMs served to exemplify that kernel-based learning algorithms can be employed as an efficient method for evaluating the revegetation potentiality of abandoned lands from coal mining activities. Since SVM was shown to be sensitive to the parameters and the choice of kernel, however, more reinforced consideration should be followed in how to select appropriate parameters and kernel for SVM.
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