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ABSTRACT 
 
This paper proposes a classification method for 
environmental sounds based on neural networks. 
However, neural networks need trail and error, 
which are very tedious tasks.  To simplify 
classification accuracy, we investigate two popular 
ensemble learning methods: Bagging and 
AdaBoost. We experimentally compare their 
performances with a single neural network. The 
results show that their performance is slightly 
improved and that bagging works more effectively 
than AdaBoost. 
 
Keywords: Traffic sounds, Ensemble learning, 
Neural networks, Bagging, Boosting 
 
 

1. INTRODUCTION 
 

Research in environmental sound classification is 
less common than research into sound recognition 
of voice or music etc.  This paper discusses a 
classification method using neural networks for 
environmental sounds especially traffic sounds. 
Neural networks are typical classification methods 
that are often applied in various researches. 
However, to acquire enough precision, researchers 
must adjust parameters by trial and error [1][2]. To 
cope with this problem, we adopt ensemble 
learning, a method that improves classification by 
using a group of classifiers [3]. 

 

When using neural networks as classifiers for 
ensemble learning, we expect that classification 
accuracy will be improved without trial and error 
for parameters and network constructions. In this 
paper, therefore, we apply ensemble learning with 
neural network classifiers to improve classification 
accuracy. 

 
In the next section, changing from environmental 
sound data to numerical data for classification is 
described. In the third section, typical ensemble 
learning methods (Bagging and AdaBoost) are 
explained. After experiments that evaluate the 
efficiency of the proposed method are shown, 
conclusions are described in the fifth section. 

 
2. ENVIRONMENTAL SOUND DATA 

 
To classify environmental sounds using neural 
networks, sound data are expressed numerically. 
Sudden changes of sound pressure are considered 
triggers. After pulling triggers, sounds are operated 
by 1024 Fast Fourier Transform (FFT) and features 
as frequencies are extracted.  
 
To put it concretely, environmental sound data 
sampled in 48 kHz are divided into sections, as 
shown in Figure 1. One section includes 1024 
samples, and the totals of 1024 samples of sound 
pressure are regarded as sound pressure differences 
between sections. If the difference of sound 
pressure between adjacent sections is bigger than a 
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Figure 1: Calculation for sound pressure 

certain threshold, the first sample of the section is 
considered the start of an environmental sound case. 

 
As shown in Figure 2, sound pressure data in the 
four sections (the start section and the following 
three sections) are transformed to frequency 
features by 1024 FFT. This method considers the 
maximum value among the four sections in each 
frequency as the basic feature. 

 
Because the basic features of a section consist of 
512 values by 1024 FFT, neural networks with 
basic features become very large. Therefore, the 
averages of all 16 values are computed and 32 
average values are considered the features of a 
sound case. Moreover, these 32 feature values are 
normalized within 0-1 to input neural networks. 
 

3. ENSEMBLE LEARNING 
 
The proposed method applies Bagging [4] and 
AdaBoost [5][6] as typical ensemble learning 
methods that use combinations of classifiers 
generated by a certain number of learned weak 
classifiers (in this paper neural networks are 
applied). 
 

In the following explanation,  shows a feature 
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3.1 Bagging 
 

Bagging method selects N  samples randomly 

based on fixed probabilities ( ) from an 

original training set consisting of N  samples (but 

N/1



repeated selection of the same samples is 
permitted). One classifier is generated from 
learning with the selected cases. 
 
Figure 3 shows an example of resampled training 
sets (Bootstrap [7]). In this example, an original 
training set consists of six samples. In the original 
training set below, three resampled training sets are 
expressed. 

 
As shown in this figure, some samples such as 1,2, 
and 3 may be selected repeatedly, but other 
samples such as 4,5, and 6 are selected only once 
or not at all. 
 
In the Bagging method, generation of classifiers by 
random sampling and learning are repeated to 
improve classification performance using a group 
of generated classifiers. The Bagging method 
algorithm is shown in Figure 4.   
 
 In Breiman’s original Bagging method [4], a final 
classification result is decided by the most 
approvable category for which each learned 
classifier votes. However, because the output of 
neural networks is a continuous value, how neural 
networks decide one category for one vote based on 
such values is problematic. Moreover, output to 
categories except the voted category affects 
nothing. In this paper, the output of each classifier 
is totaled, and a final Bagging classification result 
is the category that has the best value [8] (Formula 
(1)). 
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3.2 AdaBoost 

 
To apply AdaBoost to neural networks, we use 
Freund’s Adaboost.M2 algorithm, as shown in 

Figure 5.  in Figure 5 is a set of all mislabels B

{ }iyyNiyiB ≠∈= },,..,1{:),( ,  is an index of 

sample , and  is a pair of incorrect labels 

 for sample . 
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Figure 4: Bagging algorithm 
 

[Training phase] 

• Samples: ),(),...,,( 11 NN yy xx  

• Label: { }cYyi ,...,1=∈  

1. Initialize parameters. 

• Ensemble: ∅=0H  

• Number of classifiers to train: L  

2. For Lk ,..,1=  

• Take a bootstrap [7] sample kS  from S . 

• Build a classifier kh  using kS  as the 

training set. 

• Add classifier to current ensemble: 

kkk hHH ∪= −1  

[Classification phase] 

3. Run Lhh ,...,1  on input x . 

4. Class with maximum number of votes is  

chosen as label for x . 

Original Training Set     1, 2, 3, 4, 5, 6 
 
Resampled Training Set 1  2, 3, 1, 1, 4, 5 
Resampled Training Set 2  3, 1, 5, 2, 3, 4 
Resampled Training Set 3  6, 1, 2, 3, 2, 5 

Figure 3: Example of resampled training sets 



 

The AdaBoost method gradually changes sampling 
rates  to choose learning cases every time one 

classifier  is generated. For this procedure, 

difficult cases are learned more and classifiers that 
can deal with difficult cases are gradually 
generated. 

w

kh

Figure 5: AdaBoost.M2 algorithm 

[Training phase] 

• Samples: ),(),...,,( 11 NN yy xx , 

• Label: { }cYyi ,...,1=∈  

1. Initialize parameters. 

• Ensemble: ∅=0H  

• Number of classifiers to train: L  

• Byiw /1),(1 =  for Byi ∈),(  

2. For Lk ,...,1=  

• Take sample kS  from S  using mislabel 

distribution kw . 

• Build classifier kh  using kS  as the training 

set.  

• Calculate the pseudo-loss of kh : 
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• Update kw : 
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where kZ  is a normalization constant 

(chosen so that 1+kw  will be a distribution). 

• Add the classifier to the current ensemble: 
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Figure 6 is an example of resampled training sets 
by AdaBoost. This original training set consists of 
six samples. Here, suppose that sample 6 is 
difficult to learn. From this example, it is 
understandable that sample 6 will be chosen much 
later. 

Original Training Set     1, 2, 3, 4, 5, 6 
 
Resampled Training Set 1  6, 3, 2, 5, 4, 2 
Resampled Training Set 2  6, 5, 1, 2, 1, 6 
Resampled Training Set 3  6, 6, 2, 1, 6, 6 

Figure 6: Example of resampled training sets 

 
4. EXPERIMENTS  

 
4.1 Target data 

 
Table 1 shows targets of environmental sound data 
of classification, which include 11 categories and 
119 cases. 
 
Each category shows a certain sound source that 
belongs either to group A or B. Groups are defined 
based on a point of view that a sound is either an 
emergency case or a normal case. 
In numerical experiments, we compared three 
methods (single NN, Bagging, and AdaBoost) from 
three points: classification accuracy, parameter 
adjustment, and number of classifiers. 

 
 



Table 1: Sound samples 

Group Category Number of 
Samples 

N1 10 
N2 8 Group A 
N3 29 
N4 6 
N5 6 
N6 8 
N7 15 
N8 10 
N9 12 

N10 6 

Group B 

N11 9 
 

4.2 Comparison of classification accuracy 
 

We did experiments on both category and group 
classification. We also tried an experiment that 
used categories in the learning phase and groups in 
the classification phase. Moreover, we compared 
three methods: simple neural networks, Bagging 
with neural networks, and AdaBoost with neural 
networks. To compare the three methods, we 
examined 20 six-fold cross-validations for each 
experiment. In six-fold cross-validation, cases are 
divided into six groups. Five groups are used to 
train and one group is used for tests. Because we 
used 119 cases, about 20 cases were included in a 
group. In Bagging and AdaBoost, 10 classifiers are 
generated. The parameters of neural networks in all 
experiments are shown in Table 2. 
 

Table 2: Parameters for neural networks 
Number of Input Units 32 

Number of Output Units 11 in Category Level
2 in Group Level 

Number of Hidden 
Layers 1 

Number of Hidden 
Units 20 

Learning Rate 0.2 
Range of Outputs 0～1 

 
Results of experiments are shown in Table 3 and 
show classification accuracy by simple neural 

networks (NN), Bagging, and AdaBoost as 
averages of 20 trials. 
 

Table 3: Classification Results  
 NN Bagging AdaBoost

Category Level 0.554 0.572 0.556 
Group Level 0.766 0.804 0.793 
Learned with 

Category Level, 
then Classified 

with Group 
Level 

0.800 0.808 0.805 

 
The experiments clarified the following points.  

• With category level experiments, accuracy 
rates are from 55% to 57% and Bagging is 
the best but differences between the three 
methods are very small. 

• With group level experiments, accuracy rates 
are from 77% to 80%. Bagging with neural 
networks is the best. 

• With experiments learned with category level, 
then classified with group level, the accuracy 
rates of the three methods are about 80% 
with no clear differences. 

• In all experiments, there are only a few 
differences, but the Bagging method with 
neural networks can classify accurately. 

 
4.3 Influence of parameter adjustments 

 
Parameter adjustment is necessary for neural 
networks. We examined how effective ensemble 
learning prevents troublesome parameter 
adjustments.  This experiment was executed with 
category levels in both the training and 
classification phases. 
 
For preparation, we examined classifications with 
various parameters by a single neural network as 
parameter adjustment steps. For these results, 
Table 4 shows the best and the worst two parameter 
combinations. 
 



Table 4: Parameter combinations 

 Best accuracy Worst 
accuracy 

Number of 
Hidden Units 10 20 10 20 
Learning Rate 0.35 0.15 0.05 0.05

 
With each condition shown in Table 4, we 
examined classification experiments by a single 
neural network, Bagging with neural networks, and 
AdaBoost with neural networks. Accuracy rates are 
calculated by averaging 10 six-fold cross-
validation results. The number of classifiers is 10. 
The other conditions are the same as the 
experiments in section 4.2. Results are compared in 
Table 5. 
Although in a single neural network, about 15% 
accuracy difference occurs by quality of parameters, 
Bagging is about 10% and AdaBoost is only 7%. 
Therefore, when using Bagging and AdaBoost, it is 
not necessary to adjust parameters as strictly as 
single neural networks. 
 

Table 5: Comparison of results in different 
parameters 

Learning 
Rate 0.05 0.15 0.35 

Number of 
Hidden Units 10 20 20 10 

NN 0.405 0.449 0.558 0.536 
Bagging 0.450 0.501 0.538 0.559 

AdaBoost 0.487 0.514 0.552 0.542 
 
 
4.4 Number of classifier experiments 

 
We examined whether the number of classifiers 
influences classification accuracy. Accuracy rates 
are calculated by averaging 10 six-fold cross-
validation results. As experiment conditions, the 
number of hidden units is 10, the learning rate is 
0.35, and other neural network parameters are the 
same as the experiments in section 4.2. However, 
the number of classifiers is changed from 1 to 100. 
Results are shown in Figure 7. 

In 5–20 classifiers, AdaBoost has the best accuracy, 
and after 20 classifiers Bagging has the best. With 
more than 50 classifiers, accuracy rates sometimes 
exceed 60%. However, an improvement trend is not 
clearly observed. 
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Figure 7: Change of accuracy rate by 
number of classifiers 

 
 

5. CONCLUSION 
 

This paper described a method that classifies 
environmental sounds especially traffic sounds. To 
improve classification accuracy, we applied 
Bagging and AdaBoost, which are typical ensemble 
learning methods. Experiment results indicate that 
ensemble learning methods are superior to single 
neural networks in accuracy rates and parameter 
adjustments. 
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