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Abstract

Substructural logics are logic obtained from classical logic LK or intuitionistic logicLJ

by deleting some of structural rules. This study is started from study ofFL by Lambek. They
include relevant logics, linear logic and BCK-logics. By introducing sequent calculi which have
the cut elimination theorem we can show various syntacticalresults. But syntactical methods
work well only for particular logics, so we cannot use them for general discussions. So we
need to find useful semantical methods. Since Kripke-type semantics is quite powerful in the
study of modal logics, it does not work well for substructural logics. In recent years, algebraic
methods have been developed as a powerful tool for investigating substructural logics. In this
thesis we study two topics by using algebraic methods. One isan algebraic characterization of
a logical property. The another is about maximal consistentlogics. We show the detail these
topics in following.

Disjunction property For modal logics and intermediate logics Maksimova and Wronśki
show algebraic characterization of some logical properties [13, 22, 12]. Some of the basic
substructural logics are shown to have the disjunction property (DP) by using cut elimination of
sequent calculi for these logics [16, 15]. On the other hand,this syntactic method works only
for a limited number of substructural logics. Here, we show that Maksimova’s criterion [13] on
the DP of superintuitionistic logics can be naturally extended to one on the DP of substructural
logics overFL. By using this, we show the DP for some of the substructural logics for which
syntactic methods do not work well. From algebraic characterization we show that substructural
logic FL[Em

n ] andFL[DN] which does not have cut-elimination theorem have the disjunction
property,

Minimal subvarieties It is known that classical logicCL is the single maximal consistent
logic over intuitionistic logicInt, which is moreover the single one even over the substructural
logic FLew. On the other hand, if we consider maximal consistent logic over a weaker logic
the number of them can be uncountably many. Since the subvariety lattice of a given variety
V of residuated lattices is dually isomorphic to the lattice of logics over the corresponding
substructural logicL(V), the number of maximal consistent logics is equal to the number of
minimal subvarieties (atoms) of the subvariety lattice ofV.

Tsinakis and Wille have shown that there exist uncountably many atoms in the subvari-
ety lattice of the variety of involutive residuated lattices. We will show that while there exist
uncountable many atoms in the subvariety lattice of the variety Vm of bounded representable
involutive residuated lattices with mingle axiomx2 ≤ x, only two atoms exists in the subva-
riety lattice of the varietyVi of bounded representable involutive residuated lattices with the
idempotencyx = x2.
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Chapter 1

Introduction

1.1 Introduction

1.1.1 Background and purpose

The proof theoretic methods and algebraic methods are two important basic ways in study of
logic. The former focuses on finite syntactically structures and the latter take methods like set
theory and so on. So relation of these had not discussed. But for example in these years there
are studies in which the cut elimination theorem is used in proving the finite model property
and the cut elimination is proved by algebraic methods.

The study of logics by algebraic methods studied actively from 1950 to 1960. After that
Grippe semantics become mainstream of semantical study. The conventional algebraic study
turn off study of logics and develop as universal algebra. In1990s , it is used for study of
substructural logic and modal logic.

Roughly substructural logics are logics obtained from intuitionistic logic LJ and classical
logic LK by deleting structural rules. The study starts from the study of categorical grammar
by Lambek and it get active in 1990.

An algebraic study for substructural logics has been developed remarkably in these years.
Also, collaborations of logicians with algebraists who interested in ordered algebraic structures
are on-going. A syntactical proof of the cut elimination is not necessarily easy to understand
for algebraist. Recently we get purely algebraic proof of cut elimination theorem.

In this thesis we principally take up residuated lattices which does not necessarily assume
integrality, commutativity and contractivity. This corresponds to substructural logicFL.

1.1.2 Topics of this thesis

In this thesis, we study two topics.
By applying Maksimova’s result on algebraic characterization of the disjunction property to

substructural logics, we show the disjunction property of many substructural logics, for which
proof-theoretic methods are intractable.

Next, we show that the number of minimal subvarieties of involutive representable resid-
uated lattices is uncountable even if we assume the mingle axiom x2 ≤ x. This strengthens
a related result on representable residuated lattices by Jipsen and Tsinakis, and also one on
involutive residuated lattices by Tsinakis and Wille. Moreover we show that the number be-
comes only two if we assume the idempotent axiomx = x2 instead of the mingle axiom. The
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result makes an interesting contrast with a result by Galatos, which says that the number of
uncountable when the involutiveness is omitted.

Our thesis is organized as follows. The first four chapters are denoted to explanations of the
background; and the last two chapters consist of our main results.

In Chapter 2 we introduce a substructural logicFL and its extensions. First we introduce
sequent calculusLJ. Roughly speaking sequent calculusFL is obtained fromLJ by deleting
all structure rules. To introduce sequent calculusFL we will show that what will happen when
deleting structure rules and why we must introduce new logical connectives fusion, two impli-
cations and propositional constants. Then we define logics overFL as sets of formulas and they
form a complete lattice.

In Chapter 3 we give a brief survey of some results on algebrasfrom a view point of universal
algebra.

In Chapter 4 we introduce residuated lattice which is an algebraic structure of substruc-
tural logics. We will show completeness theorem and discussabout lattice of logics is dually
isomorphic to lattice of varieties of residuated lattices.

In Chapter 5 we give an algebraic proof of the disjunction property of FL, FL[Em
n ] and

FL[DN]. Some basic substructural logics are shown to have the disjunction property by using
cut elimination theorem. Thus, substructural logic which does not hold cut elimination theorem
we cannot prove disjunction property. The algebraic characterization of disjunction property
for logics over intermediate logic is shown by L. L. Maksimova [13]. We extends this result to
logics over substructural logicFL. We construct a suitable well-connected residuated lattice.
It satisfies the condition of the algebraic characterization of disjunction property. These results
in Chapter 5 will be appeared soon in Notre Dame Journal of Formal Logic as “An algebraic
approach to the disjunction property of substructural logics” [20]. Moreover, some parts of
these results are already announced in Chapter 5 of [6].

In Chapter 6 we discuss the number of minimal subvarieties ofinvolutive representable
residuated lattices. First we give a sketch of related results. We discuss the number of minimal
subvarieties of two classes of representable residuated lattices. One is that there are uncount-
ably many minimal subvarieties of bounded representable 3-potent residuated lattices, shown
by P. Jipsen and C. Tsinakis [11]. The another is that there are uncountably many minimal
subvarieties of representable residuated lattice with idempotent axiom, shown by N. Galatos
[5]. Next, we explain a result by C. Tsinakis and A. Wille [21]that there exists uncountably
many minimal subvarieties of involutive residuated lattice. We show that there are uncountably
many minimal subvarieties of bounded involutive representable residuated lattice with mingle
axiom. On the other hand, we show that there exists only two minimal subvarieties of bounded
involutive representable residuated lattice with idempotent axiom. These results are presented
at the conference “Algebraic and Topological Methods in Non-Classical Logics III”, in Oxford.

In Chapter 7 we coclude these results with future works.
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Chapter 2

Sequent calculus of the substructural logic
FL

In this chapter, we introduce a substructural logicFL and its extensions. We introduce sequent
calculusFL is obtained fromLJ by deleting all structure rules. To introduce sequent calculus
FL we will show that what will happen when deleting structure rules. Then we define logics
overFL as sets of formulas and they form a complete lattice.

2.1 Sequent calculusLJ for intuitionistic logic

First, we introduce sequent calculusLJ for intuitionistic logic Int, see [16, 17]. We use
∧(conjunction),∨(disjunction),→(implication) and¬(negation) as logical connectives. By
using these connectives we defineformulasinductively as follows.

Definition 2.1.1 (formula) Formulas are defined inductively as follows;

i. all propositional variables and propositional constants(⊤,⊥) are formulas,

ii. if α, β are formulas thenα ∧ β, α ∨ β, α→ β and¬α are formulas.

A sequentis an expression of the following form.

α1, α2, . . . , αm ⇒ β

whereα1, . . . , αm, β are formulas andm ≥ 0. β can be empty. Hereafter we use capital Greek
lettersΓ,∆, . . . for finite sequences of formulas, separated by commas. Next we define the
sequent calculusLJ. The sequent calculusLJ contains initial sequents and inference rules.

Initial sequents The initial sequentsof LJ are following.

1. α⇒ α

2. Γ⇒ ⊤

3. ⊥,Γ⇒ γ

3



Inference rules

Weakening rules:

Γ⇒ β

α,Γ⇒ β
(left-weakening) Γ⇒

Γ⇒ α
(right-weakening)

Contraction rule:

α, α,Γ⇒ β

α,Γ⇒ β
(contraction)

Exchange rule:

Γ, α, β,∆⇒ γ

Γ, β, α,∆⇒ γ
(exchange)

Cut rule:

Γ⇒ α α,∆⇒ β

Γ,∆⇒ β
(cut)

Logical rule:

α,Γ⇒ γ

α ∧ β,Γ⇒ γ
(left-∧1)

Γ, β,Γ⇒ γ

α ∧ β,Γ⇒ γ
(left-∧2)

Γ⇒ α Γ⇒ β

Γ⇒ α ∧ β
(right-∧)

α,Γ⇒ γ β,Γ⇒ γ

α ∨ β,Γ⇒ γ
(left-∨)

Γ⇒ α
Γ⇒ α ∨ β

(left-∨1)
Γ⇒ β

Γ⇒ α ∨ β
(left-∨2)

Γ⇒ α β,∆⇒ γ

α→ β,Γ,∆⇒ γ
(left-→)

Γ, α⇒ β

Γ⇒ α→ β
(right-→)

Γ⇒ α
¬α,Γ⇒

(left-¬)
α,Γ⇒
Γ⇒ ¬α

(right-¬)

A sequentΓ⇒ ϕ is provablein LJ if it can be obtained from initial sequents by applying rules
of inference repeatedly. A formulaϕ in LJ is provableif a sequent⇒ ϕ is provable. A figure
which shows how a given sequentΓ⇒ ϕ is obtained is called aproof of Γ⇒ ϕ. We say that a
formulaϕ is provably equivalentto another formulaψ in a given sequent calculus, when both
sequentsϕ⇒ ψ andψ ⇒ ϕ are provable in it. For more information onLJ, see [16]

2.2 Substructural logics overFL

In this section, we define substructural logics overFL. The calculusFL is obtained fromLJ

by deleting all structure rules. Roughly speaking extension of FL is called substructural logic
overFL. Before giving the definition, we explain briefly some ideas behind it.

4



2.2.1 Weakening rules and propositional constants

Here we explain relations between propositional constants(⊤,⊥) and weakening rule. InLJ

Γ⇒ ⊤ is an initial sequent. We can show the following.

A formulaϕ is provable inLJ iff ϕ is provably equivalent to⊤ in LJ.

(⇒)

ϕ⇒ ⊤
⇒ ϕ→ ⊤

⇒ ϕ

⊤ ⇒ ϕ

⇒ ⊤→ ϕ

(⇐)

⇒ ⊤→ ϕ

⇒ ⊤ ϕ⇒ ϕ

⊤ → ϕ⇒ ϕ
⇒ ϕ

Moreover we can show that¬ϕ is provably equivalent toϕ→ ⊥ in LJ.
ϕ⇒ ϕ
¬ϕ, ϕ⇒
¬ϕ, ϕ⇒ ⊥
¬ϕ⇒ ϕ→ ⊥

ϕ⇒ ϕ ⊥ ⇒
ϕ→ ⊥, ϕ⇒
ϕ→ ⊥⇒ ¬ϕ

As shown in these proofs, weakening rules are essentially used to show these equivalences.
SinceFLe does not have weakening rules we cannot show these equivalences. To keep the
similar equivalences even for logics without weakening rules we introduce new propositional
constants1, 0 and initial sequents and inference rules for them.

1. ⇒ 1

2. 0⇒
Γ,∆⇒ γ

Γ, 1,∆⇒ γ
(1w) Γ⇒

Γ⇒ 0
(0w)

Roughly speaking the constant1 is the weakest provable formula and0 is the strongest contra-
dictory formula. In fact, by the help of these initial sequent and rule for0, we can show that¬ϕ
is equivalent toϕ→ 0 as follows.

ϕ⇒ ϕ
¬ϕ, ϕ⇒
¬ϕ, ϕ⇒ 0
¬ϕ⇒ ϕ→ 0

ϕ⇒ ϕ 0⇒
ϕ→ 0, ϕ⇒
ϕ→ 0⇒ ¬ϕ

2.2.2 Structural rules and commas

In LJ we can show the following.

ϕ1, ϕ2, . . . , ϕm ⇒ ψ is provable iffϕ1 ∧ ϕ2 ∧ . . . ∧ ϕm ⇒ ψ is provable.

To show the only-if part we need contraction rule, and to showthe if-part we need weakening
rule. On the other hand in substructural logics either without contraction rule or without left-
weakening rule, commas on the left-hand side of sequents don’t behave as conjunctions. To
represent commas in sequents, it is convenient to introducea new logical connective· called
fusion. We add following rules for·.

Γ, α, β,∆⇒ γ

Γ, α · β,∆⇒ γ
(left-fusion)

Γ⇒ α ∆⇒ β

Γ,∆⇒ α · β
(right-fusion)

5



2.2.3 Exchange rules and implications

Suppose that we have exchange rule. We can show that ifα,Γ⇒ β is provable thenΓ⇒ α→
β is provable. But lack of exchange rule we cannot show it. Thus, in sequent calculi without
exchange rule, we introduce two implication connectives\ and/. Moreover it is natural to
introduce two negation connectives∼ and−.

Γ⇒ α Σ, β,∆⇒ γ

Σ,Γ, α\β,∆⇒ γ
(left-\)

α,Γ⇒ β

Γ⇒ α\β
(right-\)

Γ⇒ α Σ, β,∆⇒ γ

Σ, β/α,Γ,∆⇒ γ
(left-/)

Γ, α⇒ β

Γ⇒ β/α
(right-/)

2.2.4 Sequent calculus substructural logicFL

The sequent calculusFL has the following initial sequents and rules;

Initial sequents:

1. α⇒ α

2. ⇒ 1

3. 0⇒

Rules:

Cut rule:

Γ⇒ α Σ, α,∆⇒ β

Σ,Γ,∆⇒ β
(cut)

Logical rule:

Γ,∆⇒ γ
Γ, 1,∆⇒ γ

(1w) Γ⇒
Γ⇒ 0

(0w)

Γ, α,∆⇒ γ

Γ, α ∧ β,∆⇒ γ
(left-∧1)

Γ, β,∆⇒ γ

Γ, α ∧ β,∆⇒ γ
(left-∧2)

Γ⇒ α Γ⇒ β

Γ⇒ α ∧ β
(right-∧)

Γ, α,∆⇒ γ Γ, β,∆⇒ γ

Γ, α ∨ β,∆⇒ γ
(left-∨)

Γ⇒ α
Γ⇒ α ∨ β

(left-∨1)
Γ⇒ β

Γ⇒ α ∨ β
(left-∨2)

Γ, α, β,∆⇒ γ

Γ, α · β,∆⇒ γ
(left-fusion)

Γ⇒ α ∆⇒ β

Γ,∆⇒ α · β
(right-fusion)

6



Γ⇒ α Σ, β,∆⇒ γ

Σ,Γ, α\β,∆⇒ γ
(left-\)

α,Γ⇒ β

Γ⇒ α\β
(right-\)

Γ⇒ α Σ, β,∆⇒ γ

Σ, β/α,Γ,∆⇒ γ
(left-/)

Γ, α⇒ β

Γ⇒ β/α
(right-/)

Note that we define negation rules∼ and− by∼ ϕ⇔ ϕ\0 and−ϕ⇔ 0/ϕ.

We denote the sequent calculusFLe is obtained fromFL by adding the exchange rule and
FLew is obtained fromFLe by adding weakening rule. Note that if we add exchange rule then
α\β andβ/α are provably equivalent inFL. Thus, we use→.

2.3 Substructural logics overFL

Formally,substructural logics overFL (or simply,logics overFL) are defined to be axiomatic
extensions ofFL, i.e. sequent calculi obtained fromFL by adding some additional initial
sequents{⇒ ϕi|i ∈ I}. These formulasϕi should be regarded as schemes, calledaxiom
schemes, and therefore every substitution instanceϕ of them can be taken as an initial sequent.
We denote logic which obtained fromFL by adding axiom schemes{ϕ1, . . . , ϕn} is denoted
by FL[ϕ1, . . . , ϕn].

Similarly, we can introduce the notion of substructural logics overFLe etc. The calculus
FLe can be also regarded as a logic overFL, since the exchange rule can be expressed by a
formula(ϕ · ψ)→ (ψ · · ·ϕ). Also, the contraction rule, the left- and right-weakeningrules are
expressed asϕ→ (ϕ · ϕ), (ϕ · ψ)→ ϕ and(ϕ · ψ)→ ψ, and0→ ϕ, respectively.

But, sometimes it is more convenient to define substructurallogics as sets ofL formulas.
In fact, for each substructural logics overFL (by the above definition), letL be the set of all
formulas provable inL. Then, we can show that the setL satisfies the following, whereFL in
(1) denotes the set of all formulas provable inFL.

1. FL ⊆ L.

2. L is closed under substitution, i.e. if a formulaϕ(p) which includes a propositional
variablep belongs toL thenϕ(ψ) belongs also toL for any formulaψ. Hereϕ(ψ)
expresses the formula obtained fromϕ(p) by replacing every occurrence ofp in ϕ(p) by
the formulaψ.

3. If ϕ, ϕ\ψ ∈ L thenψ ∈ L.

4. If ϕ ∈ L thenϕ ∧ 1 ∈ L.

5. If ϕ ∈ L andψ is an arbitrary formula of the formψ\(ϕ · ψ), (ψ · ϕ)/ψ ∈ L.

From now on, we will take these conditions to give an alternative definition of substructural
logics. That is,

Definition 2.3.1 A setL of formulas is a substructural logic overFL, if it satisfies all of con-
ditions from (1) to (5).

7



Hereafter, we identify the calculusL with the corresponding setL of formulas, and in most
cases, logics are represented by using bold face letters. ByreplacingFL in the condition (1)
by another substructural logicL0, we can introduce the notion of logic overL0. Clearly, every
logic overFLe is a logic overFL, and so on.

The setL of all logics is ordered by the set inclusion. The maximum logic is Φ. The logic
Φ is called theinconsistent logic. Other logics are said to be consistent. Then it is clear that
L1 ∩ L2 ∈ L for anyL1, L2 ∈ L. In general, for any{Li ∈ L|i ∈ I} the intersection

⋂

i∈I

Li is in

L. But unionL1 ∪ L2 is not necessarily. So we defineL1 ∨ L2 as the minimum logic including
L1 ∪ L2. Thus〈L,∩,∨,FL,Φ〉 forms a bounded lattice whose greatest element isΦ and the
least elementFL.

Φ

Classical logic CL

FLew

FL

FLe

Intuitionistc logic Int

Figure 2.1.
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Chapter 3

Universal algebra

As the title of our thesis shows, a special feature of our approach to substructural logics is to
use heavily concepts and tools of algebra. In this chapter wegive a brief survey of some basic
results on algebras from a view point of universal algebra [3], which will be necessary in later
chapters.

3.1 Lattices and Boolean algebras

Definition 3.1.1 (partial order) A structureA = 〈A,≤〉 is apartially ordered set(p.o.set) if
the binary relation≤ satisfies the following. For allx, y, z ∈ A.

(P1) x ≤ x.

(P2) If x ≤ y andy ≤ x thenx = y.

(P3) If x ≤ y andy ≤ z thenx ≤ z.

Moreover if a p.o.setA = 〈A,≤〉 satisfies

(P4)x ≤ y or y ≤ x for everyx, y ∈ A

thenA is a totally ordered set.

Definition 3.1.2 (lattice) A structureL = 〈L,∧,∨〉 is a lattice if it satisfies the following. For
all x, y, z ∈ L.

(L1) x ∧ x = x, x ∨ x = x.

(L2) x ∧ (y ∧ z) = (x ∧ y) ∧ z, x ∨ (y ∨ z) = (x ∨ y) ∨ z.

(L3) x ∧ y = y ∧ x, x ∨ y = y ∨ x.

(L4) x ∧ (x ∨ y) = x, x ∨ (x ∧ y) = x.

Let L = 〈L,∧,∨〉 be a lattice. Define a binary relation≤ by

x ≤ y ⇔ x ∧ y = x.
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Then, we can show that≤ is a partial order. We note thatx∧y = x is equivalent to the condition
x ∨ y = y. Thus each lattice induces always a partial order on it.

Definition 3.1.3 Let X be a set. TheBoolean algebra of subsets ofX, Su(X), has as its
universeSu(X) which is the power set ofX and as operations∪,∩,′ , ∅, X.

3.2 Concepts from universal algebra

Subalgebras, homomorphisms and so on which play an important role in study of algebra can
be introduced into algebras. In this section we show some basic properties. A language (or
type) of algebras is a setF of n-ary operation symbolf . AlgebraA of typeF is an pair〈A,F〉
whereA is a nonempty set and where there is an n-ary operationfA on A. Here after we say
that algebraA meansA of typeF . For further information, see [3].

3.2.1 Homomorphism and isomorphism

Definition 3.2.1 Let A andB be algebras. A mappingα : A → B is a homomorphismif α
satisfies the following conditions.

for anya1, a2 ∈ A, α(fA(a1, . . . , an)) = fB(α(a1), . . . , α(a2)).

Furthermore,

1. if α is an one-to-one mapping thenα is called amonomorphismor aembedding.

2. if α is an onto mapping thenα is called aepimorphismor anonto homomorphism.

3. if α is an one-to-one and onto mapping thenα is called anisomorphism. If there exist an
isomorphismα from A to B thenA is said to beisomorphicto B, writtenA ∼= B.

Definition 3.2.2 Let α : A → B be a homomorphism. Then thekernel ofα, writtenker(α),
and theimage ofα, writtenIm(α), are defined by

ker(α) = {〈a, b〉 ∈ A2 : α(a) = α(b)}, Im(α) = {α(a) ∈ B : a ∈ A}.

If α is a surjective thenIm(α) is equal toB and we say thatB is the homomorphic image
of A. SometimeIm(α) is expressed also byα(A).

3.2.2 Subalgebra and quotient algebra

Definition 3.2.3 Let A andB be two algebras. ThenB is a subalgebraof A if B ⊆ A and
every operationfB of B is the restriction of the corresponding operation ofA. We write simply
B ≤ A whenB is a subalgebra ofA. A subuniverse ofA is a subsetB of A which is closed
under the operations ofA, i.e. if fA is a operation ofA anda1, . . . , an ∈ B we would require
fA(a1, . . . , an) ∈ B.

10



Definition 3.2.4 Given an algebraA define, for everyX ⊆ A,

Sg(X) =
⋂
{B : X ⊆ B andB is a subuniverse ofA}

We readSg(X) as the subuniverse generated byX.

For information onSg, see [3].

Definition 3.2.5 Let A be an algebra and letθ is an equivalence relation onA. Thenθ is a
congruenceonA if θ satisfies the followingcompatibility property:

CP: For each operationfA and elementsa1, . . . , an, b1, . . . , bn ∈ A, if aiθbi holds
for anyi ∈ {1, . . . , n} then

fA(a1, . . . , an)θf
A(b1, . . . , bn)

holds.

We can consider that congruences onA are a subset ofA × A and thus they are ordered
by the set inclusion. Hence we define maximum congruence∇, called the full congruence and
minimum congruence∆ as follows.

∇ = {〈a, b〉; a, b ∈ A}
∆ = {〈a, a〉; a ∈ A}

The set of all congruences onA is denoted byCon A. Then we can easily show thatCon A

is a bounded lattice which has the maximum element∇ and the minimum element∆. So the
congruence lattice onA denoted byCon A. The following is the definition of∧ and∨, where
θ1 ◦ θ2 denotes the set{〈a, b〉 | ∃c ∈ A such thataθ1cθ2b}.

θ1 ∧ θ2 = θ1 ∩ θ2
θ1 ∨ θ2 = θ1 ∪ (θ1 ◦ θ2) ∪ (θ1 ◦ θ2 ◦ θ1) ∪ (θ1 ◦ θ2 ◦ θ1 ◦ θ2) ∪ . . ..

Definition 3.2.6 Let A be a algebra anda1, . . . , an ∈ A. ThenΘ(a1, . . . , an) is the minimum
congruence such thata1, . . . , an are contained in a same equivalence class.

Definition 3.2.7 An algebraA is congruence-distributiveif Con A is a distributive lattice.
Moreover a classK of algebras is congruence-distributive if every algebra inK is congruence-
distributive.

Proposition 3.2.1 Letα : A→ B be a homomorphism. Thenker(α) is actually a congruence
onA.

Proof If 〈a1, b1〉, . . . , 〈an, bn〉 ∈ ker(α), then

α(fA(a1, . . . , an)) = fB(α(a1), . . . , α(a2))

= fB(α(b1), . . . , α(b2))

= α(fA(b1, . . . , b2))

hence

11



〈fA(a1, . . . , a2), f
B(b1, . . . , b2)〉 ∈ ker(α).

Clearlyker(α) is an equivalence relation, so it follows thatker(α) is actually a congruence on
A.

2

Let θ is a congruence on a algebraA. Thenθ is an equivalence relation. So we define an
equivalence class(a/θ) includea ∈ A as follows.

a/θ = {x ∈ A; xθa}.

In addition we define quotient setA/θ as follows.

A/θ = {a/θ; a ∈ A}.

Definition 3.2.8 Let θ be a congruence onA. Then thequotient algebra ofA by θ, written
A/θ, is the algebra whose universe isA/θ and whose operations satisfy

fA/θ(a1/θ, . . . , an/θ) = (fA(a1, . . . , an))/θ

wherea1, . . . , an ∈ A.

Definition 3.2.9 Let A be an algebra and letθ ∈ Con A. Thenatural mapνθ : A → A/θ is
defined byνθ(a) = a/θ for anya ∈ A. (When there is no ambiguity we write simplyν instead
of νθ.)

Proposition 3.2.2 A natural map fromA to A/θ is an onto homomorphism.

Proof It is clear that the natural map is onto. For anya1, . . . , an ∈ A

vθ(f
A(a1, . . . , an)) = (fA(a1, . . . , an))/θ

= fA/θ(an/θ, . . . , an/θ)

= fA/θ(vθ(a), . . . , vθ(an))

Thusvθ is a homomorphism.

2

Proposition 3.2.3 (Homomorphism theorem)Let α : A → B be an onto homomorphism.
Then there is an isomorphismβ from A/ker(α) to B defined byα = β ◦ ν, whereν is the
natural homomorphism fromA to A/ker(α).
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Proof First note that ifα = β ◦ ν then we must haveβ(a/θ) = α(a). The second of these
equalities does indeed define a functionβ, andβ satisfiesα = β ◦ ν. It is not difficult to verify
thatβ is a bijection. To show thatβ is actually an isomorphism, supposea1, . . . , an ∈ A. Then

β(fA/θ(a1/θ, . . . , an/θ)) = β((fA(a1, . . . , an))/θ)

= α(fA(a1, . . . , a2))

= fB(α(a1), . . . , α(an))

= fB(β(a1/θ), . . . , β(a2/θ)).

2

Let A be a algebra andφ, θ ∈ Con A andθ ⊆ φ. Then we defineφ/θ as follows.

φ/θ = {〈a/θ, b/θ〉 ∈ (A/θ)2 : 〈a, b〉 ∈ φ}.

The next proposition holds.

Proposition 3.2.4 Letφ, θ ∈ Con A andθ ⊆ φ. Thenφ/θ is a congruence onA/θ.

Proof Let 〈a1/θ, b1/θ〉, . . . , 〈an, bn〉 ∈ φ/θ. Then〈a1, b1〉, . . . , 〈an, bn〉 ∈ φ from definition of
φ/θ. So

〈fA)(a1, . . . , an), f
B(b1, . . . , bn)〉 ∈ φ.

Hence

〈fA)(a1, . . . , an)/θ, f
B(b1, . . . , bn)/θ〉 ∈ φ/θ.

Form this

〈fA/θ(a1/θ, . . . , a2/θ), f
B/θ(b1/θ, . . . , b2/θ)〉 ∈ φ.

Thusφ/θ is a congruence onA/θ.

2

Let A be an algebra andθ ∈ Con(A). Then we define a sublattice[θ,∇] of Con A as
follows.

[θ,∇] = {φ ∈ Con A : θ ⊆ φ ⊆ ∇}

Proposition 3.2.5 (Correspondence theorem)Let A be a algebra andθ ∈ Con A. Then a
mappingα on [θ,∇] defined by

α(φ) = φ/θ

is a isomorphism from[θ,∇] to Con A/θ

Proof First we showα is one-to-one. Letφ, ψ ∈ [θ,∇] (φ 6= ψ). Suppose thatφ 6⊆ ψ. Then
there area, b ∈ A such that〈a, b〉 ∈ φ− ψ. Hence

〈a/θ, b/θ〉 ∈ (φ/θ)− (ψ/θ)
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So

α(φ) 6= α(ψ)

Thusα is one-to-one. Next we showα is onto. Letψ ∈ ConA/θ, andφ = ker(νψ ◦ νθ), where
νψ is a natural homomorphism fromCon A/θ to (Con A/θ)/ψ. Hence for anya, b ∈ A

〈a/θ, b/θ〉 ∈ φ/θ

⇔ 〈a, b〉 ∈ φ

⇔ 〈a/θ, b/θ〉 ∈ ψ.

So

ψ = φ/θ = α(φ).

Thusα is onto. Finally we showα is an isomorphism.

(φ ∩A ψ)/θ = {〈a/θ, b/θ〉 ∈ (A/θ)2 : 〈a, b〉 ∈ φ ∩A ψ}

= {〈a/θ, b/θ〉 ∈ (A/θ)2 : 〈a, b〉 ∈ φ and 〈a, b〉 ∈ ψ}

= {〈a/θ, b/θ〉 ∈ (A/θ)2 : 〈a, b〉 ∈ φ} and {〈a/θ, b/θ〉 ∈ (A/θ)2 : 〈a, b〉 ∈ ψ}

= φ/θ and ψ/θ

= φ/θ ∩Con A/θ ψ/θ

(φ ∨A ψ)/θ = {〈a/θ, b/θ〉 ∈ (A/θ)2 : 〈a, b〉 ∈ φ ∨A ψ}

= {〈a/θ, b/θ〉 ∈ (A/θ)2 : ∃c0 = a, c1, . . . , ck = b ∈ A

s.t. 〈ci, ci+1〉 ∈ φ or 〈ci, ci+1〉 ∈ ψ (0 ≤ i ≤ k− 1)}

= {〈a/θ, b/θ〉 ∈ (A/θ)2 : ∃c0/θ = a/θ, c1/θ, . . . , ck/θ = b/θ ∈ A/θ

s.t. 〈ci/θ, ci+1/θ〉 ∈ φ/θ or 〈ci/θ, ci+1/θ〉 ∈ ψ/θ (0 ≤ i ≤ k− 1)}

= φ/θ ∨Con A/θ ψ/θ

Thusα(fA(φ, ψ)/θ = fConA/θ(φ/θ, ψ/θ) holds.

2

3.2.3 Direct product and subdirect product

Definition 3.2.10 Let (Ai)1≤i≤n is an indexed family of algebras. Define thedirect product
∏

1≤i≤n Ai to be the algebra whose universe is the set
∏

1≤i≤n Ai and such thata1
i , a

m
i ∈ Ai,

1 ≤ i ≤ n,

f
Q

1≤i≤n(〈a1
1, . . . , a

1
n〉, . . . , 〈a

m
1 , . . . , a

m
n 〉) = 〈fA1(a1

1, . . . , a
m
1 ), . . . , fAn(a1

n, . . . , a
m
n )〉.

After herex(j) meansjth element ofx.

Proposition 3.2.6 LetA1,A2,A3 be algebras. Then the following isomorphic relations hold.

1. A1 ×A2
∼= A2 ×A1
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2. A1 × (A2 ×A3) ∼= A1 ×A2 ×A3

Proof Let homomorphisms of 1 and 2 beα(〈a1, a2〉) = 〈a2, a1〉 and α(〈a1, 〈a2, a3〉〉) =
〈a1, a2, a3〉, respectively. Clearly thatα1, α2 are isomorphisms.

2

The mappingπi :
∏

1≤j≤nAj −→ Ai (1 ≤ i ≤ n) defined by

πi(〈a1, a2, . . . , an〉) = ai

is called theprojection map on the ith coordinateof
∏

1≤i≤n Ai. We can easily show that each
projection map is an onto homomorphism.

Definition 3.2.11 An algebraA is asubdirect productof an indexed family(Ai)i∈I of algebras
if

A ≤
∏

i∈I Ai

and

πi(A) = Ai for eachi ∈ I.

A subdirect product of(Ai)i∈I is an algebra which is a subalgebra of
∏

i∈I Ai and satisfies
the condition 2. Moreover becauseA satisfies the condition 2, it is not necessarily thatA is iso-
morphic to

∏

i∈I Ai. For example, ifA1 = {a, b}, A2 = {c, d, e}, A = {(a, c), (a, d), (b, c), (b, e)},
then it satisfies 2. ButA is not isomorphic to

∏

i∈I Ai from
∏

i∈{1,2}Ai = {(a, c), (a, d), (a, e),

(b, c), (b, d), (b, e)}. An intuitive meaning of subdirect products is that they aresufficiently large
subalgebra among direct products.

Definition 3.2.12 The mappingα : A→
∏

i∈I Ai is asubdirect embeddingif α is a embedding
andα(A) is a subdirect product of

∏

i∈I Ai.

Proposition 3.2.7 Let θ ∈ Con A (i ∈ I) and
⋂

i∈I θi = ∆. Then a homomorphismν : A →
∏

i∈I A/θi defined by

ν(α)(i) = a/θi

is a subdirect embedding.

Proof If we define theν by νi = πi ◦ ν for any i ∈ I then theνi is a natural homomorphism
from A to A/θi. First we show thatν(A) is a subalgebra of

∏

i∈I A/θi.
For allν(a1), . . . , ν(an) ∈ ν(A) (a1, . . . , an ∈ A)

f
Q

i∈I
A/θi(ν(a1), . . . , ν(an)) = ν(fA(a1, . . . , an)) ∈ ν(A).

Furthermore

{⊤Q

i∈I
A/θi

,⊥Q

i∈I
A/θi

, 1Q

i∈I
A/θi

, 0Q

i∈I
A/θi
} = {ν(⊤A), ν(⊥A), ν(1A, ν(0A)} ⊆

ν(A).
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Henceν(A) is a subalgebra of
∏

i∈I A/θi.
Moreover for alli ∈ I ν(A) is a subdirect product of

∏

i∈I A/θi from νi(A) = A/θi.
Next we show thatν is an embedding. For alla, b ∈ A (a 6= b)

〈a, b〉 6∈
⋂

i∈I θi

from
⋂

i∈I θi = ∆. Hence there exist somej ∈ I such that

〈a, b〉 6∈ θj.

From thisνj(a) 6= νj(b). Soν(a) 6= ν(b). Thusν is an embedding.

2

Definition 3.2.13 (subdirectly irreducible) An algebraA is subdirectly irreducibleif for ev-
ery subdirect embedding

α : A→
∏

i∈I

Ai

there is ani ∈ I such that

πi ◦ α : A→ Ai

is an isomorphism.

Next lemma is most useful for understanding subdirect irreducible algebra.

Lemma 3.2.8 An algebraA is subdirectly irreducible if and only ifA is trivial or there is a
minimum congruence inConA − {∆}. In the latter case the minimum element is∩(ConA −
{∆}).

Proof First we show only-if part. IfA is not trivial andConA−{∆} has no minimum element
then

⋂
(ConA−{∆}) = ∆. Let I = ConA−{∆}. Then the natural mapα : A→

∏

θ∈I

A/θ is

a subdirect embedding by Lemma 3.2.7, and as the natural mapA → A/θ is not injective for
θ ∈ I, it follows thatA is not subdirect irreducible.

Next we show if part. IfA is trivial andα : A→
∏

i∈I

Ai is a subdirect embedding then each

Ai is trivial; hence eachπi ◦ α is an isomorphism. So supposeA is not trivial, and letθ =
⋂

(ConA − {∆}) 6= ∆. Choose〈a, b〉 ∈ θ, a 6= b. If α : A→
∏

i∈I

Ai is a subdirect embedding

then for somei, (αa)(i) 6= (αb)(i); hence(πi ◦ α)(a) 6= (πi ◦ α)(b). Thus〈a, b〉 6∈ ker(πi ◦ α)
soθ 6⊆ ker(πi ◦ α). But this impliesker(πi ◦ α) = ∆, soπi ◦ α : A→ Ai is an isomorphism.
ConsequentlyA is subdirect irreducible.

If ConA−{∆} has a minimum elementθ then fora 6= b and〈a, b〉 ∈ θ we haveΘ(a, b) ⊆ θ,
henceθ = Θ(a, b).

2

Lemma 3.2.9 (Birkhoff) Every algebraA is isomorphic to a subdirect product of subdirectly
irreducible algebra.
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Proof The trivial algebra are subdirectly irreducible. LetA be a non-trivialA. Fora, b ∈ A
with a 6= b we can find a congruenceθa,b onA which is maximal with respect to the property
〈a, b〉 6∈ θa,b by using Zorn’s lemma. Then clearlyΘ(a, b) ∨ θa,b is the smallest congruence in
[θa,b,∇]−{θa,b}, so by lemma 3.2.5 and 3.2.8 we see thatA/θa,b is subdirectly irreducible. As
⋂
{θa,b a 6= b} = ∆ we can apply proposition 3.2.7 to show thatA is subdirectly embeddable

in the product of the indexed family of subdirectly irreducible algebra(A/θa,b)a6=b.

2

3.3 Varieties

In the previous section we show some properties of algebra. In this section we show properties
of classes of algebras.

Definition 3.3.1 We define mappings from classK of algebras to classI(K), S(K), H(K), P(K)
andPs(K) as follows.

• A ∈ I(K)⇔ A is isomorphic to some member ofK.

• A ∈ S(K)⇔ A is a subalgebra of some member ofK.

• A ∈ H(K)⇔ A is a homomorphic image of some member ofK.

• A ∈ P(K)⇔ A is a direct product of a nonempty family of algebras inK.

• A ∈ Ps(K)⇔ A is a subdirect product of a nonempty family of algebras inK.

LetO1 andO2 are two operators on classes of algebras.We writeO1O2 for the composition
and≤ denotes the usual partial order, i.e.O1 ≤ O2 if O1(K) ⊆ O2(K) for every classK of
algebras.

Definition 3.3.2 LetK be a class of algebras andO be a operator on class of algebras. ThenO
is a idempotentif O2 = O, andK is closedunderO if O(K) ⊆ K.

Proposition 3.3.1 Following inequalities hold.

SH ≤ HS

PS ≤ SP

PH ≤ HP

Also the operatorsH, S, andIP are idempotent.

Proof SupposeA = SH(K). Then for someB ∈ K and onto homomorphismα : B→ C, we
haveA ≤ C. Thusα−1(A) ≤ B, and asα(α−1(A)) = A, we haveA ∈ HS(K).
If A ∈ PS(K) thenA =

∏

i∈I Ai for suitableAi ≤ Bi ∈ K, i ∈ I. As
∏

i∈I Ai ≤
∏

i∈I Bi,
we haveA ∈ SP(K).
Next if A ∈ PH(K), then there are algebrasBi ∈ K and epimorphismsαi : Bi → Ai such
thatA =

∏

i∈I Ai. It is easy to check that the mappingα :
∏

i∈I Bi →
∏

i∈I Ai defined by
α(b)(i) = αi(b(i)) is an epimorphism; henceA ∈ HP(K).
We showH = H2. H ⊆ H2 is clear. IfA ∈ H2(K) then there exist onto homomorphisms
α : B → C, β : C → A andB ∈ K. Soβ ◦ α is an onto homomorphism. ThusA ∈ H(K).
We can show thatS, andIP are idempotent in the same way.
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2

A class of algebras, called a variety, defined by the following.

Definition 3.3.3 (variety) LetK is a nonempty class of algebras.K is avariety if it is closed
under class operatorsS,H,P.

If K is a class of algebras letV(K) denote the smallest variety containingK. We say that
V(K) is thevariety generated byK. If K consists of a single memberA then we write simply
V(A).

Proposition 3.3.2 (Tarski) V = HSP.

Proof SinceHV = SV = IPV = V andI ≤ V, it follows thatHSP ≤ HSPV = V. From above
lemma we see thatH(HSP) = HSP, S(HSP) ≤ HSSP = HSP, and

P(HSP) ≤ HPSP

≤ HSPP

≤ HSIPIP

= HSIP

≤ HSHP

≤ HHSP

= HSP.

Hence for anyK, HSP(K) is closed underH, S, andP. AsV(K) is the smallest class containing
K and closed underH, S, andP, we must haveV = HSP.

2

The following lemma is another version of Birkhoff’s Theorem 3.2.9.

Lemma 3.3.3 If K is a variety, then every member ofK is isomorphic to a subdirect product of
subdirectly irreducible member ofK.

Corollary 3.3.4 A variety is determined by its subdirectly irreducible members.

3.4 Jónsson’s Lemma

Definition 3.4.1 Let B = 〈B,∧,∨,′ , 0, 1〉 be a Boolean algebra. Afilter F of B is defined by

1. 1 ∈ F.

2. a, b ∈ F⇒ a ∧ b ∈ F.

3. a ∈ F anda ≤ b⇒ b ∈ F.

A filter F is calledproper if F 6= A. A filter F is calledprime if for any a, b ∈ F, a ∨ b ∈ F
impliesa ∈ F or b ∈ F.
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The collection of all filters ofA forms a complete lattice denoted byFil(A). For, if {FI|i ∈
I} is a family of filters then

⋂

i∈I

Fi is also a filter.

Definition 3.4.2 A filter F of a Boolean algebraB is anultrafilter if F is maximal with respect
to the property that0 6∈ F. LetX be a set andP(X) be a powerset ofX. A subsetU of P(X)
is called anultrafilter overX, if it is a filter of Su(X) which is maximal with respect to the
property that∅ 6∈ U.

Proposition 3.4.1 LetF be a filter of a Boolean algebraB. Then the following are equivalent:

1. F is an ultrafilter ofB,

2. for anya ∈ B, exactly one ofa anda′ belongs toF,

3. a ∨ b ∈ F⇔ a ∈ F andb ∈ F for anya, b ∈ B.

Proof 1⇒ 2. If F is an ultrafilter thenB/θF ∼= 2 sinceB/θF is simple, where2 is the tow
element Boolean algebra. Letν : B → B/θF be the natural homomorphism. Fora ∈ B,
ν(a′) = ν(a)′ so

ν(a) = 1/θF or ν(a′) = 1/θF ,

asB/θF ∼= 2; hence

ainF or a′ ∈ F .

If there existsainB such thatainF anda′ ∈ F then0 = a ∧ a′ ∈ F , so this is a contradiction.
2⇒ 3. SupposeF is a filter witha ∨ b ∈ F . By 2, (a ∨ b)′ = (a′ ∧ b′) 6∈ F , soa′ 6∈ F or

b′ 6∈ F Thus, eithera ∈ F or b ∈ F .
3⇒ 1. Suppose thatF ′ is a filter ofB such thatF ⊂ F ′. If a ∈ F − F ′ thena′ ∈ F , since

1 = a ∨ a′ ∈ F anda 6∈ F , by 3. Hence,a′ ∈ F ′ ⊂ F , so0 = a ∧ a′ ∈ F ′. ThusF ′ = B.

2

Definition 3.4.3 LetA = {Ai|i ∈ I} be a an indexed set of algebras andU be a ultrafilter over
I. Then we define theultraproduct

∏

i∈I

Ai/U to be
∏

i∈I

Ai/θU whereθU is the binary relation on
∏

i∈I

Ai by

〈a, b〉 ⇔ {i ∈ I|ai = bi} ∈ U.

The elements of
∏

i inI

Ai/U are denoted bya/U, wherea ∈
∏

i∈I

Ai.

Lemma 3.4.2 If {Ai|i ∈ I} is a finite set of finite algebras, say{B1, . . . ,Bk}, (I can be
infinite), andU is an ultrafilter overI, then

∏

i inI

Ai/U is isomorphic to one of the algebra

B1, . . . ,Bk, namely to thatBj such that{i ∈ I|Ai = Bj} ∈ U}.

Proof Let Si = {i ∈ I|Ai = Bj}. ThenI = S1 ∪ · · · ∪ Sm, so by Proposition 3.4.1, there is
somej (1 ≤ j ≤ m) such thatSj ∈ U . Let Bj = {b1, . . . , bk}, where the b’s are all distinct,
and choosea1, . . . , ak ∈

∏

i∈I

Ai such thata1(i) = b1, . . . , ak(i) = bk if i ∈ Sj. Then, for every

elementa ∈
∏

i∈I

Ai,
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{i ∈ I|a(i) = a1(i)} ∪ · · · ∪ {i ∈ I|a(i) = ak(i)} ⊇ Sj.

SinceSj ∈ U , {i ∈ I|a(i) = a1(i)} ∪ · · · ∪ {i ∈ I|a(i) = ak(i)} ∈ U , this follows{i ∈
I|a(i) = a1(i)} ∈ U or · · · or {i ∈ I|a(i) = ak(i)} ∈ U ; hence

a/θU = a1/θU or . . . or a/θU = ak/θU .

Also it is evident thata1/θU , . . . , ak/θU are all distinct. Thus
∏

i∈I

Ai/θU to Bj defined by

α(at/θU ) = bt, 1 ≤ t ≤ k.

Then it is easy to see thatα is an isomorphism.

2

Lemma 3.4.3 (J́onsson) LetW be a family of subsets ofI( 6= ∅) such that

1. I ∈W ,

2. if J ∈W andJ ⊆ K ⊆ I thenK ∈W and

3. if J1 ∪ J2 ∈W thenJ1 ∈W or J2 ∈W .

Then there is an ultrafilterU overI withU ⊆W .

Proof If ∅ ∈ W thenW = Su(I), so any ultrafilter is inW . If ∅ 6∈ W , thenSu(I) − W
is a proper ideal. Hence it is extended to a maximal ideal and by taking the complementary
ultrafilter we can obtain an ultrafilter.

2

Definition 3.4.4 The class of ultraproducts of members ofK is denoted byPU(K).

Proposition 3.4.4 (J́onsson) Let V(K) be a congruence-distributive variety. IfA is a subdi-
rectly irreducible algebra inV(K), thenA ∈ HSPU(K).

Proof Suppose thatA is a nontrivial subdirectly irreducible algebra inV(K). Then for some
Ai ∈ K, i ∈ I, and for someB ≤

∏

i∈I

Ai there is a surjective homomorphismα : B → A. Let

θ = ker(α). ForJ ⊆ I let

θJ = {〈a, b〉 ∈ (
∏

i∈I

Ai)
2|J ⊆ {i ∈ I|a(i) = b(i)}}.

It is easy to see that for anyJ(⊆ I), θJ is a congruence on
∏

i∈I

Ai. Let θJ ↑B= θJ ∩ B2 be the

restriction ofθJ to B, andW = {J ⊆ I|θJ ↑B⊆ θ}. Clearly

I ∈W , ∅ 6∈ W

and

J ∈W andJ ⊆ K ⊆ I impliesθJ ↑B⊆ θ,
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asθK ↑B⊆ θJ ↑B. Now supposeJ1 ∪ J2 ∈ W , i.e., θJ1∪J2
↑B⊆ θ. As θJ1∪J2

= θJ1
∩ θJ2

, it
follows that

θJ1∪J2
↑B= θJ1

↑B ∩θJ2
↑B.

Sinceθ = θ ∨ (θJ1
↑B ∩θJ2

↑B) it follows that

θ = (θ ∨ θJ1
↑B) ∩ (θ ∨ θJ2

↑B)

by distributivity. SinceB/θ is isomorphic toA θ = θ ∨ θJi
↑B for i = 1 or 2. ThusθJi

↑B⊆ θ
for i = 1 or 2, so eitherJ1 or j2 is inW . By Lemma 3.4.3, there is an ultrafilterU contained in
W . Form the definition ofW we have

θU ↑B⊆ θ

asθU =
⋃
{θJ |J ∈ U}. Let ν be the natural homomorphism from

∏

i∈I

Ai to
∏

i∈I

Ai/U . Then let

β : B→ ν(B) be the restriction ofν to B. As ker(β) = θU ↑B⊆ θ we have

A ∼= B/θ ∼= (B/ker(β))/(θ/ker(β)).

Now B/ker(β) ∼= ν(B) ≤
∏

i∈I

Ai/U soB/ker(β) ∈ ISPU(K), hence

A ∈ HSPU(K).

2

3.5 Free algebras and universal mapping property

Definition 3.5.1 Let X be a set of (distinct) objects calledvariables. The setT (X) of terms
overX is the smallest set such that

1. X ∪ {0, 1} ⊆ T (X).

2. If p1, . . . , pn ∈ T (X) then the “string”f(p1, . . . , pn) ∈ T (X).

Forp ∈ T (X) we often writep asp(x1, . . . , xn) to indicate that the variables occurring inp are
amongx1, . . . , xn.

Definition 3.5.2 Given a termp(x1, . . . , xn) over some setX and given an algebraA we define
a mappingpA : An → A as follows:
(1) if p is a variablexi, then

pA(a1, . . . , an) = ai

for a1, . . . , an ∈ A, i.e.,pA is theith projection map;
(2) if p is of the formf(p1(x1, . . . , xn), . . . , pm(x1, . . . , xn)) then

pA(a1, . . . , an) = fA(pA1 (x1, . . . , xn), . . . , p
A

m(x1, . . . , xn)).

In particular if p is f then pA is fA. The expressionpA is called theterm functionon A

corresponding to the termp. (Often we will drop the superscriptA).
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The next proposition gives some useful properties of term functions.

Proposition 3.5.1 For any algebraA andB we have the following.
(a) Letp be an n-ary term, letθ ∈ Con A, and suppose〈ai, bi〉 ∈ θ for 1 ≤ i ≤ n. Then

pA(a1, . . . , an)θp
A(b1, . . . , bn).

(b) If p is an n-ary term andα : A→ B is a homomorphism, then

α(pA(a1, . . . , an)) = pB(α(a1), . . . , α(an))

for a1, . . . , an ∈ A.
(c) LetS be a subset ofA. Then

Sg(S) = {pA(a1, . . . , an)|p is an n-ary term,n ≤ ω, anda1, . . . , an ∈ S}.

One can, in a natural way, transform the setT (X) into an algebra.

Definition 3.5.3 GivenX, if T (X) 6= ∅ then theterm algebraoverX, writtenT(X), has as its
universe the setT (X), and operations satisfy

fT(X)(p1, . . . , pm) = f(p1, . . . , p2)

for p1, . . . , pm ∈ T (X).

Definition 3.5.4 (universal mapping property) LetK be a class of algebras and letU(X) be
an algebra which is generated byX. If for everyA ∈ K and for every map

α : X → A

there is a homomorphism

β : U(X)→ A

which extendsα (i.e.,β(x) = α(x) for x ∈ X), then we sayU(X) has theuniversal mapping
property forK overX, X is called a set offree generatorsof U(X), andU(X) is said to be
freely generatedbyX.

Lemma 3.5.2 SupposeU(X) has the universal mapping property forK overX. Then if we are
givenA ∈ K andα : X → A, there is a unique extensionβ ofα such thatβ is a homomorphism
fromU(X) to A.

Thus given any classK of algebras the term algebra provide algebra which have the uni-
versal mapping property forK. To study properties of classes of algebras we often try to find
special kinds of algebra in these classes which yield the desired information. In order to find
algebra with the universal mapping property forK which give more insight intoK we will in-
troduceK-free algebra. Unfortunately not every classK contains algebras with the universal
mapping property forK. Nonetheless we will be able to show that any class closed under I,
S, andP contains itsK-free algebra. There is reasonable difficulty in providing transparent
descriptions ofK-free algebra for mostK. However, most of the applications ofK-free algebra
come directly from the universal mapping property, the factthat they exist in varieties, and their
relation to identities holding inK.
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Definition 3.5.5 LetK be a family of algebras. Given a setX of variables define the congru-
enceθK(X) onT(X) by

θK(X) = ∩ΦK(X)

where

ΦK(X) = {φ ∈ Con T(X)|T(X)/φ ∈ IS(K)};

and then defineF(X), theK-free algebra overX, by

FK(X) = T(X)/θK(X),

where

X = X/θK(X).

Proposition 3.5.3 (Birkhoff) SupposeT(X) exists. ThenFK(X) has the universal mapping
property forK overX.

Corollary 3.5.4 IF K is a class of algebras andA ∈ K, then for sufficiently largeX, A ∈
H(FK(X)).

The next proposition says that there exists a free algebra invarieties.

Proposition 3.5.5 (Birkhoff) SupposeT(X) exists. Then forK 6= ∅, FK(X) ∈ ISP(K). Thus
if K is closed underI, S, andP, in particular ifK is a variety, thenFK(X̄) ∈ K.

Proof As

θK(X) = ∩ΦK(X)

it follows that

FK(X) = T(X)/θK(X) ∈ IPs({T(X)/θ|θ ∈ ΦK(X)}),

so

FK(X) ∈ IPSIS(K),

and thus by Proposition 3.3.1 and the fact thatPS ≤ SP,

FK(X) ∈ ISP(K).

2
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3.6 Birkhoff’s theorem

In this section we show the famous theorem of Birkhoff. The Birkhoff theorem says that a class
of algebras defined by equations is a variety.

Definition 3.6.1 An identity(or equation) overX is an expression of the form

p ≈ q

wherep, q ∈ T (X). Let Id(X) be the set of identities overX. An algebraA satisfies an identity

p(x1, . . . , xn) ≈ q(x1, . . . , xn)

(or the identityis true inA, or holds inA), abbreviated by

A |= p(x1, . . . , xn) ≈ q(x1, . . . , xn),

or more briefly

A |= p ≈ q,

if for every choice ofa1, . . . , an ∈ A we have

pA(a1, . . . , an) = qA(a1, . . . , an).

A classK of algebras satisfiesp ≈ q, written

K |= p ≈ q,

if each member ofK satisfiesp ≈ q. If Σ is a set of identities, we sayK satisfiesΣ, written

K |= Σ,

if K |= p ≈ q for eachp ≈ q ∈ Σ. GivenK andX let

IdK(X) = {p ≈ q ∈ Id(X)|K |= p ≈ q}.

We use the symbol6|= for “does not satisfy.”

We can reformulate the above definition of satisfaction using the notion of homomorphism.

Lemma 3.6.1 If K is a class of algebras andp ≈ q is an identity overX, then

K |= p ≈ q

iff for everyA ∈ K and for every homomorphismα : T(X)→ A we have

α(p) = α(q)

Proof (⇒) Let p = p(x1, . . . , xn), q = q(x1, . . . , xn). SupposeK |= p ≈ q, A ∈ K, and
α : T(X)→ A is a homomorphism. Then

pA(α(x1), . . . , α(xn)) = pA(α(x1), . . . , α(xn))

⇒ α(pT(X)(x1, . . . , xn)) = α(qT(X)(x1, . . . , xn))

⇒ α(p) = α(q).

(⇐) For the converse chooseA ∈ K anda1, . . . , an ∈ A. By the universal mapping property
of T(X)→ A such that
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α(xi) = ai, 1 ≤ i ≤ n.

But then

pA(a1, . . . , an) = pA(α(x1), . . . , α(xn))

= α(p)

= α(q)

= qA(α(x1), . . . , α(xn))

= qA(a1, . . . , an),

soK |= p ≈ q.

2

Next we see that the basic class operators preserve identities.

Proposition 3.6.2 For any classK, all of the classesK, I(K), S(K), H(K), P(K) andV (K)
satisfy the same identities over any set of variablesX.

Proof ClearlyK andI(K) satisfy the same identities. As

I ≤ IS, I ≤ H, andI ≤ IP,

we must have

IdK(X) ⊇ IdS(K)(X), IdH(K)(X), andIdP(K)(X).

For the remainder of the proof suppose

K |= p(x1, . . . , xn) ≈ q(x1, . . . , xn).

Then ifB ≤ A ∈ K andb1, . . . , bn ∈ B, then asb1, . . . , bn ∈ A we have

pA(b1, . . . , bn) = qA(b1, . . . , bn);

hence

pB(b1, . . . , bn) = qB(b1, . . . , bn),

so

B |= p ≈ q.

Thus

IdK(X) = IdS(K)(X).

Next supposeα : A→ B is a surjective homomorphism withA ∈ K. If b1, . . . , bn ∈ B, choose
a1, . . . , an ∈ A such that

α(a1) = b1, . . . , α(an) = bn.

Then
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pA(a1, . . . , an) = qA(a1, . . . , an)

implies

α(pA(a1, . . . , an)) = α(qA(a1, . . . , an));

hence

pB(b1, . . . , bn) = qB(b1, . . . , bn)

Thus

B |= p ≈ q,

so

IdK(X) = IdH(K)(X).

Lastly, supposeAi ∈ K for i ∈ I. Then fora1, . . . , an ∈ A =
∏

i∈I Ai we have

pAi(a1(i), . . . , an(i)) = qAi(a1(i), . . . , an(i));

hence

pA(a1, . . . , an)(i) = qA(a1, . . . , an)(i)

for i ∈ I, so

pA(a1, . . . , an) = qA(a1, . . . , an).

Thus

IdK(X) = IdP(K)(X).

As V = HSP by 3.3.2, the proof is complete.

2

Now we will formulate the crucial connection betweenK-free algebra and identities.

Lemma 3.6.3 Given a classK of algebras and termsp, q ∈ T (X) we have

K |= p ≈ q

⇔ FK(X̄) |= p ≈ q

⇔ p̄ = q̄ in FK(X̄)

⇔ 〈p, q〉 ∈ θK(X).

Proof Let F = FK(X), p = p(x1, . . . , xn), q = q(x1, . . . , xn), and let

ν : T(X)→ F

be the natural homomorphism. CertainlyK |= p ≈ q implies F |= p ≈ q asF ∈ ISP(K).
Suppose next thatF |= p ≈ q. Then

pF(x1, . . . , xn) = qF(x1, . . . , xn),
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hencep = q. Now supposep = q in F. Then

ν(p) = p = q = ν(q),

so

〈p, q〉 ∈ ker(ν) = θK(X).

Finally suppose〈p, q〉 ∈ θK(X). GivenA ∈ K anda1, . . . , an ∈ A chooseα : T(X) → A

such thatα(xi) = ai, 1 ≤ i ≤ n. As ker(α) ∈ ΦK(X) we have

ker(α) ⊇ ker(ν) = θK(X),

so it follows that is a homomorphismβ : F→ A such thatα = β ◦ ν. Then

α(p) = β ◦ ν(p) = β ◦ ν(q) = α(q).

Consequently

K |= p ≈ q

by reformulation of definition of satisfaction.

2

Let E be a set of identities, and defineMod(E) to be the class of all algebras satisfyingE . A
classK of algebras is anidentity class(or equational class) if there is a setE of identities such
thatK = Mod(E). In this case, we say thatK is axiomatizedby E .

Proposition 3.6.4 (Birkhoff) K is an equational class if and only ifK is a variety.

Proof Suppose thatK = Mod(E). Then, by Proposition 3.6.2,V (K) |= E . Hence

V (K) ⊆Mod(E) = K ⊆ V (K),

soK is a variety.
LetK be a variety andX an infinite set of variables. Then we can showK = Mod(IdK(X)).

For detail, see [3].

2
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Chapter 4

Relations between logics and algebras

In this chapter, first we introduce residuated lattices which are algebras for substructural logics.
We will show completeness theorem and discuss about latticeof logics is dually isomorphic to
lattice of varieties of residuated lattices.

4.1 Monoids

Definition 4.1.1 A structureA = 〈A, ·, 1〉 is a monoid if it satisfies the following. For all
x, y, z ∈ A.

(M1) (x · y) · z = x · (y · z).

(M2) there exists somee ∈ A such thate · a = a · e = a.

It is easily seen that such an elemente exists uniquely. Therefore, this elemente is called
the identity element. In the following, we consider only commutative monoids, i.e. monoids
satisfyingx · y = y · x for all x, y.

4.2 Residuated lattices

In this section we introduce algebras corresponding to substructural logics overFL. They
are calledresiduated lattices(RLs). We show basic properties of residuated lattice from the
viewpoint of universal algebra.

Definition 4.2.1 An algebraA = 〈A,∧,∨, ·, \, /, 1〉 is a RL if A satisfies the following three
conditions.

(R1) 〈A,∧,∨, 1〉 is a lattice,

(R2) 〈A, ·, 1〉 is a monoid with the unit1,

(R3) forx, y, z ∈ A, x · y ≤ z ⇔ y ≤ x\z ⇔ x ≤ z/y.

When〈A,∧,∨, 1〉 is a bounded lattice with the greatest element1, A is called aintegral resid-
uated lattice(IRL). WhenRL A is satisfies the conditionx ≤ x2, A is called acontractive
residuated lattice(KRL). When monoid operation is commutative,A is called acommutative

28



residuated lattice(CRL). It is easy to see that a commutative integral residuated lattice is a
Heyting algebraif and only if the semigroup operation· is equal to∧. MoreoverB is aBoolean
algebraif and only if B is Heyting algebra and satisfiesx∨ x′ = 1 wherex′ = x→ ⊥. The set
A of A is called theuniverseof A.

An involutive residuated lattice(InRL) is an algebra with a fundamental unary operation′,
whose{′}-free reduct is aRL, and which satisfies

1. for anyx′′ = x.

2. for anyx\y′ = x′/y.

We call the operation′ an involution. InInRL let us define0 = 1′. We call0 the involution
constant.

An RL is calledrepresentable, if it can be represented as subdirect product of totally ordered
algebras.

The condition (R3) of this definition is calledresiduation. This condition means that\ and
/ behaves similarly to an inverse operation of·.

Definition 4.2.2 An algebraA = 〈A,∧,∨, ·, \, /, 1, 0〉 is called aFL-algebra, if

1. 〈A,∧,∨, ·, \, /, 1〉 is a residuated lattice,

2. 0 is an arbitrary element ofA.

We define negation operations inFL-algebra by∼ x = x\0 and−x = 0/x.

Suppose thatFL-algebraA satisfies∼ x = −x and∼ −x = x (and also− ∼ x = x).
Then we can show

x\ − y ≤ x\ − y ⇔ x\(0/y) ≤ x\(0/y)

⇔ x · (x\(0/y)) ≤ 0/y = y\0

⇔ x · (x\(0/y)) · y ≤ 0

⇔ (x\(0/y)) · y ≤ x\0

⇔ x\(0/y) ≤ (x\0)/y

⇔ x\ − y ≤∼ x/y.

From this resultFL-algebras which satisfy∼ x = −x and∼ −x = x (and also− ∼ x = x)
can be considered as involutive residuated lattices.

Next lemma shows basic properties of residuated lattice andFL-algebras, see [7, 8] for the
details.

Lemma 4.2.1 All residuated lattices and allFL-algebras satisfy the following identities:

1. x(y ∨ z) = (xy) ∨ (xz) and(y ∨ z)x = (yx) ∨ (zx)

2. x\(y ∧ z) = (x\y) ∧ (x\z) and(y ∧ z)/x = (y/x) ∧ (z/x)

3. x/(y ∨ z) = (x/y) ∧ (x/z) and(y ∨ z)\x = (y\x) ∧ (z\x)
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4. (x/y)y ≤ x andy(y\x) ≤ x

5. x(y/z) ≤ (xy)/z and(z\y)x = z\(yx)

6. (x/y)/z = x/(zy) andz\(y\x) = (yz)\x

7. x\(y/z) = (x\y)/z

8. x/1 = x = 1\x

9. 1 ≤ x/x and1 ≤ x\x

10. x ≤ y/(x\y) andx ≤ (y/x)\y

11. y/((y/x)\y) = y/x and(y/(x\y))\y = x\y

12. x/(x\x) = x and(x/x)\x = x

13. (z/y)(y/x) ≤ z/x and(x\y)(y\z) ≤ x\z

Lemma 4.2.2 Every involutive residuated lattice satisfies

x · y ≈ (y\x′)′ ≈ (y′/x)′.

The following lemma says that the class of residuated lattices andFL-algebras are equa-
tional classes.

Lemma 4.2.3 An algebra is a residuated lattice or anFL-algebra if and only if it satisfies the
lattice equations, the monoid equations and the following equations.

1. x(x\z ∧ y) ≤ z

2. (y ∧ z/x)x ≤ z

3. y ≤ x\(xy ∨ z)

4. y ≤ (z ∨ yx)/x

Definition 4.2.3 For any algebraA, a nonempty subsetF of A is called adeductive filterof A
if it satisfies the following conditions.

1. if 1 ≤ x thenx ∈ F.

2. if x, x\y ∈ F theny ∈ F.

3. if x, y ∈ F thena ∧ b ∈ F.

4. if x ∈ F thenz\xz, zx/z ∈ F.

Proposition 4.2.4 LetA be an algebra andF be a deductive filter ofA. Then for anya, b ∈ A,

1. if a ∈ F anda ≤ b thenb ∈ F and

2. if a, b ∈ F thena · b ∈ F.
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3. a\b ∈ F if and only ifb/a ∈ F.

Proof 1.
Let a ≤ b. We have1 ≤ a\b. Thusa\b ∈ F from definition of 1. By definition of 2, we show
b ∈ F.

2.
Let a, b ∈ F. From definition of 4, we haveb\ab ∈ F. By definition of 2, we showab ∈ F.

3.
Let a\b ∈ F. We havea(a\b)/a ∈ F from definition of 4. We can show thata(a\b)/a ≤ b/a.
Thusb/a ∈ F. Converse is show by same way.

2

4.3 Relations between logics overFL and FL-algebras.

In this section we show some relations between logics overFL and residuated lattices. We will
write Λ(V) for the lattice of subvarieties of a varietyV andΛ(L) for the lattice of a logicL.

Definition 4.3.1 A formulaϕ is valid in aFL-algebraA if v(ϕ) ≥ 1 for every valuationv.

Note that a formulaϕ is valid in A if and only if the identityϕ ∧ 1 ≈ 1 is valid inA, i.e.,
A |= ϕ ∧ 1 ≈ 1. A sequentΓ ⇒ α is valid in A if and only if a formulaΓ∗\α is valid in A

whereΓ∗ is γ1 · . . . · γn for γ1, . . . , γn ∈ Γ.

Definition 4.3.2 Let A = 〈A,∧,∨, ·,→, 0, 1〉 is a FL-algebra. Avaluationv is a mapping
from set of all propositional variable toA. Furthermore thisv is extended to a mapping from
set of all formulas toA as follows.

1. v(ϕ ∧ ψ) = v(ϕ) ∧ v(ψ)

2. v(ϕ ∨ ψ) = v(ϕ) ∨ v(ψ)

3. v(ϕ\ψ) = v(ϕ)\v(ψ)

4. v(ψ/ϕ) = v(ψ)/v(ϕ)

5. v(ϕ · ψ) = v(ϕ) · v(ψ)

6. v(∼ ϕ) = v(ϕ)\0

7. v(−ϕ) = 0/v(ϕ)

For a givenFL-algebraA, and letL(A) be the set of all formulas such thatv(ϕ) for any
valuationv onA.

Proposition 4.3.1 For eachFL-algebraA, L(A) is a substructural logics overFL.
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Proof It is easy to see thatFL ⊆ L(A)
Let ϕ(p) be a formula containing a propositional variablep andϕ(p) ∈ L(A). By our

assumption,v(ϕ(p)) ≥ 1 for any valuationv. Now, consider any substitution instanceϕ(α) of
ϕ(p) and any valuationw on A. Letw(α) = a. Then, define a valuationv′ by v′(p) = a and
v′(q) = w(q) if q is different fromp. Then,q ≤ v′(ϕ(p)) = w(ϕ(α)). Therefore,ϕ(α) is valid
in A. Thusϕ(α) ∈ L(A).

Let ϕ, ϕ\ψ ∈ L(A). Then for any valuationv v(ϕ) ≥ 1, v(ϕ\ψ) ≥ 1. By the definition of
valuations we can showv(ϕ) ≤ v(ψ). So fromv(ϕ) ≥ 1 andv(ϕ) ≤ v(ψ) v(ψ) ≥ 1. Hence
v(ψ) ≥ 1 for any valuationv. Thusψ ∈ L(A). ThusL(A) is closed under modus ponens.

Let ϕ ∈ L(A). Thenv(ϕ) ≥ 1 for any valuationv. By the definition of valuationsv(ϕ ∧
1) = v(ϕ) ∧ v(1). Sov(ϕ) ∧ v(1) ≥ 1 from v(ϕ) ≥ 1. Hencev(ϕ ∧ 1) ≥ 1 for any valuation.
Thusϕ ∧ 1 ∈ L(A).

Let ϕ ∈ L(A) andψ is an arbitrary formula. Thenv(ϕ) ≥ 1 for any valuationv. By the
definition of valuations

1 ≤ v(ϕ) ⇒ v(ψ) ≤ v(ϕ) · v(ψ)

⇔ 1 ≤ v(ψ)(v(ϕ) · v(ψ)) = v(ψ\(ϕ · ψ)).

Thusψ\(ϕ · ψ) ∈ L(A).
ThereforeL(A) is a logic.

2

The logicL(A) is called the logic characterized byA.

Proposition 4.3.2 For any logicL overFL there exists someFL-algebraA such that

L = L(A).

(Out line of proof) We show this by constructing the Lindenbaum algebra ofL.
First we define a binary relation≡ between formulaϕ andψ as follows.

ϕ ≡ ψ ⇔ ϕ\ψ ∈ L andψ\ϕ ∈ L

ϕ ≡ ψ means thatϕ andψ are logically equivalent. It is clear that≡ is an equivalence relation.
We can show moreover that≡ is a congruence relation, i.e. ifϕ ≡ ψ, ϕ′ ≡ ψ′ thenϕ ⊕ ϕ′ ≡
ψ ⊕ ψ′ for any logical connectives⊕.
Next by using this congruence relation≡, construct the quotient setϕ/ ≡ whereϕ is a set
of all formulas. We write[ϕ] equivalence class includingϕ. We can show thatA = 〈ϕ/ ≡
,∧,∨, ·, \, /, [⊤], [⊥]〉 is aFL-algebra where∧,∨, ·, \, / are defined as follows.

[ϕ] ∪ [ψ] = [ϕ ∧ ψ]

[ϕ] ∩ [ψ] = [ϕ ∨ ψ]

[ϕ] · [ψ] = [ϕ · ψ]

[ϕ]\[ψ] = [ϕ\ψ]

[ψ]/[ϕ] = [ψ/ϕ]

Finally we show thatL andL(A) correspond to each other, i.e.
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ϕ ∈ L⇔ for any valuation onA, v(A) ≥ [1]

This algebraA is called theLindenbaum algebraof a logicL.

Proposition 4.3.3 (completeness theorem)For any formulaϕ, ϕ is provable inFL if and only
if for anyFL-algebraA and for any valuationv onA, v(ϕ) ≥ 1.

(Outline of proof) We show only-if part.
We define a valuationv for a sequentα1, . . . , αn ⇒ β as follows.

v(α1, . . . , αn ⇒ β) = v(α1 · . . . · αn)\v(β)

However if left-hand side of a sequent is empty thenv(⇒ β) = 1\v(β) and if right-hand side
of a sequent is empty thenv(α1, . . . , αn ⇒) = v(α1 · . . . · αn)\0.
We show this by induction on the construction of a proof of a formulaϕ. That is, for a given
valuationv, every sequentS in a proofv(S) ≥ 1. First we show base case. Initial sequents are
satisfies following condition. For example,

1. v(α⇒ α) ≥ 1,

2. v(Γ⇒ ⊤) ≥ 1,

3. v(Γ,⊥,∆⇒ γ) ≥ 1,

4. v(⇒ 1) ≥ 1,

5. v(0⇒) ≥ 1.

Second we show induction case. Let for each inference rule upper sequentsS1 andS2 are
satisfiesv(S1) ≥ 1 andv(S2) ≥ 1. Then lower sequentS is satisfiesv(S) ≥ 1.

Next we show if-part.
We show the contraposition of if-part. Suppose that for a given a formulaϕ such thatϕ is not
provable inFL. Then by using Lindenbaum algebra ofFL there exist someFL-algebraA and
some valuationv such thatv(ϕ) 6≥ 1.

From a Proposition 4.3.3 we transcribe a Proposition 4.3.1 as follows.

Proposition 4.3.4 A logicL(A) characterized by aFL-algebraA is a logic overFL.

Proof It is clear from a Proposition 4.3.3 thatFL ⊆ L(A) for all FL-algebraA.

2
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4.4 Algebraic operations and inclusion relation among logics

In previous section,we show that theL(A) is a logicL(A) overFL for eachFL-algebraA,
and conversely every logicL over FL can be represented asL(A) for someFL-algebraA.
Hereinafter we show the relations between three basic algebraic operations and logic.

Proposition 4.4.1 (subalgebras)Let A andB are FL-algebras andA ≤ B. ThenL(B) ⊆
L(A) hold.

Proof Suppose thatA ≤ B. Then any valuation onA can be considered to be the restriction
of a valuation onB of A. So ifϕ is a element ofL(B), i.e. v(ϕ) ≥ 1 for any valuationv, then
u(ϕ) ≥ 1 for any valuationu onA. ThusL(B) ⊆ L(A).

2

Proposition 4.4.2 (quotient algebras)LetA is FL-algebra andθ is a congruence onA. Then
L(A) ⊆ L(A/θ)

Proof Letϕ(p1, . . . pn) be a formula, wherep1, . . . pn are all propositional variables appearing
in ϕ. And for some formulaϕ(p1, . . . pn) we express a replacing logical connectives∧, ∨, ·, \
,/ with ∧, ∨, ·, \, / and a replacing propositional variablespi with xi by fϕ(x1, . . . , xn). Then
this is a element ofFL-algebra.
Suppose thatϕ(p1, . . . pn) ∈ L(A). In other words for any valuationv onA

v(ϕ) = fA

ϕ (v(p1), . . . , v(pn)) ≥ 1A.

Let θ is a congruence onA. Then we can get

fA

ϕ (x1, . . . , xn)/θ = fA/θ
ϕ (x1/θ, . . . , xn/θ)

≥ 1A/θ

= 1A/θ.

This holds for anyx1/θ, . . . , xn/θ ∈ A/θ. Soϕ ∈ L(A/θ). ThusL(A) ⊆ L(A/θ).

2

Proposition 4.4.3 LetA andB areFL-algebras andα : A −→ B is a homomorphism. Then
the following holds.

1. If α is surjective thenL(A) ⊆ L(B).

2. If α is injective thenL(B) ⊆ L(A).

3. If α is bijective thenL(A) = L(B).

Proof They follow from previous two propositions. In fact ifα is surjective thenA/ker(α) ≃
B and ifα is injective thenA ≃ Im(α) ≤ B. Moreover 3 is clear from 1 and 2.

2

34



Proposition 4.4.4 L(
∏

i∈I Ai) =
⋂

i∈I L(Ai)

Proof We show this only for the case ofI = {1, 2}.
(⊆)
α1 : A1 ×A2 −→ A1, α2 : A1 ×A2 −→ A2 are onto homomorphism. So from the previous
Proposition 4.4.3L(A1 × A2) ⊆ L(A1), L(A1 × A2) ⊆ L(A2). ThusL(A1 × A2) ⊆
L(A1) ∩ L(A2).
(⊇)
Let ϕ ∈ L(A1) andϕ ∈ L(A2). In other words Letv1(ϕ) ≥ 1A1

andv2(ϕ) ≥ 1A2
for any

valuationv1 andv2 on A1 andA2 respectively. Since any valuationv on A1 × A2 can be
expressed asv(ϕ) = 〈v1(ϕ), v2(ϕ)〉 for valuationsv1 andv2 on A1 andA2, respectively. So
from an assumption

v(ϕ) = 〈v1(ϕ), v2(ϕ)〉

≥ 〈1A1
, 1A2
〉

= 1A1×A2
.

Henceϕ ∈ L(A1 ×A2).

2

Above propositions intuitively mean that if an algebra become bigger (smallen) then a logic
become smaller (bigger, respectively).

4.5 Logics overFL and varieties ofFL-algebras

In previous two sections we discuss relations between logics and algebras. In this section we
discuss relation between logics and classes ofFL-algebras.

4.5.1 From logics to varieties

Definition 4.5.1 Let L be a logic overFL. We define a classVL of FL-algebras by

VL = {Q : L ⊆ L(Q)}.

Proposition 4.5.1 For every logic overFL a classVL of FL-algebras is a variety.

Proof It is enough to show thatVL is closed under homomorphic images, subalgebras, direct
products.
(homomorphic images)
Let A ∈ VL.ThenL ⊆ L(A). If α(A) is a homomorphic image ofA then by Proposition 4.4.3
we can getL(A) ⊆ L(α(A)). SoL ⊆ L(α(A)). Thus we can getα(A) ∈ VL.
(subalgebras)
Let A ∈ VL andB ≤ A. Then by Proposition 4.4.1

L ⊆ L(A) ⊆ L(B)
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ThusB ∈ VL.
(direct products)
Let A ∈ VL for eachi ∈ I. Then by Proposition 4.4.4 we can getL(

∏

i∈I Ai) =
⋂

i∈I L(Ai).
Moreover from our assumption 2L ⊆ L(Ai) for anyi ∈ I. So we can get

L ⊆
⋂

i∈I L(Ai) = L(
∏

i∈I Ai).

Thus
∏

i∈I Ai ∈ VL.

2

4.5.2 From varieties to logics

Definition 4.5.2 LetK be a class ofFL-algebras.K is anidentity classif there exists some sets
Σ of identities, i.e.

K = {A : A |= s ≈ t for anys ≈ t ∈ Σ}.

We note that all identities can be expressed of a form1 ≤ r for a termr. Because for any
identitys ≈ t

s ≈ t ⇔ s ≤ t and t ≤ s

⇔ 1 ≤ s\t and 1 ≤ t\s

⇔ 1 ≤ (s\t) ∧ (t\s).

Let V is a variety ofFL-algebras. We define the set of formulasLV as follows.

LV = {ϕ|V |= ϕ ∧ 1 ≈ 1}.

Then a following proposition holds.

Proposition 4.5.2 For any varietyV of FL-algebrasLV is a logic overFL.

Proof Letϕ ∈ FL. Then from completeness theorem for anyFL-algebra and for any valuation
v, v(ϕ) ≥ 1A. For anyFL-algebraA ∈ V

v(ϕ) ≥ 1A.

LK is a logic which is a set of any formulaψ satisfyingK |= v(ψ). So

ϕ ∈ LK

ThusFL ⊆ LV .
Let ϕ(p1, . . . pn) ∈ LV . Suppose that substitution instanceϕ(ψ1, . . . , ψn) 6∈ LV . Then

there exists someA ∈ V and valuationv on A such thatv(ϕ(ψ1, . . . , ψn)) 6≥ 1A. Let v′ be a
valuation onA defined byv′(pi) = v(ψi) for i ∈ {1, . . . , n}. Then

v′(ϕ(p1, . . . , pn)) = ϕ(v′(p1), . . . , v
′(pn))

= ϕ(v(ψ1), . . . , v(ψn))

= v(ϕ(ψ1, . . . , ψn))

6≥ 1A
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This is a contradiction. ThusLV is closed under substitution.
Let ϕ, ϕ\ψ ∈ LV . Thenv(ϕ) ≥ 1A, v(ϕ\ψ) ≥ 1A for anyA ∈ V and valuationv. Hence

1A ≤ v(ϕ\ψ) ⇔ 1A ≤ v(ϕ)\v(ψ)

⇔ v(ϕ) ≤ v(ψ)

⇔ 1A ≤ v(ψ).

Thusψ ∈ LV .
Let ϕ ∈ LK. Thenv(ϕ) ≥ 1A for any A ∈ V and valuationv. Hencev(ϕ ∧ 1) =

v(ϕ) ∧ 1A = 1A. Thusϕ ∧ 1 ∈ LK.
Let ϕ ∈ LK andψ be an arbitrary formula. Thenv(ϕ) ≥ 1A for anyA ∈ V and valuation

v. Hence

1A ≤ v(ϕ) ⇒ v(ψ) ≤ v(ϕ) · v(ψ)

⇔ 1A ≤ v(ψ)\(v(ϕ) · v(ψ))

⇔ 1A ≤ v(ψ\(ϕ · ψ)).

Thusψ\(ϕ · ψ) ∈ LK. Similarly we can show(ψ · ϕ)/ψ ∈ LK

2

Proposition 4.5.3 The mapsΛ(RL) → Λ(FL) andΛ(FL) → Λ(RL) are mutually inverse,
dual lattice isomorphism.

Proof Let L1 ⊆ L2. Thenϕ ∈ L2 for everyϕ ∈ L1. Thus,V (L2) |= ϕ ∧ 1 ≈ 1, so,
V (L2) ⊆ V (L1). Let V1 ⊆ V2 . If V2 |= ϕ ∧ 1 ≈ 1 thenV1 |= ϕ ∧ 1 ≈ 1 for anyϕ ∈ V (L2).
ThusL(V2) ⊆ L(V1).

If ϕ ∈ L thenV (L) |= ϕ ∧ 1 ≈ 1. Henceϕ ∈ L(V (L)). If ϕ 6∈ L then there is
someFL-algebraA such thatA 6|= ϕ ∧ 1 ≈ 1 andA ∈ V (L) by Proposition 4.3.4. Hence
V (L) 6|= ϕ ∧ 1 ≈ 1, soϕ 6∈ L(V (L)).

Let A ∈ V. Then for anyϕ ∧ 1 ≈ 1, if V |= ϕ ∧ 1 ≈ 1 thenA |= ϕ ∧ 1 ≈ 1. Thus
A ∈Mod({ϕ ∧ 1 ≈ 1|V |= ϕ ∧ 1 ≈ 1}), soA ∈ V (L(V)).

Conversely, letA ∈ V (L(V)). ThenV |= ϕ ∧ 1 ≈ 1⇒ A |= ϕ ∧ 1 ≈ 1 for anyϕ ∧ 1 ≈ 1.
Note that for any identityt ≈ s andFL-algebraB,

B |= t ≈ s⇔ B |= ((t\s) ∧ (s\t)) ∧ 1 ≈ 1.

Thus

V |= t ≈ s ⇔ V |= ((t\s) ∧ (s\t)) ∧ 1 ≈ 1

⇒ A |= ((t\s) ∧ (s\t)) ∧ 1 ≈ 1

⇔ A |= t ≈ s

⇒ A ∈Mod({t ≈ s|V |= t ≈ s}).

By Proposition??, V = Mod({t ≈ s|V |= t ≈ s}), thereforeA ∈ V.

2
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Chapter 5

Algebraic characterization of disjunction
property

In this chapter, we will discuss about the disjunction property (DP). Some of the basic sub-
structural logics are shown to have the DP by using cut elimination of sequent calculi for these
logics [16, 10, 1, 2]. On the other hand, this syntactic method works only for a limited number
of substructural logics. Here, we show first that Maksimova’s algebraic criterion on the DP
of superintuitionistic logics can be naturally extended toone on the DP of substructural logics
overFL. By using this criterion, we show the DP for some of the substructural logics for which
syntactic methods do not work well.

5.1 Disjunction property as a consequence of cut elimination

Definition 5.1.1 (disjunction property) A logic L has thedisjunction property, when for any
formulaϕ andψ if ϕ ∨ ψ is provable inL then at least one of the formulasφ andψ is provable
in it.

Classical logics does not have the disjunction property, asp ∨ ¬p is provable but neither of
p or¬p are provable.

Theorem 5.1.1 Intuitionistic logic has the disjunction property.

Proof We give here a syntactic proof, by using the sequent calculusLJ for intuitionistic logic
and the cut elimination. Suppose that the sequent→ ϕ∨ψ is provable inLJ. Then there exists
cut-free proofP of→ ϕ ∨ ψ. Let I be the last inference ofP . I will be either→ w or→ ∨. If
I is→ w then the upper sequent is→. It is impossible sinceLJ is consistent. HenceI must be
→ ∨. Then the upper sequent is→ ϕ or→ ψ. Thusϕ or ψ is provable.

2

We can show the following theorem in the same way as above proof, using the fact that cut
elimination holds in each of them.

Theorem 5.1.2 Each ofFL, FLe, FLw, FLew andFLec has the disjunction property.
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Then, why the above proof does not work forLK? Let us consider of any cut-free proof of
→ ϕ ∨ ¬ϕ, and letI be the last inference rule. ThenI will be (→ w), (→ ∨) or (→ c). When
I is (→ c), then

ϕ→ ϕ
→ ϕ,¬ϕ (→ ¬)

→ ϕ, ϕ ∨ ¬ϕ (→ ∨)

→ ϕ ∨ ¬ϕ, ϕ ∨ ¬ϕ (→ ∨)

→ ϕ ∨ ¬ϕ (→ c)

.

Thus, the similar argument as in the proof of the previous theorems does not work. On the
other hand, the above proof of DP as shown in Theorem 5.1.1 works for a logics overCFL

with a cut-free system, as long as it does not have(→ c).

Theorem 5.1.3 BothCFLe andCFLew have the DP.

5.2 Algebraic characterization of disjunction property for log-
ics overFL

In the previous section we show the DP as a consequence of cut elimination theorem. But having
a cut-free sequent calculus is rather exceptional. In [13],Maksimova gave an algebraic charac-
terization of the disjunction property forsuperintuitionistic logics, i.e. logics over intuitionistic
logic Int. In this section we extend the Maksimova’s result to logics overFL.

Definition 5.2.1 (well-connectedness)A RL A is well-connectedif for anyx, y ∈ A x∨y ≥ 1
impliesx ≥ 1 or y ≥ 1.

In every Heyting algebra the unit element1 is always the greatest element. Thus a Heyting
algebraA is well-connected iff for allx, y ∈ A, x ∨ y = 1 implies eitherx = 1 or y = 1. In
[13], L. Maksimova showed the following.

Theorem 5.2.1 (Maksimova)Suppose that a logicL over Int is complete with respect to a
classK of Heyting algebras. Then, the following are equivalent;

1. L has the disjunction property,

2. For all Heyting algebrasA,B ∈ K there exist a well-connected Heyting algebraC such
that L is valid in C, and there is a surjective homomorphism fromC onto the direct
productA×B of A andB.

In the same way as this, we can show the following Theorem 5.2.2.

Theorem 5.2.2 Suppose that a logicL overFL is complete with respect to a classK of FL-
algebras. Then, the following are equivalent:

1. L has the disjunction property,
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2. For all A,B ∈ K there exist a well-connectedFL-algebraC ∈ V (L), and a surjective
homomorphism fromC onto the direct productA×B of A andB.

Proof We will show the Theorem, following Maksimova’s idea, but inthe context of logics
overFL. We show first that 2 implies 1. Suppose that 2 holds and that neitherφ norψ is valid
in L for some formulasφ andψ. We show thatϕ ∨ ψ is not valid.

Because of the completeness ofL with respect toK we havevA(φ) 6≥A 1A andvB(ψ) 6≥B

1B for some valuationsvA in A andvB in B whereA,B ∈ K. From 2 there exist a well-
connected CRLC such thatL is valid in C, and a surjective homomorphismα from C onto
A × B. We define a valuationv in C as follows. For any propositional variablep, define
v(p) = a, wherea is an arbitrary element inα−1(〈vA(p), vB(p)〉). Thus for any variablep,

α(v(p)) = 〈vA(p), vB(p)〉.

Then we can show inductively that for any formulaδ, α(v(δ)) = 〈vA(δ), vB(δ)〉. In particular,

α(v(φ)) = 〈vA(φ), vB(φ)〉 < 〈1A, 1B〉 andα(v(ψ)) = 〈vA(ψ), vB(ψ)〉 < 〈1A, 1B〉.

Hence, we havev(φ) < 1C andv(ψ) < 1C asα(1C) = 〈1A, 1B〉. Thusv(φ ∨ ψ) < 1C by the
well-connectedness ofC. Thusφ ∨ ψ is not valid inC.

Next we show that 1 implies 2. First, note that ifL has the disjunction property, then all
free algebras of the corresponding varietyV (L) = {C | L is valid in C} are well-connected.
For giveA,B ∈ K, their direct productA × B belongs toV (L). By the universal mapping
property of free algebras, if we take an enough big free algebra inV (L) there exists a surjective
homomorphism fromC to A×B. This completes the proof.

2

5.3 Disjunction property of various substructural logics

As an application of Theorem 5.2.2, we show the disjunction property of some logics over
FL. First we show the disjunction property ofFL[Em

n ] and FLe[E
m
n ] whereEm

n : (pm\pn)
(m ≥ 0, n ≥ 0). Note thatEm

n corresponds to the contractiveness whenm = 1 andn = 2.

Theorem 5.3.1 (Disjunction property for FL[Em
n ].) BothFL[Em

n ] andFLe[E
m
n ] have the dis-

junction property for everym,n.

The sequent calclusFL[Em
n ] does not hold the cut-elimination theorem. To prove this the-

orem we construct a suitableRL C, which satisfies the conditions stated in Theorem 5.2.2 for
giveRLsA andB. Suppose thatA andB are given as follows.

• A = 〈A,∧A,∨A, ·A, /A, \A, 0A, 1A〉,

• B = 〈B,∧B,∨B, ·B, /B, \B, 0B, 1B〉.
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〈1A, 1B, 0〉

A×B

〈1A, 1B, 1〉

Figure 5.1.

Define a RLC = 〈C,∧,∨, ·, /, \, 0, 1〉 as follows;
Let 2 be the two element Boolean algebra with the universe{0, 1}. Take the direct product

A×B× 2. Consider a subsetC = {(a, b, 0)|a ∈ A, b ∈ B} ∪ {(a, b, 1)|a ∈ A, b ∈ B, a ≥A

1A, b ≥B 1B} of A × B × 2. Define1 = 〈1A, 1B, 1〉 and0 = 〈0A, 0B, 0〉. Note that the
operations·, \, / on2 are defined byx ·x = x, 1 · 0 = 0 · 1 = 0, x\x = 1, 1\0 = 0 and0\1 = 1
(/ is defined in the same way as\).

Obviously,A × B × 2 is a lattice. SinceC is closed under lattice operations, the algebra
〈C,∧,∨〉 can be regarded as a sublattice ofA×B× 2.

Define the multiplication· onC as follows:

〈a, b, i〉 · 〈a′, b′, j〉 = 〈a ·A a′, b ·B b
′, i · j〉.

Define the left residual\ onC as follows:

〈a, b, i〉\〈a′, b′, j〉 =

{
〈a\Aa

′, b\Bb
′, i\j〉 if 〈a\Aa′, b\Bb′, i\j〉 ∈ C

〈a\Aa
′, b\Bb

′, 0〉 if 〈a\Aa′, b\Bb′, i\j〉 6∈ C

Similarly for the right residual/.

We show thatC = 〈C,∧,∨, ·, \, /, 0, 1〉 is a RL.

Lemma 5.3.2 The algebraC satisfies the law of residuation.

Proof First we prove that〈a1, b1, i〉·〈a2, b2, j〉 ≤ 〈a3, b3, k〉 implies〈a2, b2, j〉 ≤ 〈a1, b1, i〉\〈a3, b3, k〉.
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Suppose that〈a1, b1, i〉 · 〈a2, b2, j〉 ≤ 〈a3, b3, k〉 holds, we can easily showa1 ·A a2 ≤A a3,
b1 ·B b2 ≤B b3 andi · j ≤ k. Hence we can geta2 ≤A a1\Aa3, b2 ≤B b1\Bb3, j ≤ i\k. By the
definition of\ of C, we need to consider the following two cases.

• Suppose that〈a1, b1, i〉\〈a3, b3, k〉 = 〈a1\Aa3, b1\Bb3, i\k〉. Then

〈a2, b2, j〉 ≤ 〈a1\Aa3, b1\Bb3, i\k〉 = 〈a1, b1, i〉\〈a3, b3, k〉.

• Suppose that〈a1, b1, i〉\〈a3, b3, k〉 = 〈a1\Aa3, b1\Bb3, 0〉. Then we can provea2 6≥A 1A,
sincea2 ≤A a1\Aa3 anda1\Aa3 6≥A 1A. Similarly we can proveb2 6≥B 1B. Soj cannot
be1. Thus

〈a2, b2, j〉 ≤ 〈a1\Aa3, b1\Bb3, 0〉 = 〈a1, b1, i〉\〈a3, b3, k〉.

Next we prove that〈a2, b2, j〉 ≤ 〈a1, b1, i〉\〈a3, b3, k〉 implies〈a1, b1, i〉·〈a2, b2, j〉 ≤ 〈a3, b3, k〉.

• Suppose that〈a1, b1, i〉\〈a3, b3, k〉 = 〈a1\Aa3, b1\Bb3, i\k〉. From〈a2, b2j〉 ≤ 〈a1\Aa3, b1\Bb3, i\k〉,
we can provea1 ·A a2 ≤A a3, b1 ·B b2 ≤B b3, i · j ≤ k easily. Thus

〈a1, b1, i〉 · 〈a2, b2, j〉 ≤ 〈a3, b3, k〉.

• Suppose that〈a1, b1, i〉\〈a3, b3, k〉 = 〈a1\Aa3, b1\Bb3, 0〉. Then similarly we can prove
a1 ·A a2 ≤A a3, b1 ·B b2 ≤B b3. Sincei ≤ 0 we can showi · j = 0 ≤ k . Thus

〈a1, b1, i〉 · 〈a2, b2, j〉 = 〈a1 ·A a2, b1 ·B b2, 0〉 ≤ 〈a3, b3, k〉.

2

Now we show thatC satisfies the conditionEm
n , assuming that bothA andB satisfyEm

n .

Lemma 5.3.3 If bothA andB satisfy the conditionEm
n then so doesC.

Proof From our assumption1A ≤ am\an, 1B ≤ bm\bn for all a ∈ A andb ∈ B. For all
〈a, b, i〉 ∈ C,

〈a, b, i〉m\〈a, b, i〉n

= 〈am, bm, im〉\〈an, bn, in〉

= 〈am\Aa
n, bm\Bb

n, im\in〉

≥ 〈1A, 1B, 1〉.

Hence〈1A, 1B, 1〉 ≤ 〈a, b, i〉
m\〈a, b, i〉n. ThusC satisfiesEm

n .

2

ThusC = 〈C,∧,∨, ·, \, /, 0, 1〉 is a RL.

Lemma 5.3.4 The residuated latticeC is well-connected.
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Proof Suppose that〈a, b, i〉, 〈a′, b′, j〉 ∈ C. If 〈a, b, i〉 6≥ 1, 〈a′, b′, j〉 6≥ 1 theni = j = 0.
Then

〈a, b, i〉 ∨ 〈a′, b′, j〉

= 〈a ∨A a′, b ∨B b
′, i ∨ j〉

= 〈a ∨A a′, b ∨B b
′, 0〉

6≥ 1.

ThusC is well-connected.

2

It is clear that if bothA andB are commutative then so isC.

Lemma 5.3.5 A mappingα fromC to A×B defined by

α(〈a, b, i〉) = 〈a, b〉

is a surjective homomorphism.

Proof The mappingα is clearly surjective. Thus, it remains to show thatα is a homomorphism.

α(〈a, b, i〉 ∨ 〈a′, b′, j〉) = α(〈a ∨A a′, b ∨B b
′, i ∨ j〉)

= 〈a ∨A a′, b ∨B b
′〉

= 〈a, b〉 ∨ 〈a′, b′〉

= α(〈a, b, i〉) ∨ α(〈a′, b′, j〉)

We can showα(〈a, b, i〉 ∧ 〈a′, b′, j〉) = α(〈a, b, i〉) ∧ α(〈a′, b′, j〉) andα(〈a, b, i〉 · 〈a′, b′, j〉) =
α(〈a, b, i〉) · α(〈a′, b′, j〉) in the same way as above.

α(〉a, b, i〈\〈a′, b′, j〉) is eitherα(〈a\Aa
′, b\Bb

′, i\j〉) or α(〈a\Aa
′, b\Bb

′, 0〉). Therefore

α(〈a, b, i〉\〈a′, b′, j〉) = 〈a\Aa
′, b\Bb

′〉

= 〈a, b〉\〈a′, b′〉

= α(〈a, b, i〉)\α(〈a′, b′, j〉).

Similarly we can showα(〈a′, b′, j〉/〈a, b, i〉) = α(〈a′, b′, j〉)/α(〈a, b, i〉).
Thusα is surjective homomorphism.

2

Next we consider the following axioms:

• Ek: pk+1\pk (weakk-potency, i.e.,Ek+1
k )

• Dis: ((p ∨ q) ∧ (p ∨ r))\(p ∨ (q ∧ r)) (distributivity)

Corollary 5.3.6 FL, FLe, FL[Ek] andFLe[Ek] have the disjunction property for everyk
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Remark that sinceE1
2 is the axiom of contraction, the DP ofFLec follows also.

We note that in this proof if we assume moreover that bothA andB satisfyDis, i.e. their
lattice reducts are distributive, thenA × B × 2 is distributive. The lattice reduct ofC is a
sublattice of lattice reduct ofA × B × 2. Since the distributivity is represented as identity,C

satisfyDis. Hence we have also the following theorem.

Corollary 5.3.7 BothFL[Em
n ,Dis] andFLe[E

m
n ,Dis] have the disjunction property. In partic-

ular FL[Dis] have the disjunction property.

As the existence of the zero element0 of C does not play any particular role in the proof of
Theorem 5.3.1, we can derive that each positive fragment of these logics has also the disjunction
property. It is well-known that the positive relevant logicR+ is equal to the positive fragment of
FLe[E

1
2,Dis]. Hence we can get an alternative proof of the disjunction property ofR+, which

was firstly proved by R. K. Meyer in [14].

5.4 Disjunction property of involutive substructural logi cs

In this section we discuss about involutive substructural logics. Here, we say that a substructural
logic is ainvolutive, when the following law of double negation

DN: (∼ −p\p) ∧ (− ∼ p\p)

holds in it.
In general, the RLC in the proof of Theorem 5.3.1 does not satisfyDN, even if bothA and

B satisfyDN. For example if1A ≤A a, 1B ≤B b then

∼ −〈a, b, 0〉\〈a, b, 0〉 = 〈∼A −Aa,∼B −Bb, 1〉\〈a, b, 0〉

= 〈∼A −Aa\Aa,∼B −Bb\Bb, 0〉

6≥ 〈1A, 1B, 1〉.

So we need to introduce a differentRL C in proving the disjunction property ofFL[DN].
Note thatFLe[DN] is nothing but the multiplicative additive linear logic MALL. As men-

tioned in section 5.1 and [16],FLe[DN] has the DP since it is formulated by a cut-free sequent
system without the right contraction rule. Here, we give an algebraic proof of it.

Theorem 5.4.1 BothFL[DN] andFLe[DN] have the disjunction property.

We prove this theorem in the same way as Theorem 5.3.1. Suppose thatA andB are given.
Define a RLD = 〈D,∧,∨, ·, \, /, 0, 1〉 as follows;

Let C3 be the three element MV-algebra with the universe{0, 1
2
, 1}. Take the direct product

A × B × C3. Consider a subsetD = {(a, b, 1
2
)|a ∈ A, b ∈ B} ∪ {(a, b,

1)|a ∈ A, b ∈ B, a ≥A 1A, b ≥B 1B} ∪ {(a, b, 0)|a ∈ A, b ∈ B, a ≤A 0A, b ≤B 0B}
of A × B × C3. Note that since theC3 is a residuated lattice,·, \ and/ on C3 are defined by
x cot 0 = 0 · x = x, x · 1 = 1 · x = x, 1

2
· 1

2
= 1

2
, x ≤ y implies x\y = 1, 1\1

2
= 1

2
and

1\0 = 1
2
\0 = 0.

It is easy to see that the setD is closed under the lattice operations ofA ×B ×C3. Thus,
D can be regarded as a sublattice of the lattice reduct ofA×B×C3.

Define multiplication onD as follows:
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〈1A, 1B,
1

2
〉

A×B

〈1A, 1B, 1〉

〈0A, 0B, 0〉

〈0A, 0B,
1

2
〉

Figure 5.2.

• If a ·A a′ ≤ 0A, b ·B b′ ≤B 0B andi, j ∈ {0, 1
2
} then

〈a, b, i〉 · 〈a′, b′, j〉 = 〈a ·A a′, b ·B b
′, 0〉.

• Otherwise

〈a, b, i〉 · 〈a′, b′, j〉 =

{
〈a ·A a′, b ·B b

′, i · j〉 if 〈a ·A a′, b ·B b
′, i · j〉 ∈ D

〈a ·A a′, b ·B b
′, 1

2
〉 if 〈a ·A a′, b ·B b

′, i · j〉 6∈ D

Next define residuals onD as follows:

• If i = 1
2

and〈a′, b′, j〉 ≤ 〈0A, 0B, 0〉 then

〈a, b, i〉\〈a′, b′, j〉 = 〈a\Aa
′, b\Bb

′, 1
2
〉.

• Otherwise,

〈a, b, i〉\〈a′, b′, j〉 =

{
〈a\Aa

′, b\Bb
′, i\j〉 if 〈a\Aa′, b\Bb′, i\j〉 ∈ D

〈a\Aa
′, b\Bb

′, 1
2
〉 if 〈a\Aa′, b\Bb′, i\j〉 6∈ D

Similarly for the left residuals.

Lemma 5.4.2 The tuple〈D, ·, 1〉 is a monoid.

Lemma 5.4.3 The algebraD satisfies the law of residuation.
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Lemma 5.4.2 and 5.4.3 can be shown by long, tedious calculations. So, we put them in the
Appendix of our thesis.

Definition 5.4.1 For any〈a, b, i〉 ∈ D we define unary operations∼,− by following;

∼ 〈a, b, 1〉 = 〈∼A a,∼B b, 0〉
∼ 〈a, b, 0〉 = 〈∼A a,∼B b, 1〉
∼ 〈a, b, 1

2
〉 = 〈∼A a,∼B b, 1

2
〉.

Note that ifa ≥A 1A then∼A a ≤A 0A and if a ≤A 0A then∼A a ≥A 1A. Similarly we
define−.

Lemma 5.4.4 If A andB satisfy the conditionDN then so doesD.

Proof For all 〈a, b, i〉 ∈ D,

∼ −〈a, b, i〉\〈a, b, i〉 = 〈∼A −Aa,∼B −Bb, i〉\〈a, b, i〉

= 〈∼A −Aa\Aa,∼B −Bb\b, i\i〉

≥ 〈1A, 1B, 1〉.

Similarly we can easily show− ∼ 〈a, b, i〉\〈a, b, i〉 ≥ 〈1A, 1B, 1〉. So (∼ −〈a, b, i〉\〈a, b,
i〉) ∧ (− ∼ 〈a, b, i〉\〈a, b, i〉) ≥ 〈1A, 1B, 1〉. Thus the algebraD satisfiesDN.

2

Lemma 5.4.5 The residuated latticeD is well-connected

Proof Suppose that〈a, b, i〉, 〈a′, b′, j〉 ∈ D. If 〈a, b, i〉 6≥ 〈1A, 1B, 1〉 and〈a′, b′, j〉 6≥ 〈1A, 1B, 1〉
theni = j = 1

2
.

〈a, b, i〉 ∨ 〈a′, b′, j〉

= 〈a ∨A a′, b ∨B b
′, i ∨ j〉

= 〈a ∨A a′, b ∨B b
′,

1

2
〉

6≥ 1.

ThusD is well-connected.

2

Lemma 5.4.6 A mappingα fromD to A×B defined by

α(〈a, b, i〉) = 〈a, b〉.

is a surjective homomorphism.
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Proof We can easily show that

α(〈a, b, i〉 ⊕ 〈a′, b′, j〉) = α(〈a⊕A a′, b⊕B b
′, k〉)

= 〈a⊕A a′, b⊕B b
′〉

= 〈a, b, i〉 ⊕A×B 〈a
′, b′, j〉

= α(〈a, b, i〉)⊕A×B α(〈a′, b′, j〉)

(for ⊕ ∈ {∧,∨, ·, \, /} ). Henceα is a homomorphism. The mappingα is clearly surjective.

2

Now, by Theorem 5.2.2,FL[DN] has the DP. It is clear that if bothA andB are commutative
then so isD. Thus, the DP ofFLe[DN] follows also. Hence we have Theorem 5.4.1.

In the proof of Theorem 5.4.1, suppose moreover that bothA andB satisfy the formulaDis.
It means that bothA andB are distributive. SinceC3 is distributive, the productA×B×C3

is also distributive. The lattice〈D,∧,∨〉 is a sublattice ofA×B×C3. Thus,D is distributive.
Hence the following corollary holds.

Corollary 5.4.7 BothFL[Dis,DN] andFLe[Dis,DN] have the disjunction property.

Note thatFLe[Dis,DN] is equivalent to the contraction-less relevant logicRW, whose
disjunction property is shown in [18] by usingmetavaluations.

We can show the following by extending Theorems 5.3.1 and 5.4.1 when we have weakening
rules, i.e. when we assumex ≤ 1 and0 ≤ x for anyx in algebras.

Corollary 5.4.8 FLew[Em
n ], FLew[DN], FLew[Em

n ,Dis] andFLew[DN,Dis] have the disjunc-
tion property.

SinceFLew[E1
2] is equal to intuitionistic logicInt, the above corollary also covers the DP

of Int.
On the other hand, these proofs cannot always be combined together. That is, the argument

does not work well forFLx[Em
n ,DN], wherex is either empty ore or ew. In fact, the DP does

not hold for cases likeFLew[E1
2,DN], since the latter is equal to classical logic. Note that in the

proof of Theorem 5.4.1,D is not always a Boolean algebra even if bothA andB are Boolean
algebras.

Our proof works well forFLew, FLew[Ek] andFLew[DN] as we have mentioned in the
above [19]. In these cases,1A and1B are the greatest,0A and0B are the least elements ofA

andB, respectively. In such a case residuated lattices shown in Figure 5.3 become the following.
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<1,1,1>

<1,1,1/2>

<0,0,1/2>

<0,0,0>

<1,1,1>

<1,1,0>

Figure 5.3.
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Chapter 6

Minimal subvarieties ofRL

In this chapter we discuss about minimal subvarieties of thesubvariety lattice of residuated
lattice. As we mentioned before (Theorem 4.5.3), the lattice of substructural logics is dually
isomorphic to the lattice ofFL-algebras. So the number of minimal subvarieties corresponds to
the number of maximal consistent logics. The maximal consistent logic over intuitionistic logic
Int (even overFLew) is only classical logicCl. The goal of this chapter is to show that there
exist uncountably many minimal subvarieties of bounded involutive representable residuated
lattices with mingle axiom, but there are only two minimal subvarieties of bounded involutive
representable residuated lattice with idempotent axiom.

6.1 General facts about minimal subvarieteis

A non-trivial varietyV is calledminimal iff the trivial variety is only one proper subvariety of
V.

A non-trivial algebraA is a strictly simple, if it has neither non-trivial proper subalgebra
nor non-trivial congruences. Note that for infinite algebras, the notion of proper subalgebras
is defined in such a way that a subalgebraB of A is proper if B is not isomorphic toA. The
fact that an algebra has no non-trivial proper subalgebra isenough to establish strict simplicity
for RL but not in general forFL. For, congruences on residuated lattices correspond to convex
normal subalgebras and thus the lack of non-trivial proper subalgebras is enough to establish
strict simplicity.

The element⊥ ∈ A is anearly term-definable lower bound, if ⊥ is the bottom element of
A and there is an n-ary term-operationt(x̄) on A such that for anȳx 6= (1, . . . , 1

︸ ︷︷ ︸

n-times

), t(x̄) = ⊥

holds.

We write the variety ofInRL with mingle axiom:x2 ≤ x by InRL-mingle. The following
result was proved in [5].

Lemma 6.1.1 LetA be a strictly simple algebra with the bottom element⊥ nearly term defin-
able by an n-ary termt. Then,V (A) is a minimal subvariety.

Proof Let V be a variety generated byA, i.e. V = V (A). By Jónsson’s Lemma (see 3.4.4),
for congruence distributive varieties, the subdirect irreducible algebras ofV are contained in
HSPU(A). Therefore ifD is subdirect irreducible algebra ofV then there exist an ultrapower
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B = AI/U and a non-trivial subalgebraC of B such thatD = f(C) for some homomorphism
f . SinceA is strictly simple,A is generated by⊥. Note thatA satisfies

(∀x1, . . . xn)((x1 6= 1 or . . . or xn 6= 1) implies (t(x1, . . . , xn) = ⊥)). (∗)

ThereforeB satisfies(∗), with ⊥ being the element(⊥ : i ∈ I)/U by properties of ultraprod-
ucts. Since(∗) is a universal formula, for any subalgebraC′ of B satisfies(∗). Hence any
non-trivial subalgebraE of B containsa 6= 1. ThenE satisfiest(a, . . . , a) = ⊥. ThusE

contains⊥. SinceA is a subalgebra ofB generated by⊥, every non-trivial subalgebra ofB
containsA as a subalgebra. In particular we takeC as such subalgebra thenC containsA as a
subalgebra.

Suppose thatf(u) = f(v) for distinct elementsu, v ∈ A ⊆ C. For anyx, y ∈ A, if we
definex ∼ y by f(x) = f(y) then∼ is a congruence. SinceA is simple, congruences onA
is only identity relation∆ and full relation∇. ∼ is not the identity relation sinceu 6= v. Thus
for anyx, y ∈ A, x ∼ y, i.e. f(x) = f(y). In particularf(⊥) = f(1) = 1. But ⊥ is the
bottom element ofC. Let⊥ ∼ 1. Then⊥ = ⊥ · x ∼ 1 · x = x. Sincex, y ∈ C x ∼ 1 ∼ y,
CgC(u, v) = CgC(⊥, 1) is the full congruence. Sof(C) = D is a singleton. It contradicts that
D is a subdirect irreducible algebra. Thereforef is injective onA andf(A) is a subalgebra of
D. ThusA is isomorphic to a subalgebra of every subdirect irreducible member ofV. HenceV
is a minimal.

2

6.2 Representable minimal subvarieties

Our results shown in Section 6.4 are the number of minimal subvarieties of some classes of
involutive representable residuated lattices. In the present section, we discuss two important
results on minimal subvarieties of some classes of representable residuated lattices.

6.2.1 Bounded representable 3-potent minimal subvarieties

Here we show that there exists uncountable many minimal subvarieties of bounded repre-
sentable 3-potent residuated lattices, where 3-potent axiom isx3 = x4, shown by P. Jipsen and
C. Tsinakis, in [11]. To prove this we construct uncountablymany strictly simple residuated
lattices and show that they generate distinct varieties.

Let S be any subset ofω. Define the algebraJS = 〈JS,∨,∧, ·, \, /, 1,⊥,⊤〉. The universe
of JS is the set

{⊥, a, b, 1,⊤} ∪ {ci|i ∈ ω} ∪ {di|i ∈ ω}.

The order is defined by

⊥ ≤ a ≤ b ≤ c0 ≤ c1 ≤ · · · ≤ · · · ≤ d1 ≤ d0 ≤ e ≤ ⊤.

The monoid operation is defined by (1)ex = x = xe, (2)⊥x = ⊥ = x⊥, (3)⊤x = x = x⊤
andax = ⊥ = xa andbx = ⊥ = xb for anyx 6∈ {1,⊤}. Moreover, for anyi, j ∈ ω,
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cicj = ⊥
didj = b

cidj =







⊥ if i < j
a if i = j or i = j + 1 andj ∈ S
b otherwise,

dicj =

{
⊥ if i ≥ j
b otherwise.

The following table is monoid operation table forJS. The elementsi in the table are equal to
a (if i ∈ S) or b (if i 6∈ S).

· ⊤ 1 d0 d1 d2 · · · · · · c2 c1 c0 b a ⊥
⊤ ⊤ ⊤ d0 d1 d2 · · · · · · c2 c1 c0 b a ⊥
1 ⊤ 1 d0 d1 d2 · · · · · · c2 c1 c0 b a ⊥
d0 d0 d0 b b b · · · · · · b b ⊥ ⊥ ⊥ ⊥
d1 d1 d1 b b b · · · · · · b ⊥ ⊥ ⊥ ⊥ ⊥
d2 d2 d2 b b b · · · · · · ⊥ ⊥ ⊥ ⊥ ⊥ ⊥
...

...
...

...
...

...
...

...
...

...
...

...
...

...
...

...
...

...
...

...
...

...
...

...
c2 c2 c2 b s1 a · · · · · · ⊥ ⊥ ⊥ ⊥ ⊥ ⊥
c1 c1 c1 s0 a ⊥ · · · · · · ⊥ ⊥ ⊥ ⊥ ⊥ ⊥
c0 c0 c0 a ⊥ ⊥ · · · · · · ⊥ ⊥ ⊥ ⊥ ⊥ ⊥
b b b ⊥ ⊥ ⊥ · · · · · · ⊥ ⊥ ⊥ ⊥ ⊥ ⊥
a a a ⊥ ⊥ ⊥ · · · · · · ⊥ ⊥ ⊥ ⊥ ⊥ ⊥
⊥ ⊥ ⊥ ⊥ ⊥ ⊥ · · · · · · ⊥ ⊥ ⊥ ⊥ ⊥ ⊥

It is easy to show thatxyz = ⊥ whenever1,⊤ 6∈ {x, y, z} andJS satisfies residuation law.
ThusJS is bounded 3-potent representable residuated lattice.

Now ⊤ = ⊥\⊥, d0 = ⊤\1, ci = di\⊥ anddi+1 = ci\⊥, so the algebraJS generated by
⊥ and⊥ is nearly term-definable byt(x) = (x\1 ∧ x)3. HenceJS is strictly simple residuated
lattice with nearly term definable lower bound. Moreover forany distinct setS1, S2 ∈ ω, JS1

andJS2
generates distinct varieties. Then the following theorem holds.

Theorem 6.2.1 There are uncountably many minimal subvarieties of bounded3-potent repre-
sentable residuated lattices.

6.2.2 Representable idempotent minimal subvarieties

Next we explain the result that there exists uncountably many representable idempotent minimal
subvarieties, shown by N. Galatos, in [5, 4].

Define idempotent representableRL NS = 〈N,∧,∨, ·S, \, /, 1〉. Let us define a setN.

N = {ai|i ∈ Z} ∪ {bi|i ∈ Z} ∪ {1}.

We define order onN as follows;

bi ≤ bj ≤ 1 ≤ ak ≤ al ⇔ for all i, j, k, l ∈ Z, i ≤ j andk ≥ l.

52



a−1

a0
a1

1

b1
b0
b−1

Figure 6.1.

Obviously, this is a total order. LetS ⊆ Z. We define multiplication onN depending ofS, by

ai ·S aj = amin{i,j}

bi ·S bj = bmin{i,j}

bj ·S ai =

{
bj if j < i or i = j ∈ S
ai if i < j or i = j 6∈ S

ai ·S bj =

{
ai if i < j or i = j ∈ S
bj if j < i or i = j 6∈ S

Finally, we define two division operations, by

x\y =
∨
{z|x ·S z ≤ y}

y/x =
∨
{z|z ·S x ≤ y}

It is easy to see that multiplication is associative and residuated by the division operations. So
NS is a boundedRL (a1 is the top element andb0 is the bottom element). Moreover it satisfies
idempotent axiom asx ·S x = x.

We define following terms

l(x) = x\1, r(x) = 1/x,
t(x) = 1/x ∨ x\1,
m(x) = ll(x) ∧ lr(x) ∧ rl(x) ∧ rr(x),
p(x) = ll(x) ∨ lr(x) ∨ rl(x) ∨ rr(x)

Moreover, consider binary relations defined by,

x
r
→ y ⇔ r(x) = y,

x→
l
y ⇔ l(x) = y,

x→ y ⇔ r(x) = y or l(x) = y.
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A word over{0, 1} is a functionw : A→ {0, 1}, whereA is a subinterval ofZ. A is called
support, supp(w), of w. If |A| < N (|A| = N

+, |A| = Z) then we callw is finite (infinite,
bi-infinite, respectively). Letw is a word andv is a finite word. If there exists an integerk such
thatv(i) = w(i + k) for any i ∈ supp(v) then we say thatv is asubwordof w. Note thatwS
of S ⊆ Z is a bi-infinite word wherewS(i) = 1 ⇔ i ∈ S. Define preorder≤ by for any word
w1, w2 every finite subword ofw1 is a subword ofw2. Definew1

∼= w2 byw1 ≤ w2 ≤ w1. We
say that a bi-infinite wordw is minimal, ifw′ ≤ w ⇐ w ∼= w′ for every bi-infinite wordw′ .

In the followingx ≺ y means thatx < y andx ≤ z ≤ y ⇒ z = x or z = y.

Lemma 6.2.2 For anyS ⊆ Z the following properties hold forNS.

1. For anyi ∈ Z, m(bi) = bi−1, p(bi) = bi+1, m(ai) = ai+1, p(ai) = ai−1, t(ai) = bi and
t(bi) = ai.

2. For anyx, y, x ≤ y or y ≤ x.

3. For everyx, {xt(x), t(x)x} = {x, t(x)}.

4. If x < 1 < y, thenm(x) ≺ x ≺ p(x) < 1 < m(y) ≺ y ≺ p(y) andt(y) < 1 < t(x).

5. For everyx, m(t(x)) = t(p(x)), p(t(x)) = t(m(x)), m(p(x)) = p(m(x)) = x and
t(t(x)) = x.

6. If x is negative, then

xy = yx =

{
x for x ≤ y < t(x)
y for y ≤ x or t(x) < y

If x is positive, then

xy = yx =

{
x for t(x) < y ≤ x
y for y < t(x) or x ≤ y

7. For anyx, y, x ∧ y, x ∨ y, xy ∈ {x, y}.

8. For anyx, y, x/y, y\x ∈ {x,m(x), p(x), t(x), m(t(x)), t(y), m(t(y)), p(t(y))}.

9. For every finite wordv there exists a universal first order formulaϕv, such thatv is not a
subword ofwS iff ϕv is satisfied inNS.

Proof It is easy to see that

bi−1 ←
l
ai

r
→
←
l
bi

r
→ ai+1 (i ∈ S)

bi−1
r
← ai

r
←
→
l
bi →

l
ai+1 (i 6∈ S)

Thus we can show thatt(bi) = ai andt(ai) = bi. Moreover,

{r(r(bi)), r(l(bi)), l(r(bi)), l(l(bi))} = {bi−1, bi, bi+1},
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som(bi) = bi−1 andp(bi) = bi+1. Similarly, we can showm(ai) = ai+1 andp(ai) = ai−1.
Thus 1 holds. 2 is shown by the definition. 3-7 are shown by 1. 8 is routine to check. Finally
we show 9. The first order formula associated to a finite wordv isϕv defined as

∀x1, . . . , xn, y1, . . . , yn(x1 ≺ · · · ≺ xn < 1 < yn ≺ y1 and

t(x1) = y1 and . . . and t(xn) = yn)
⇒ not (x1y1 = s1) and . . . and (xnyn = sn),

wheren is the length ofv, if v(i) = 1 thensi = xi and if v(i) = 0 thensi = yi. Since we
can replacexi ≺ xi+1 by xi = m(xi+1) andyi+1 ≺ yi by yi = p(yi+1), ϕv is equivalent to a
universal quantified first-order formula in the language of residuated lattices.

2

For anya, b ∈ NS\{1}, (a, b) is transitive closure of the relation→. So the following
corollary holds.

Corollary 6.2.3 The residuated latticeNS is strictly simple.

Lemma 6.2.4 Every non-trivial one-generated subalgebra of an ultrapower of NS is isomor-
phic toNS′, for some set of integersS ′.

Proof Every first order formula which is true inNS is also true in an ultrapower of it. Since
properties 2-8 of lemma 6.2.2 can be expressed as first order formula, they hold in ultrapower
of NS.

By 2, any ultrapowerB of NS is totally ordered, so same holds for every subalgebra ofB.
Let A be a non-trivial one-generate subalgebra ofB anda be a generator forA. The element
a can be taken to be negative. Ifa is positive thent(a) is negative and it generatesA, because
t(t(a)) = a.

By 7 and 8,A is the set of evaluations of the terms composed by the termm, p, t and1. By
5, these compositions reduce to one of the formsmn(x), pn(x), pn(t(x)) andmn(t(x)) for n a
natural number.

For any natural numbern, set b−n = mn(a), bn = pn(a), a−n = pn(t(a)) and an =
mn(t(a)). A consists of exactly these elements together with1. Define a subsetS ′ of Z by
S ′ = {m|bmam = bm}, and the mapf : A→ NS′ by f(bi) = b′i, f(ai) = a′i andf(1) = 1′ for
b′i, a

′
i, 1 ∈ NS′.
By 4, f is an order isomorphism and consequently, a lattice isomorphism. By,3 and 6,f

is monoid homomorphism. Every lattice isomorphisms preserve existing join, sof preserve
division operation. ThusA is isomorphic toNS′.

2

Lemma 6.2.5 Let A be a one-generated residuated lattice andS a subset ofZ. ThenA ∈
HSPU(NS)⇔ A ∼= NS′, for someS ′ such thatwS′ ≤ wS.

Proof First we show if part. LetB = (NS)
N/U whereU is a non principal ultrafilter overN

andNS = {bi|i ∈ Z} ∪ {ai|i ∈ Z} ∪ {1}. We will show thatNS′ ∈ ISPU(NS).
For any natural numbern vn is a finite approximation of the bi-infinite wordwS′ defined by

vn(i) = wS′(i) for anyi ∈ [−n, n]Z. SincewS′ ≤ wS, the wordsvn are subwords ofwS. So for
anyn ∈ N there existsKn ∈ N such thatvn(i) = wS(Kn+ i) for anyi ∈ supp(vn) = [−n, n]Z.
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Let b̄ = (bKn
)n∈N wherebKn

∈ NS. By lemma 6.2.5 the subalgebra ofB generated by
b̃ = [̄b] is isomorphic toNS̃ with NS̃ = {b̃i|i ∈ Z} ∪ {ãi|i ∈ Z} ∪ {1̃} for some subset̃S of Z.
[̄b] is equivalence class of̄b underU . We identify the subalgebra generated byb̃ with NS̃ and
we choosẽS such that̃b0 = b̃. We will show thatS̃ = S ′.

There exists̄bmn, āmn ∈ NS such that̃bm = [(bKn+m)n∈N] and ãm = [(aKn+m)n∈N]. By
using the definition of̃b, lemma 6.2.2, induction and following facts

ãm = t(b̃m) = t([(b̄mn)n∈N]) = [(t(b̃mn))n∈N]
b̃m+1 = p(b̃m) = p([(b̄mn)n∈N]) = [(p(b̃mn))n∈N]
b̃m−1 = m(b̃m) = m([(b̄mn)n∈N]) = [(m(b̃mn))n∈N]

it is easy to prove that̃bm = [(bkn+m)n∈N] andãm = [(akn+m)n∈N].
Now, for |m| < n, i.e.,m ∈ supp(vn), we have

Kn +m ∈ S ⇐⇒ ws(Kn +m) = 1

⇐⇒ vn(m) = 1

⇐⇒ wS′(m) = 1

⇐⇒ m ∈ S ′

WhenKn+m ∈ S, bKn+maKn+m = bKn+m exactly. We get that if|m| < n thenbKn+maKn+m =
bKn+m is equivalent tom ∈ S ′.

In other words,{n||m| < n} ⊆ {n|bKn+maKn+m = bKn+m ⇔ m ∈ S ′}. Since{n||m| <
n} ∈ U , {n|bKn+maKn+m = bKn+m ⇔ m ∈ S ′} ∈ U . It is not hard to check that{n|bKn+maKn+m =
bKn+m} ∈ U is equivalent tom ∈ S ′. b̃mãm = b̃m is equivalent tom ∈ S ′, hencem ∈ S̃ ⇔
m ∈ S ′. ThusS̃ = S ′.

Next we show only if part. We will prove the implication forA ∈ SPU(NS). Since un-
der homomorphism every one-generated subalgebra will either map isomorphically or to the
identity element because of the strictly simple nature of the algebrasNS′, it is sufficient.

Let A be a subalgebra of an ultrapower ofNS. By lemma 6.2.5,A is isomorphic tonS′ ,
for some subsetS ′ of Z. To showwS′ ≤ wS it is suffices to show that for any finite wordv
if v is not a subword ofwS thenNS satisfiesϕv of lemma 6.2.2. Hence every ultrapower of
NS satisfiesϕv. Sinceϕv is universal formula andNS′ is subalgebra of ultrapower ofNS, NS′

satisfiesϕv. Thus by lemma 6.2.2v is not a subword ofwS′.

2

Corollary 6.2.6 LetS, S ′ ⊆ Z.

1. V(NS′) ⊆ V(NS)⇔ wS′ ≤ wS,

2. If wS is minimal with respect to≤, thenV = V(NS) is a minimal subvariety ofRL.

Proof 1.
First we show if part. By lemma 6.2.5 we can showNS′ ∈ HSPU(NS) ⊆ V(NS). Thus
V(NS′) ⊆ V(NS). Next we show only if part.NS′ ∈ V(NS) sinceNS′ is subdirect irreducible
by lemma 6.2.2. So by Jónsson’s lemmaNS′ ∈ HSPU(NS). ThuswS′ ≤ wS by lemma 6.2.5.

2.
Let L be a subdirect irreducible algebra fromV. thenL ∈ HSPU(NS) by Jónsson’s lemma.
For any subalgebraA of L A ∈ SHSPU(NS) ⊆ HSPU(NS) soA is isomorphic to someNS′,
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wherewS′ ≤ wS. We havewS′
∼= wS sincewS is minimal. HenceV(NS) = V(NS′) by 1.

ThusV = V(NS′) = V(A) ⊆ V(L) ⊆ V. SinceV = V(L) for every subdirect irreducibleL in
V, V is a minimal subvariety.

2

Lemma 6.2.7 There are uncountably many minimal subvarieties inRRL+ (x = x2)

6.3 Involutive minimal subvarieties

In the previous section, to show the number of minimal subvarieties we construct strictly sim-
ple residuated lattices. In this section we introduce a way of constructing a bounded involutive
residuated lattice from a given residuated lattice and we show that residuated lattices thus ob-
tained generate minimal subvarieties shown by C. Tsinakis and A. Wille.

6.3.1 From modules to dualizing RL

Definition 6.3.1 Let L be a residuated lattice andM = 〈M,∧,∨⊥〉 be a lower bounded lattice.
For anyx, y ∈ M anda, b ∈ L, a right moduleaction ofL into M is a map∗ : M × L −→ M
satisfying the following conditions.

(1) x ∗ e = x,

(2) x ∗ (a ∗ b) = (x ∗ a) ∗ b,

(3) x ∗ a ≤ y ⇔ x ≤ y/∗a.

We callM aright L-module. A leftL-moduleis defined analogously with the module action
on the left. AL-bimoduleis a left and rightL-module which satisfies the following condition,
for anyx ∈ M anda, b ∈ L.

(4) (a ∗ x) ∗ b = a ∗ (x ∗ b).

Lemma 6.3.1 Let M be a rightL-module. Then, for anya ∈ L andx, y ∈ M, the following
conditions hold.

1. ⊥ ∗ a = a ∗ ⊥.

2. (x ∨ y) ∗ a = x ∗ a ∨ y ∗ a.

Proof First we show 1. Since⊥ is the least element ofM and⊥ ∗ a,⊥/∗a ∈ M, ⊥ ≤ ⊥ ∗ a
and⊥ ≤ ⊥/∗a. Thus we can show⊥ ∗ a = a ∗ ⊥.
Next we show 2.

(x ∨ y) ∗ a ≤ (x ∨ y) ∗ a ⇐⇒ (x ∨ y) ≤ ((x ∨ y) ∗ a)/∗a

=⇒ x ≤ ((x ∨ y) ∗ a)/∗a

⇐⇒ x ∗ a ≤ (x ∨ y) ∗ a.

We can gety ∗ a ≤ (x ∨ y) ∗ a by same way. Thus we can showx ∗ a ∨ y ∗ a ≤ (x ∨ y) ∗ a.
From residuation we can showx ≤ (x ∗ a ∨ y ∗ a)/∗a andy ≤ (x ∗ a ∨ y ∗ a)/∗a. Hence we
can show(x ∨ y) ∗ a ≤ x ∗ a ∨ y ∗ a.

57



2

The corresponding condition hold for a leftL-module.

Lemma 6.3.2 For anyL-bimoduleM gives rise to a residuated latticeL⋄M = 〈L×M,∧,∨, ·, \,
/, (e,⊥)〉 defined by follows.

(a, x) ∧ (b, y) = (a ∧ b, x ∧ y)

(a, x) ∨ (b, y) = (a ∨ b, x ∨ y)

(a, x)(b, y) = (ab, a ∗ y ∧ x ∗ b)

(a, x)\(b, y) = (a\b ∧ x\∗y, a\∗y)

(a, x)/(b, y) = (a/b ∧ x/∗y, x/∗b)

Proof 〈L ⋄M,∨,∧〉 is clearly a lattice. For anya ∈ L andx ∈ M,

(a, x)(e,⊥) = (ae, a ∗ ⊥ ∨ x ∗ e) = (a,⊥∨ x) = (a, x),
(e,⊥)(a, x) = (ea, e ∗ x ∨⊥ ∗ a) = (a, x ∨ ⊥) = (a, e).

Hence(e,⊥) is a identity element. For anya, b, c ∈ L andx, y, z ∈ M,

((a, x)(b, y))(c, z) = ((ab)c, ab ∗ z ∨ (a ∗ y ∨ x ∗ b) ∗ c)

= ((ab)c, a ∗ (b ∗ z) ∨ (a ∗ y) ∗ c ∨ (x ∗ b) ∗ c)

= (a(bc), a ∗ (b ∗ z) ∨ a ∗ (y ∗ c) ∨ x ∗ bc)

= (a(bc), a ∗ (b ∗ z ∨ y ∗ c) ∨ x ∗ bc)

= (a, x)((b, y)(c, z))

Thus〈L ⋄M, ·, (e,⊥) is a monoid.
It remains to prove that the residuation law. For anya, b, c ∈ L andx, y, z ∈ M,

(a, x)(b, y) ≤ (c, z) ⇔ ab ≤ c anda ∗ y ∨ x ∗ b ≤ z

⇔ ab ≤ c anda ≤ z/∗y andx ≤ z/∗b

⇔ a ≤ c/b ∧ z/∗y andx ≤ z/∗b

⇔ (a, x) ≤ (c, z)/(b, y)

(a, x)(b, y) ≤ (c, z)⇔ (b, y) ≤ (a, x)\(c, z) is obtained by a similar way.
ThusL ⋄M is a residuated lattice.

2

By using this lemma, we can easily show the next corollary.

Corollary 6.3.3 Let L be a upper bounded residuated lattice. ThenL̂ = 〈L × L,∧,∨, ·, \,
/, (e,⊤)〉 is a residuated lattice defined by follows.

(a, x) ∧ (b, y) = (a ∧ b, x ∨ y)

(a, x) ∨ (b, y) = (a ∨ b, x ∧ y)

(a, x)(b, y) = (ab, y/a ∧ b\x)

(a, x)\(b, y) = (a\b ∧ x/y, ya)

(a, x)/(b, y) = (a/b ∧ x\y, bx)
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Corollary 6.3.4 Maintaining the notation established in Corollary 6.3.3, we have the follow-
ing:

1. The elementD = (⊤, e) is a involutive constant of̂L. More specifically, for alla, x ∈ L,

(a, x)\(⊤, e) = (x, a) = (⊤, e)/(a, x).

2. L̃ = 〈L × L,∧,∨, ·, \, /, E,D〉 is a involutive residuated lattice, whereE = (e,⊤),
D = (⊤, e) and the order operations are defined as in Corollary 6.3.3.

3. LetL̂⋆ = 〈L̂⋆,∧,∨, ·, \⋆, /⋆, E〉, where

L̂⋆ = L× {⊤}
B/⋆A = B/A ∧ (⊤,⊤),
A\⋆B = A\B ∧ (⊤,⊤).

Then the mapǫ : L → L̂⋆,defined byǫ(a) = (a,⊤) for all a ∈ L, is a residuated lattice
isomorphism. Furthermore, it restricts to a residuated lattice isomorphism fromL− to
L̂⋆.

Proof 1 is shown by following.

(a, x)\(⊤, e) = (a\⊤ ∧ x/e, ea)

= (x, a)

= (⊤/a ∧ e\x, ae)

= (⊤, e)/(a, x)

Thus 2 is follows from 1 and Corollary 6.3.3. To prove 3, note that, for anya, b ∈ L,

ǫ(a)ǫ(b) = (a,⊤)(b,⊤) = (ab,⊤/a ∧ b\⊤) = (ab,⊤),

and

ǫ(a)/⋆ǫ(b) = (a,⊤)/⋆(b,⊤) = (a/b ∧ ⊤\⊤, b⊤) ∧ (⊤,⊤) = (a/b,⊤).

Furthermore,

ǫ(a)\⋆ǫ(b) = (a,⊤)\⋆(b,⊤) = (a\b,⊤),

ǫ(a) ∧ ǫ(b) = (a,⊤) ∧ (b,⊤) = (a ∧ b,⊤),

ǫ(a) ∨ ǫ(b) = (a,⊤) ∨ (b,⊤) = (a ∨ b,⊤),

ǫ(e) = (e,⊤) = E.

Sinceǫ is clearly a bijection, hencêL⋆ is a residuated lattice andǫ is a residuated lattice iso-
morphism. Lastly, it is also clear thatǫ restricts to a residuated lattice isomorphism fromL− to
L̂⋆.

2
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6.3.2 Minimal subvarieties of involutive residuated lattices

By using results in 6.3.1 we show that there exists uncountably many involutive minimal sub-
varieties. The result is shown by C. Tsinakis and A. Wille, in[21].

Let S be a subset ofω, JS be a strictly simple residuated lattice constructed in 6.2.1 andJ̃S
be defined in Corollary 6.3.4.

Let LS be the subalgebra of̃JS generated byE andD. SinceD · D = (⊤, e/⊤ ∧ ⊤\e) =
(⊤, d0) ∈ LS, LS has elements other thanE andD.

Lemma 6.3.5 {(x,⊤)|x ∈ JS\{⊤}} ⊆ LS and{(⊤, x)|x ∈ JS\{⊤}} ⊆ LS. Furthermore,
{(x,⊤)|x ∈ JS\{⊤}} is closed under monoid operation.

Proof First we show{(x,⊤)|x ∈ JS\{⊤}} ⊆ LS and{(⊤, x)|x ∈ JS\{⊤}} ⊆ LS.
We know thatE,D, (⊤, d0) ∈ LS.

D/(⊤, d0) = (D0,⊤) ∈ LS,
(d0,⊤)3 = (⊥,⊤) ∈ LS,
D/(⊥,⊤) = (⊤,⊥) ∈ LS,
(⊥,⊤)/(d0,⊤) = (c0, d0) ∈ LS,
(c0, d0) ∧ (E) = (c0,⊤) ∈ LS, and
D/(c0,⊤) = (⊤, c0) ∈ LS.

For anyi ∈ ω, we can show

(⊥,⊤)/(di,⊤) ∧ E = (ci, di) ∧E = (ci,⊤), and
(⊥,⊤)/(ci,⊤) ∧E = (di+1, ci) ∧ E = (di+1,⊤).

Since(d0,⊤), (c0,⊤) ∈ LS, for any i ∈ ω we can show(di,⊤), (ci,⊤) ∈ LS inductively.
Furthermore,

D/(ci,⊤) = (⊤, ci) ∈ LS and
D/(di,⊤) = (⊤, di) ∈ LS.

Moreover,

(d0,⊤)2 = (b,⊤) ∈ LS,
D/(b,⊤) = (⊤, b) ∈ LS,
(c0,⊤)(d0,⊤) = (a,⊤) ∈ LS and
D/(a,⊤) = (⊤, a) ∈ LS.

Second we show{(x,⊤)|x ∈ JS\{⊤}} is closed under monoid operation.
Let x, y ∈ JS\{⊤}. Thenxy ∈ JS\{⊤} and(x,⊤)(y,⊤) = (xy,⊤/x ∧ y\⊤) = (xy,⊤).

2

Note that(⊥,⊤) is the least element and(⊤,⊥) is the greatest element ofJS.

Theorem 6.3.6 There are uncountably many minimal subvarieties of involutive residuated lat-
tices.

Proof To prove this theorem we show following three conditions.
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1. For anyS ⊆ ω, LS is strictly simple.

2. (⊥,⊤) ∈ LS is a nearly term definable.

3. For any pair of distinct setsS1, S2 ⊆ ω, LS1
andLS2

generate distinct varieties.

First we show (2). Let(x, y) ∈ LS. If (x, y) 6≥ E then(x, y) ∧ E < E. If (x, y) ≥ E then
E/(x, y) ∧ E < E. Thus(((x, y) ∧ E) ∧ (E/(x, y) ∧ E))3 = (⊥,⊤).

Second we prove (1). SinceLS is generated by{E,D} it has no proper subalgebras.
Finally we show (3). LetS1 andS2 be tow distinct subsets ofω. From lemma 6.3.5 we can

find constant termsq(ci+1,⊤), q(di,⊤), q(a,⊤) andq(b,⊤) such that

f(q(ci+1,⊤)) = (ci+1,⊤)
f(q(di,⊤)) = (di,⊤)
f(q(a,⊤)) = (a,⊤)
f(q(b,⊤)) = (b,⊤)

for any assignmentf of LS. Without loss of generality, we can assume that there existsi ∈ ω
such thati ∈ S1 andi 6∈ S2. By the definition(ci+1,⊤) ·1 (di,⊤) = (a,⊤) but (ci+1,⊤) ·1
(di,⊤) = (b,⊤). Then

• LS |= q(ci+1,⊤) · q(di,⊤) ≈ q(a,⊤) andLS 6|= q(ci+1,⊤) · q(di,⊤) ≈ q(b,⊤)

• LS 6|= q(ci+1,⊤) · q(di,⊤) ≈ q(a,⊤) andLS |= q(ci+1,⊤) · q(di,⊤) ≈ q(b,⊤)

HenceLS1
andLS2

generate distinct varieties.

2

Proposition 6.3.7 Each subvariety generated byLS satisfies the identityx4 ≈ x5.

Proof For anyx ∈ JS with x < e, x3 = ⊥. Moreover we have(x, y)2 = (x2, y/x ∧ x\y)
and (x, y)4 = (x4, (y/x ∧ x\y)/x2 ∧ x2\(y/x ∧ x\y)) for any (x, y) ∈ LS. If x 6= e then
⊤ · x = x · ⊤ = x. It follows that

x 6= e andx ≤ y =⇒ y/x ∧ x\y = ⊤ (6.1)

and therefore,

x < e andx2 ≤ y/x ∧ x\y =⇒ (x, y)4 = (x, y)5, (6.2)

where(x, y)4 = (⊥,⊤).

(casex = ⊤)
If y 6= e then(⊤, y)2 = (⊤, y). If y = e then(⊤, e)4 = (⊤, d0)

2 = (⊤, d0) and(⊤, e)5 =
(⊤, d0)(⊤, e) = (⊤, e).

(casex = e)
(e, y)2 = (e2, y/e ∧ e\y) = (e, y).

(casex < e)
We showx2 ≤ y/x ∧ x\y then by (6.2)(x, y)4 = (x, y)5 holds. If x ≤ y then from (6.1)
x2 ≤ y/x ∧ x\y.
If x = di andx > y thenx3 = d3

i = bdi = ⊥ andb ≤ y/di ∧ di\y.
If x < di thenx2 = ⊥. Thusx2 ≤ y/x ∧ x\y.

2
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6.4 Main theorems

In the previous sections the number of minimal subvarietiesof the following varieties is inves-
tigated, and is shown to be uncountably many in all of these cases.

• RRL⊥ +Mod(x3 = x4)

• RRL +Mod(x2 = x)

• InRL

It is natural to ask what will happen if these two conditions,i.e., representability and involutive-
ness, are combined. Main results of this chapter shown in this section answer this question.

First, we show in Theorem 6.4.1 that the number of minimal subvarieties of bounded in-
volutive representable residuated lattices is still uncountably many, even if the mingle axiom
x2 ≤ x is assumed. Interestingly enough, if we replace the mingle axiom by the idempotent
axiomx = x2, the number becomes only two.

6.4.1 Adding involution (preserving mingle axiom)

To show the first result we construct a strictly simple bounded involutive representable resid-
uated lattice with mingle axiom from a given upper-bounded residuated lattice with mingle
axiom. This construction is given by N. Galatos and J. G. Raftery in [9].

Let A = 〈A,∧,∨, ·, /, \, 1〉 be an upper-boundedRL. Let A− = {a−|a ∈ A} be a disjoint
copy ofA andA∗ = A ∪ A−.
We extend the lattice order≤ onA to A∗ by stipulating that for anya, b ∈ A,

1. a− < b and

2. a− ≤ b− ↔ b ≤ a.

Thus,〈A∗,≤〉 is order-isomorphic to the ordinal sum of the dual poset of〈A,≤〉 and〈A,≤〉
itself. Let⊤ be the greatest element ofA. We define⊥ = ⊤− and0 = 1−. Then⊥ is the least
element ofA∗. For anyx ∈ A, we define(x−)′ = x andx′ = x−. Then ′ becomes a unary
operation onA∗ and satisfies an equationx′′ ≈ x. From now on we identify− and′.

Next we extend the monoid operation onA to A∗ as follows: ifa, b ∈ A then

1. a · b′ = (b/a)′, b′ · a = (a\b)′ and

2. a′ · b′ = ⊥.

Finally, we extend the division operation as follows: for all a, b ∈ A

1. a\b′ = a′/b = (b · a)′,

2. b′\a = a/b′ = ⊤,

3. a′\b′ = a/b,

4. b′/a′ = b\a.

Then we can show that associative law and residuation law holds. x′′ = x andx\y′ = x′/y
hold from definition of′. If A ∈ InRL + Mod(x2 ≤ x) then for anyx ∈ A, x · x ≤ x and
x′ · x′ = ⊥ ≤ x′. ThusA∗ ∈ InRL + Mod(x2 ≤ x).
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6.4.2 Bounded representable involutive residuated lattice with mingle ax-
iom

In the Sections 6.2, we already show that there exists uncountably many minimal subvarieties in
the subvariety lattice of both bounded representable 3-potent residuated lattices and involutive
residuated lattices. We show now that there exists uncountably many minimal subvarieties in
the subvariety lattice of bounded representable involutive residuated lattices with mingle axiom,
too.

Define an idempotent representableRL DS = 〈D,∧,∨, ·S, \, /, 1〉 as follows. Let us define
a setD.

D = {ai|i ∈ N
+} ∪ {bi|i ∈ N} ∪ {1}.

We define an order≤ onD as follows;

b0 ≤ bi ≤ bj ≤ 1 ≤ ak ≤ al ⇔ for all i, j, k, l ∈ N, i ≤ j andk ≥ l.

Obviously, this is a total order. LetS ⊆ ω. We define a multiplication·S onD depending ofS,

a1 = ⊤

a2

a3

1

b2

b1

b0

Figure 6.2.

by

ai ·S aj = amin{i,j}

bi ·S bj = bmin{i,j}

bj ·S ai =

{
bj if j < i or i = j ∈ S
ai if i < j or i = j 6∈ S

ai ·S bj =

{
ai if i < j or i = j ∈ S
bj if j < i or i = j 6∈ S

Finally, we define two division operations, by

x\Sy =
∨
{z|x ·S z ≤ y}

y/Sx =
∨
{z|z ·S x ≤ y}
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(For the simplicity’s sake, we omit the subscriptS of \S and/S below.) It is easy to see that the
multiplication is associative and is residuated by the division operations. SoDS is a bounded
RL (a1 is the top element andb0 is the bottom element). Moreover it satisfies the idempotent
axiom asx ·S x = x.

We construct a boundedInRL D∗
S

from algebraDS by the Galatos-Raftery construction
mentioned in 6.4.1. Note thatD∗

S
is representable, bu for anyx ∈ D−S x · x = ⊥. Thus, it does

not satisfy the idempotent axiom any more, but still it satisfies the mingle axiomx2 ≤ x.

a1 = ⊤
a2
a3

1

b2
b1
b0

a′
1

= ⊤′ = ⊥

a′
2

a′
3

0 = 1′

b′
2

b′
1

b′
0

Figure 6.3.

Theorem 6.4.1 There are uncountably many minimal subvarieties of boundedinvolutive rep-
resentable residuated lattices with mingle axiom.

Proof It is enough to prove the following:

1. For anyS ⊆ ω, D∗
S

is a strictly simple algebra.

2. The element⊥ ∈ D∗
S

is nearly term definable lower bound.

3. If S1 andS2 are distinct subset ofω thenD∗
S1

andD∗
S2

generate distinct varieties.

To prove thatD∗
S

is strictly simple, it suffices to show thatD∗
S

is generated by1. Obviously,
0 = 1′ and0\1 = ⊤. We have

if i ∈ Sw then1/ai = bi and1/bi = ai+1,
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if i 6∈ Sw thenai\1 = bi andbi\1 = ai+1

and1/a1 ∧ a1\1 = b0. We can generate all elements ofDS inductively. Finally, we can getai′

andbi
′ by

ai\0 = ai
′ andbi\0 = bi

′.

HenceD∗S is strictly simple.

Now we define a termq⊥(x) as follows;

q⊥(x) = (x ∧ x′)2.

Suppose thatx 6= 1. If x ∈ DS thenx > x′ ∈ D′S. If x ∈ D′S thenx < x′ ∈ DS. Hence
(x ∧ x′)2 = ⊥. Thus⊥ is nearly term-definable lower bound.

Now we show that for any pair of distinct setsS1, S2 ∈ ω, V (DS1
) andV (DS2

) generate
distinct varieties. We define termsta, tb andt as follows.

ta(x) = 1/x ∧ x\1
tb(x) = 1/x ∨ x\1
t(x) = ta(tb(x))

LetS1 andS2 be distinct sets. Without loss of generality, we can assume that there existsi ∈ N
+

such thati ∈ S1, i 6∈ S2. Thenbi ·1 ai = bi but bi ·2 ai = ai. Now we define terms

qbi = tb(t
i−1(1′\1))

qai
= ti−1(1′\1).

Thus the following holds.

The equationqbi · qai
≈ qbi holds inD∗

S1
, but not inD∗

S2
sincebi ·2 ai = ai 6= bi.

SoV (D∗
S1

) satisfies the equationqbi ·qai
≈ qbi , butV (D∗

S2
) does not satisfy it. HenceV (D∗

S1
) 6=

V (D∗
S2

).

2

6.4.3 Bounded representable idempotent involutive residuated lattice

On the contrary, we show that the number of minimal subvarieties of bounded representable
idempotent involutive residuated lattices is only two.

First we define three bounded representableInRLs with idempotent axiomx = x2 as fol-
lows.
2 = 〈2,∧2,∨2, ·2, /2, \2, 1, 1

′〉,
3 = 〈3,∧3,∨3, ·3, /3, \3, 1, 1〉 and
4 = 〈4,∧4,∨4, ·4, /4, \4, 1, 1

′〉,
where2, 3 and 4 denote underlying sets defined by2 = {1′, 1}, 3 = {⊥, 1,⊤} and 4 =
{⊥, 1′, 1,⊤}, respectively. We define orders on2, 3 and4 by

• ⊥ = 1′ ≤ 1 = ⊤
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• ⊥ ≤ 1′ = 1 ≤ ⊤

• ⊥ ≤ 1′ ≤ 1 ≤ ⊤

We define also monoid operation on2, 3 and4 by the following tables.

·2 1 1’
1 1 1’
1’ 1’ 1’

·3 ⊤ 1 ⊥
⊤ ⊤ ⊤ ⊥
1 ⊤ 1 ⊥
⊥ ⊥ ⊥ ⊥

·4 ⊤ 1 1’ ⊥
⊤ ⊤ ⊤ ⊤ ⊥
1 ⊤ 1 1’ ⊥
1’ ⊤ 1’ 1’ ⊥
⊥ ⊥ ⊥ ⊥ ⊥

Involution is defined as follows.

x x′

1 1′

1′ 1

x x′

⊤ ⊥
1 1
⊥ ⊤

x x′

⊤ ⊥
1 1′

1′ 1
⊥ ⊤

Note that involution is defined by1′′ = 1, ⊤′ = ⊥ and⊥′ = ⊤ in all of these algebras.
We can show easily that the residuation law holds in all of2, 3 and4. Thus they are bounded
involutive representable residuated lattices with idempotent axiom.

⊤

1

⊥

1′

⊤

1

⊥

1

1′

Figure 6.4.

By using theses algebras, we can show the following theorem.

Theorem 6.4.2 There exists only two minimal subvarieties of bounded involutive representable
residuated lattice with idempotent axiom.
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Proof First we show that any subdirect irreducibleA ∈ InRRL⊥ + Mod(x = x2) has a
subalgebra which is isomorphic to one of2, 3 and4. SinceA satisfies the idempotent axiom
we can show1 = 1′′ = (1′ · 1′)′ = (1′\1′′)′′ = 1′\1. Thus1′ ≤ 1. Also, it is

⊥ = 1′ ⇐⇒ ⊥′ = 1′′

⇐⇒ ⊤ = 1.

Suppose thatA satisfies1′ = 1. Clearly{⊥, 1,⊤} ⊆ A and it is closed under involution
as mentioned before.⊤ · ⊥ = ⊥. Moreover,⊤\1 = (⊤\1′)′′ = (⊤1)′ = ⊤′ = ⊥ holds from
lemma 4.2.2. Hence{⊥, 1,⊤} is a subalgebra ofA which is isomorphic to3.

Suppose thatA satisfies1′ < 1 and⊤ = 1. Then1 is the greatest and1′ is the least element
of A. Clearly {1′, 1} is closed under monoid operation, residuation and involution. Hence
{1′, 1} is a subalgebra ofA which is isomorphic to2.

Finally suppose thatA satisfies1′ < 1 and⊤ 6= 1. We have⊥ 6= 1′. Clearly{⊥, 1′, 1,⊤} ⊆
A and it is closed under involution. Let1′\⊥ = x. If x ≥ 1′ then1′ = 1′2 ≤ 1′ · x = ⊥. This
is a contradiction. Sox < 1′. Thenx = x2 ≤ x · 1′ = ⊥. Thus1′\⊥ = ⊥. By lemma 4.2.2 we
have

⊤ · 1′ = (1′\⊤′)′ = (1′\⊥)′ = ⊥′ = ⊤.

Hence{⊥, 1′, 1,⊤} is closed under monoid operation. Moreover,

⊤\1 = (⊤\1′′)′′ = (1′ · ⊤)′ = ⊤′ = ⊥ and
1′\1 = (1′\1′′)′′ = (1′ · 1′)′ = 1′′ = 1

hold by lemma 4.2.2. We can show that it is closed under residuation. Hence{⊥, 1′, 1,⊤} is
subalgebra ofA which is isomorphic to4.

On the other hand, we show that the algebra3 is a homomorphic image of4. In fact, the
mapf defined byf(⊤) = ⊤, f(1) = f(1′) = 1 andf(⊥) = ⊥ gives such a homomorphism.
So3 is a element of the subvariety generated by4. Moreover it is clear that

⊤

⊥

1 = 1′

3

⊤

⊥

1

1′

4

f

Figure 6.5. homomorphism form4 onto3

⊤ ·2 1′ = 1 ·2 1′ = 1′

⊤ ·3 1′ = ⊤ ·3 1 = ⊤.
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HenceV (2) andV (3) are distinct varieties. It is easy to see that2 and3 has no proper subal-
gebras. Therefore, onlyV(2) andV(3) are minimal subvarieties ofInRRL⊥ + (x = x2).

2

The following table shows conclusion of this chapter.

variety minimal subvarieties
P∋RRL⊥ uncountably many (Jipsen-Tsinakis)

RRL + (x = x2) uncountably many (Galatos)
InRL uncountably many (Tsinakis-Wille)

InRRL⊥ + (x2 ≤ x) uncountably many
InRRL⊥ + (x = x2) only 2 (V(2) andV(3))

6.5 Logical consequences

In this section we show that what our theorems mean from a logical point of view. First we
introduce the logicInFL′ which corresponds to variety of involutive residuated lattices. The
logic InFL′ is introduced as a sequent calculus obtained fromFL by deleting an initial sequent
and an inference rule for the logical constant0. Moreover we add following an initial sequent
and inference rules.

¬¬α⇒ α

α,Γ⇒
Γ⇒ ¬α

(⇒ ¬) Γ⇒ α
¬α,Γ⇒

(¬ ⇒)
Σ,Γ⇒
Γ,Σ⇒

(cycling)

We show the following lemma.

Lemma 6.5.1 (1)L(InRL) = InFL′. (2)V (InFL′) = InRL.

Proof First we show that

(a) InFL′ ⊆ L(InRL).

It is enough to show thatΓ⇒ β is provable inInFL′ implies thatΓ⇒ β is valid inInRL, i.e.
A |= Γ∗ ≤ β in everyA ∈ InRL. To prove this we use induction on the length of a proof of
Γ⇒ β. It is trivial that initial sequents and inference rules ofFL. We discuss only about above
an initial sequent and inference rules.

(Initial sequent¬¬α ⇒ α)
From definition of involution we can showx′′ = x. Thus,¬¬α⇒ α is valid.

(Inference rule⇒ ¬) Let x, a ∈ A. By the hypothesis of induction, we can assume thatα,Γ⇒
is valid. We haveA |= a · x ≤ 1′. Then

a · x ≤ 1′ ⇒ x ≤ a\1′ = a′/1 = a′.
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ThusA |= x ≤ a′. HenceΓ⇒ ¬α is valid.

(Inference rule¬ ⇒) Let x, a ∈ A. By the hypothesis of induction, we can assume thatΓ⇒ α
is valid. We haveA |= x ≤ a. Then

x ≤ a ⇒ x ≤ a′′ = a′′/1 = a′\1′

⇒ a′ · x ≤ 1′.

ThusA |= a′ · x ≤ 1′. Hence¬α,Γ⇒ is valid.

(Inference rulecycling) Let x, y ∈ A. By the hypothesis of induction, we can assume that
Σ,Γ⇒ is valid. We haveA |= x · y ≤ 1′. Then

x · y ≤ 1′ ⇒ y ≤ x\1′ = x′/1 = x′ = 1\x′ = 1′/x

⇒ y · x ≤ 1′.

ThusA |= y · x ≤ 1′. HenceΓ,Σ⇒ is valid.

Next we show that

(b) InRL ⊇ V (InFL′).

It is enough to show thats ⇒ t and t ⇒ s is provable inInFL′ for every equationss ≈ t
of InRL. It is clear thats ⇒ t andt ⇒ s is provable for any equations ≈ t of RL. The
following proofs

α⇒ α

β ⇒ β

¬β, β ⇒
(¬ ⇒)

α, α\¬β, β ⇒
(\ ⇒)

α\¬β, β ⇒ ¬α
(⇒ ¬)

α\¬β ⇒ ¬α/β
(⇒ /)

β ⇒ β
α⇒ α
¬α, α⇒ (¬ ⇒)

¬α/β, β, α⇒
(/⇒)

β, α,¬α/β ⇒
(cycling)

α,¬α/β ⇒ ¬β
(⇒ ¬)

¬α/β ⇒ α\¬β
(⇒ \)

show thatα\¬β ⇒ ¬α/β and¬α/β ⇒ α\¬β are provable inInFL′.
From (b) we can showL(InRL) ⊆ L(V (InFL′)) = InFL′. Since (a) and above holds

we haveInFL′ = L(InRL). Moreover from (a) we can showV (InFL′) ⊇ V (L(InRL)) =
InRL, asInRL is a variety. Since (b) and above holds we haveV (InFL′) = InRL.

2

Note that the logicInFL′ + exchange is corresponding to the logicInFLe since¬1 is defined
by 1 → 0(= 0) in FLe. Next we give an axiomatization of the logic determined byRRL and
RL⊥ respectively. The varietyRRL is axiomatized by

λz((x ∨ y)/x) ∨ ρw((x ∨ y)/y) ≡ 1.

Thus the sequent calculus of the logic determined by the varietyRRL has

(R)⇒ λα((ϕ ∨ ψ)/ϕ) ∨ ρβ((ϕ ∨ ψ)/ψ)

as initial sequents whereλz (ρw) is a left conjugate (and right conjugate, respectively).

The sequent calculus of the logic determined by the varietyRL⊥ has the following initial
sequents.
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(T) Γ⇒ ⊤

(B) Γ,⊥,∆⇒ γ

Thus from a logical point of view our theorems mean the following.

• The number of maximal consistent logics overInFL′+ (R) + (T) + (B) +(α · α ⇒ α)
is uncountably many.

• There exists only two maximal consistent logics overInFL′+ (R) + (T) + (B) +(α ·α⇒
α) + (α⇒ α · α).
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Chapter 7

Conclusions and future works

In this thesis we have two topics about logics overFL. In Chapter 5, we show the algebraic
characterization of the disjunction properties. Moreoverwe show that many substructural logics
have the disjunction property by applying the algebraic characterization.

• An algebraic characterization of the disjunction propertyis given.

• The disjunction property of many substructural logics is shown by applying it.

In Chapter 6, we show the number of the maximal consistent logics by using dual isomorphism
between lattice of logics and subvariety lattice of residuated lattice.

• The existence of uncountably many minimal subvarieties inInRRL⊥ ∩Mod(x2 ≤ x)
is shown.

• On the other hand only two exist inInRRL⊥ ∩Mod(x = x2).

Algebraic characterizations of some logical properties, for example the Halldén completeness
and deductive principle of variable separations. Algebraic characterization of Harrop-style dis-
junction property is not given. Thus we have following future works about this topic.

• Give an algebraic characterization of Harrop-style disjunction property.

• How to extend algebraic characterization of disjunction property to modal substructural
logics?

Results of this thesis we discuss about mingle axiom and idempotent axiom but we do
not discuss about contraction axiom. Commutative representable residuated latice has at least
countably many minimal subvarieties (see??). In this thesis we discuss about only non-
commutative case. Thus we have follwoing future works aboutminimal subvarieties.

• How many minimal subvarieties are there inInRRL⊥ ∩Mod(x ≤ x2) (contraction)?

• How many minimal subvarieties are there inInCRRL⊥?

• Is there a natural condition that the number of minimal subvarieties is countably many?
Find such a condition, if any.

• Axiomatize the logic determined by the varietyV (3).
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Appendix A

A.1 The proof of Lemma 5.4.2

Lemma 5.4.2The tuple〈D, ·, 1〉 is a monoid.

Proof For every〈a, b, i〉 in D, 〈a, b, i〉 · 〈1A, 1B, 1〉 = 〈1A, 1B, 1〉 · 〈a, b, i〉 = 〈a, b, i〉. Thus
〈1A, 1B, 1〉 is the identity element.

Next we prove that the associative law holds.

1. 〈a1.b1.i〉 · 〈a2, b2, j〉 = 〈a1 ·A a2, b1 ·B b2, i · j〉

(a) i, j ∈ {0, 1
2
} or (i = 1 andj = 0)

(b) i = 0 andj = 1

(c) i = 1
2

andj = 1

(d) i = 1 andj = 1
2

(e) i = j = 1

2. 〈a1.b1.i〉 · 〈a2, b2, j〉 = 〈a1 ·A a2, b1 ·B b2,
1
2
〉

(a) k = 1

(b) k = 1
2

(c) k = 0

3. 〈a1.b1.i〉 · 〈a2, b2, j〉 = 〈a1 ·A a2, b1 ·B b2, 0〉

(a) 〈a1 ·A a2, b1 ·B b2, 0〉 · 〈a3, b3, k〉 = 〈(a1 ·A a2) ·A a3, (b1 ·B b2) ·B b3, 0〉

(b) 〈a1 ·A a2, b1 ·B b2, 0〉 · 〈a3, b3, k〉 = 〈(a1 ·A a2) ·A a3, (b1 ·B b2) ·B b3,
1
2
〉

(case 1a)Let

〈a2, b2, j〉 · 〈a3, b3, k〉 = 〈a2 ·A a3, b2 ·B b3, m〉

wherem ∈ {0, 1
2
}.

Suppose that〈a1 ·A a2, b1 ·B b2, 0〉 · 〈a3, b3, k〉 = 〈(a1 ·A a2) ·A a3, (b1 ·B b2) ·B b3, 0〉. Then
(a1 ·A a2) ·A a3 ≤ 0A and(b1 ·B b2) ·B b3 ≤ 0B. Thus we can show

〈a1, b1, i〉 · 〈a2 ·A a3, b2 ·B b3, m〉 = 〈a1 ·A (a2 ·A a3), b1 ·B (b2 ·B b3), 0〉.
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Suppose that〈a1 ·A a2, b1 ·B b2, 0〉 · 〈a3, b3, k〉 = 〈(a1 ·A a2) ·A a3, (b1 ·B b2) ·B b3,
1
2
〉. Then

(a1 ·A a2) ·A a3 6≤ 0A or (b1 ·B b2) ·B b3 6≤ 0B. Thus we can show

〈a1, b1, i〉 · 〈a2 ·A a3, b2 ·B b3, m〉 = 〈a1 ·A (a2 ·A a3), b1 ·B (b2 ·B b3),
1
2
〉.

(case 1b)Let k = 1.

〈a2, b2, 1〉 · 〈a3, b3, k〉 = 〈a2 ·A a3, b2 ·B b3, 1〉.

Suppose that〈a1 ·A a2, b1 ·B b2, 0〉 · 〈a3, b3, 1〉 = 〈(a1 ·A a2) ·A a3, (b1 ·B b2) ·B b3, 0〉. Then
(a1 ·A a2) ·A a3 ≤ 0A and(b1 ·B b2) ·B b3 ≤ 0B. Thus we can show

〈a1, b1, 0〉 · 〈a2 ·A a3, b2 ·B b3, 1〉 = 〈a1 ·A (a2 ·A a3), b1 ·B (b2 ·B b3), 0〉.

Suppose that〈a1 ·A a2, b1 ·B b2, 0〉 · 〈a3, b3, 1〉 = 〈(a1 ·A a2) ·A a3, (b1 ·B b2) ·B b3,
1
2
〉. Then

(a1 ·A a2) ·A a3 6≤ 0A or (b1 ·B b2) ·B b3 6≤ 0B. Thus we can show

〈a1, b1, 0〉 · 〈a2 ·A a3, b2 ·B b3, 1〉 = 〈a1 ·A (a2 ·A a3), b1 ·B (b2 ·B b3),
1
2
〉.

Let k = 1
2
.

〈a2, b2, 1〉 · 〈a3, b3, k〉 = 〈a2 ·A a3, b2 ·B b3,
1
2
〉.

Suppose that〈a1 ·A a2, b1 ·B b2, 0〉 · 〈a3, b3,
1
2
〉 = 〈(a1 ·A a2) ·A a3, (b1 ·B b2) ·B b3, 0〉. Then

(a1 ·A a2) ·A a3 ≤ 0A and(b1 ·B b2) ·B b3 ≤ 0B. Thus we can show

〈a1, b1, 0〉 · 〈a2 ·A a3, b2 ·B b3,
1
2
〉 = 〈a1 ·A (a2 ·A a3), b1 ·B (b2 ·B b3), 0〉.

Suppose that〈a1 ·A a2, b1 ·B b2, 0〉 · 〈a3, b3,
1
2
〉 = 〈(a1 ·A a2) ·A a3, (b1 ·B b2) ·B b3,

1
2
〉. Then

(a1 ·A a2) ·A a3 6≤ 0A or (b1 ·B b2) ·B b3 6≤ 0B. Thus we can show

〈a1, b1, 0〉 · 〈a2 ·A a3, b2 ·B b3,
1
2
〉 = 〈a1 ·A (a2 ·A a3), b1 ·B (b2 ·B b3),

1
2
〉.

Let k = 0.

〈a2, b2, 1〉 · 〈a3, b3, k〉 = 〈a2 ·A a3, b2 ·B b3, m〉

wherem ∈ {0, 1
2
}.

Suppose that〈a1 ·A a2, b1 ·B b2, 0〉 · 〈a3, b3, 0〉 = 〈(a1 ·A a2) ·A a3, (b1 ·B b2) ·B b3, 0〉. Then
(a1 ·A a2) ·A a3 ≤ 0A and(b1 ·B b2) ·B b3 ≤ 0B. Thus we can show

〈a1, b1, 0〉 · 〈a2 ·A a3, b2 ·B b3, m〉 = 〈a1 ·A (a2 ·A a3), b1 ·B (b2 ·B b3), 0〉.

Suppose that〈a1 ·A a2, b1 ·B b2, 0〉 · 〈a3, b3, 0〉 = 〈(a1 ·A a2) ·A a3, (b1 ·B b2) ·B b3,
1
2
〉. Then

(a1 ·A a2) ·A a3 6≤ 0A or (b1 ·B b2) ·B b3 6≤ 0B. Thus we can show

〈a1, b1, 0〉 · 〈a2 ·A a3, b2 ·B b3, m〉 = 〈a1 ·A (a2 ·A a3), b1 ·B (b2 ·B b3),
1
2
〉.

(case 1c)Let k = 1. Then〈a1 ·Aa2, b1 ·B b2,
1
2
〉 · 〈a3, b3, 1〉 = 〈(a1 ·Aa2) ·A a3, (b1 ·B b2) ·B b3,

1
2
〉.

Since〈a2, b2, 1〉 · 〈a3, b3, k〉 = 〈a2 ·A a3, b2 ·B b3, 1〉. We can show

〈a1, b1,
1
2
〉 · (〈a2, b2, 1〉 · 〈a3, b3, k〉) = 〈a1 ·A (a2 ·A a3), b1 ·B (b2 ·B b3),

1
2
〉.

Let k = 1
2
.
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〈a2, b2, 1〉 · 〈a3, b3, k〉 = 〈a2 ·A a3, b2 ·B b3,
1
2
〉.

Suppose that〈a1 ·A a2, b1 ·B b2,
1
2
〉 · 〈a3, b3,

1
2
〉 = 〈(a1 ·A a2) ·A a3, (b1 ·B b2) ·B b3, 0〉. Then

(a1 ·A a2) ·A a3 ≤ 0A and(b1 ·B b2) ·B b3 ≤ 0B. Thus we can show

〈a1, b1,
1
2
〉 · 〈a2 ·A a3, b2 ·B b3,

1
2
〉 = 〈a1 ·A (a2 ·A a3), b1 ·B (b2 ·B b3), 0〉.

Suppose that〈a1 ·A a2, b1 ·B b2,
1
2
〉 · 〈a3, b3,

1
2
〉 = 〈(a1 ·A a2) ·A a3, (b1 ·B b2) ·B b3,

1
2
〉. Then

(a1 ·A a2) ·A a3 6≤ 0A or (b1 ·B b2) ·B b3 6≤ 0B. Thus we can show

〈a1, b1,
1
2
〉 · 〈a2 ·A a3, b2 ·B b3,

1
2
〉 = 〈a1 ·A (a2 ·A a3), b1 ·B (b2 ·B b3),

1
2
〉.

Let k = 0.

〈a2, b2, 1〉 · 〈a3, b3, k〉 = 〈a2 ·A a3, b2 ·B b3, m〉

wherem ∈ {0, 1
2
}.

Suppose that〈a1 ·A a2, b1 ·B b2,
1
2
〉 · 〈a3, b3, 0〉 = 〈(a1 ·A a2) ·A a3, (b1 ·B b2) ·B b3, 0〉. Then

(a1 ·A a2) ·A a3 ≤ 0A and(b1 ·B b2) ·B b3 ≤ 0B. Thus we can show

〈a1, b1,
1
2
〉 · 〈a2 ·A a3, b2 ·B b3, m〉 = 〈a1 ·A (a2 ·A a3), b1 ·B (b2 ·B b3), 0〉.

Suppose that〈a1 ·A a2, b1 ·B b2,
1
2
〉 · 〈a3, b3, 0〉 = 〈(a1 ·A a2) ·A a3, (b1 ·B b2) ·B b3,

1
2
〉. Then

(a1 ·A a2) ·A a3 6≤ 0A or (b1 ·B b2) ·B b3 6≤ 0B. Thus we can show

〈a1, b1,
1
2
〉 · 〈a2 ·A a3, b2 ·B b3, m〉 = 〈a1 ·A (a2 ·A a3), b1 ·B (b2 ·B b3),

1
2
〉.

(case 1d)Let k = 1. Then〈a1 ·Aa2, b1 ·B b2,
1
2
〉 · 〈a3, b3, 1〉 = 〈(a1 ·Aa2) ·Aa3, (b1 ·B b2) ·B b3,

1
2
〉.

Since〈a2, b2,
1
2
〉 · 〈a3, b3, k〉 = 〈a2 ·A a3, b2 ·B b3,

1
2
〉. We can show

〈a1, b1, 1〉 · (〈a2, b2,
1
2
〉 · 〈a3, b3, 1〉) = 〈a1 ·A (a2 ·A a3), b1 ·B (b2 ·B b3),

1
2
〉.

Let k ∈ {0, 1
2
}.

〈a2, b2,
1
2
〉 · 〈a3, b3, k〉 = 〈a2 ·A a3, b2 ·B b3, m〉

wherem ∈ {0, 1
2
}.

Suppose that〈a1 ·A a2, b1 ·B b2,
1
2
〉 · 〈a3, b3, k〉 = 〈(a1 ·A a2) ·A a3, (b1 ·B b2) ·B b3, 0〉. Then

(a1 ·A a2) ·A a3 ≤ 0A and(b1 ·B b2) ·B b3 ≤ 0B. Thus we can show

〈a1, b1, 1〉 · 〈a2 ·A a3, b2 ·B b3, m〉 = 〈a1 ·A (a2 ·A a3), b1 ·B (b2 ·B b3), 0〉.

Suppose that〈a1 ·A a2, b1 ·B b2,
1
2
〉 · 〈a3, b3, k〉 = 〈(a1 ·A a2) ·A a3, (b1 ·B b2) ·B b3,

1
2
〉. Then

(a1 ·A a2) ·A a3 6≤ 0A or (b1 ·B b2) ·B b3 6≤ 0B. Thus we can show

〈a1, b1, 1〉 · 〈a2 ·A a3, b2 ·B b3, m〉 = 〈a1 ·A (a2 ·A a3), b1 ·B (b2 ·B b3),
1
2
〉.

(case 1e)Let k ∈ {1
2
, 1}. Then(〈a1, b1, i〉 · 〈a2, b2, j〉) · 〈a3, b3, k〉 = 〈(a1 ·A a2) ·A a3, (b1 ·B

b2) ·B b3, k〉. We can show

〈a2, b2, 1〉 · 〈a3, b3, k〉 = 〈a2 ·A a3, b2 ·B b3, k〉
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Thus〈a1, b1, i〉 · (〈a2, b2, j〉 · 〈a3, b3, k〉) = 〈a1 ·A (a2 ·A a3), b1 ·B (b2 ·B b3), k〉
Let k = 0. Then

〈a2, b2, 1〉 · 〈a3, b3, k〉 = 〈a2 ·A a3, b2 ·B b3, m〉

wherem ∈ {0, 1
2
}.

Suppose that〈a1 ·A a2, b1 ·B b2, 1〉 · 〈a3, b3, k〉 = 〈(a1 ·A a2) ·A a3, (b1 ·B b2) ·B b3, 0〉. Then
(a1 ·A a2) ·A a3 ≤ 0A and(b1 ·B b2) ·B b3 ≤ 0B. Thus we can show

〈a1, b1, 1〉 · 〈a2 ·A a3, b2 ·B b3, m〉 = 〈a1 ·A (a2 ·A a3), b1 ·B (b2 ·B b3), 0〉.

Suppose that〈a1 ·A a2, b1 ·B b2, 1〉 · 〈a3, b3, k〉 = 〈(a1 ·A a2) ·A a3, (b1 ·B b2) ·B b3,
1
2
〉. Then

(a1 ·A a2) ·A a3 6≤ 0A or (b1 ·B b2) ·B b3 6≤ 0B. Thus we can show

〈a1, b1, 1〉 · 〈a2 ·A a3, b2 ·B b3, m〉 = 〈a1 ·A (a2 ·A a3), b1 ·B (b2 ·B b3),
1
2
〉.

(case 2a)We can show

(a1 ·A a2) ·A a3 6≤A 0A or (b1 ·B b2) ·B b3 6≤B 0B

from a1 ·A a2 6≤A 0A andb1 ·B b2 6≤B 0B. So

(〈a1, b1, i〉 · 〈a2, b2, j〉) · 〈a3, b3, k〉 = 〈a1 ·A a2, b1 ·B b2,
1

2
〉 · 〈a3, b3, k〉

= 〈(a1 ·A a2) ·A a3, (b1 ·B b2) ·B b3,
1

2
〉.

We can easily show〈a2, b2, j〉 · 〈a3, b3, k〉 = 〈a2 ·A a3, b2 ·B b3, l〉 such thatl = j or l = 1
2
.

If l = j then fromi · j = 0, (a1 ·A a2) ·A a3 6≤A 0A and(b1 ·B b2) ·B b3 6≤B 0B we can show

〈a1, b1, i〉 · 〈a2 ·A a3, b2 ·B b3, j〉 = 〈a1 ·A (a2 ·A a3), b1 ·B (b2 ·B b3),
1
2
〉.

If l = 1
2

then from(a1 ·A a2) ·A a3 6≤A 0A and(b1 ·B b2) ·B b3 6≤B 0B we can get

〈a1, b1, i〉 · 〈a2 ·A a3, b2 ·B b3,
1
2
〉 = 〈a1 ·A (a2 ·A a3), b1 ·B (b2 ·B b3),

1
2
〉.

(case 2b)

〈a1 ·A a2, b1 ·B b2,
1
2
〉 · 〈a3, b3,

1
2
〉 = 〈(a1 ·A a2) ·A a3, (b1 ·B b2) ·B b3, l〉

such thatl = 1
2

or l = 0.
If l = 1

2
then

(a1 ·A a2) ·A a3 6≤A 0A or (b1 ·B b2) ·B b3 6≤B 0B.

Let 〈a2, b2, j〉 · 〈a3, b3, k〉 = 〈a2 ·A a3, b2 ·B b3, m〉 such thatm ∈ {0, 1
2
}.

If i = 0 then from(a1 ·A a2) ·A a3 6≤A 0A or (b1 ·B b2) ·B b3 6≤B 0B,

〈a1, b1, 0〉 · 〈a2 ·A a3, b2 ·B b3, m〉 = 〈a1 ·A (a2 ·A a3), b1 ·B (b2 ·B b3),
1
2
〉.

If i 6= 0, i.e. j = 0. Then in the same way as the previous case

〈a1, b1, i〉 · 〈a2 ·A a3, b2 ·B b3, m〉 = 〈a1 ·A (a2 ·A a3), b1 ·B (b2 ·B b3),
1
2
〉.
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If l = 0 then

(a1 ·A a2) ·A a3 ≤A 0A and(b1 ·B b2) ·B b3 ≤B 0B.

Suppose that〈a2, b2, j〉 · 〈a3, b3, 0〉 = 〈a2 ·A a3, b2 ·B b3, m〉 such thatm ∈ {0, 1
2
}. So

〈a1, b1, i〉 · 〈a2 ·A a3, b2 ·B b3, m〉 = 〈a1 ·A (a2 ·A a3), b1 ·B (b2 ·B b3), 0〉

by (a1 ·A a2) ·A a3 ≤A 0A and(b1 ·B b2) ·B b3 ≤B 0B.

(case 2c)

〈a1 ·A a2, b1 ·B b2,
1
2
〉 · 〈a3, b3, 0〉 = 〈(a1 ·A a2) ·A a3, (b1 ·B b2) ·B b3, l〉

such thatl = 1
2

or l = 0.
If l = 0 then

〈a2, b2, j〉 · 〈a3, b3, 0〉 = 〈a2 ·A a3, b2 ·B b3, m〉 such thatm ∈ {0, 1
2
}.

So

〈a1, b1, i〉 · 〈a2 ·A a3, b2 ·B b3, m〉 = 〈a1 ·A (a2 ·A a3), b1 ·B (b2 ·B b3), 0〉.

by (a1 ·A a2) ·A a3 ≤A 0A and(b1 ·B b2) ·B b3 ≤B 0B

If l = 1
2

then

(a1 ·A a2) ·A a3 6≤A 0A and(b1 ·B b2) ·B b3 6≤B 0B.

Suppose that〈a2, b2, j〉 · 〈a3, b3, 0〉 = 〈a2 ·A a3, b2 ·B b3, m〉 such thatm ∈ {0, 1
2
}. So

〈a1, b1, i〉 · 〈a2 ·A a3, b2 ·B b3, m〉 = 〈a1 ·A (a2 ·A a3), b1 ·B (b2 ·B b3), 0〉.

by (a1 ·A a2) ·A a3 6≤A 0A and(b1 ·B b2) ·B b3 6≤B 0B

2

A.2 The proof of Lemma 5.4.3

Lemma 5.4.3The algebraD satisfies the law of residuation.

Proof First we show the only-if part. It is enough to prove that the following cases.

1. 〈a1, b1, i〉 · 〈a2, b2, j〉 = 〈a1 ·A a2, b1 ·B b2, i · j〉

(a) 〈a1, b1, j〉\〈a3, b3, k〉 = 〈a1\Aa3, b1\Bb3, i\k〉

(b) 〈a1, b1, j〉\〈a3, b3, k〉 = 〈a1\Aa3, b1\Bb3,
1
2
〉

2. 〈a1, b1, i〉 · 〈a2, b2, j〉 = 〈a1 ·A a2, b1 ·B b2,
1
2
〉

(a) j = 0

(b) j = 1

(c) j = 1
2
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3. 〈a1, b1, i〉 · 〈a2, b2, j〉 = 〈a1 ·A a2, b1 ·B b2, 0〉

(a) k ≥ 1
2

(b) k = 0

Here we show each case.
(case 1a)Then clearly

〈a1, b1, i〉 · 〈a2, b2, j〉 ≤ 〈a3, b3, k〉 if and only if 〈a2, b2, j〉 ≤ 〈a1, b1, i〉\〈a3, b3, k〉.

(case 1b)Then

a2 ≤A a1\Aa3, b2 ≤B b1\Bb3, j ≤ i\k.

If i\k = 0 then

j ≤ i\k ≤ 1
2
.

If i\k = 1 then

a1\Aa3 6≥A 1A,
b1\Bb3 6≥B 1B.

So

a2 6≥A 1A andb2 6≥B 1B.

Thusj 6= 1. Hence

〈a2, b2, j〉 ≤ 〈a1, b1, i〉\〈a3, b3, k〉.

(case 2a)Clearly

〈a2, b2, j〉 ≤ 〈a1, b1, i〉\〈a3, b3, k〉

Note that ifj 6= 0 theni = 0.

(case 2b)We can get

i\k = 1,
1A ≤A a2 ≤A a1\Aa3,
1B ≤B b2 ≤B b1\Bb3.

So

〈a2, b2, j〉 ≤ 〈a1, b1, 0〉\〈a3, b3, k〉.

(case 2c)By i\k = 1,

〈a2, b2, j〉 ≤ 〈a1\Aa3, b1\Bb3,
1
2
〉 ≤ 〈a1, b1, i〉\〈a3, b3, k〉.

(case 3a)We can get

〈a1\Aa3, b1\Bb3,
1
2
〉 ≤ 〈a1, b1, i〉\〈a3, b3, k〉

80



from i\k = 1. So

〈a2, b2, j〉 ≤ 〈a1\Aa3, b1\Bb3,
1
2
〉 ≤ 〈a1, b1, i〉\〈a3, b3, k〉.

(case 3b)If i = 0 then

〈a1\Aa3, b1\Bb3,
1
2
〉 ≤ 〈a1, b1, i〉\〈a3, b3, k〉

by i\k = 1.

If i = 1
2

then〈a1, b1, i〉\〈a3, b3, k〉 = 〈a1\Aa3, b1\Bb3,
1
2
〉 from definition. So

〈a2, b2, j〉 ≤ 〈a1\Aa3, b1\Bb3,
1
2
〉 ≤ 〈a1, b1, i〉\〈a3, b3, k〉.

Next we prove if-part. It is enough to prove that the following cases.

1. 〈a1, b1, i〉\〈a3, b3, k〉 = 〈a1\Aa3, b1\Bb3, i\k〉

(a) 〈a1, b1, i〉 · 〈a2, b2, j〉 = 〈a1 ·A a2, b1 ·B b2, i · j〉 or 〈a1 ·A a2, b1 ·B b2, 0〉

(b) 〈a1, b1, i〉 · 〈a2, b2, j〉 = 〈a1 ·A a2, b1 ·B b2,
1
2
〉

2. 〈a1, b1, i〉\〈a3, b3, k〉 = 〈a1\Aa3, b1\Bb3,
1
2
〉

(a) i\k = 1

i. 〈a1, b1, i〉 · 〈a2, b2, j = 〈a1 ·A a2, b1 ·B b2,
1
2
〉

ii. 〈a1, b1, i〉 · 〈a2, b2, j = 〈a1 ·A a2, b1 ·B b2, 0〉 or 〈a1 ·A a2, b1 ·B b2, 1〉

(b) i\k = 0

Here we show the each cases.
(case 1a)We can showa1 ·A a2 ≤A a3, b1 ·B b2 ≤B b3 and0 ≤ i · j ≤ k.
Thus

〈a1 ·A a2, b1 ·B b2, 0〉 ≤ 〈a1, b1, i〉 · 〈a2, b2, j〉 ≤ 〈a3, b3, k〉.

(case 1b)We can show

a2 ≤A a1\Aa3, b2 ≤B b1\Bb3, a1 ·A a2 6≤A 0A b1 ·B b2 6≤B 0B.

So clearlya3 6≤A 0A andb3 6≤B 0B. Hencek 6= 0. Thus

〈a1, b1, i〉 · 〈a2, b2, j〉 ≤ 〈a1 ·A a2, b1 ·B b2,
1
2
〉 ≤ 〈a3, b3, k〉.

(case 2(a)i)We can show

a1 ·A a2 6≤A 0A or b1 ·B b2 6≤B 0B.

So

a3 6≤A 0A or b3 6≤B 0B.

Hencek 6= 0.

(case 2(a)ii)Clearly
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〈a1, b1, i〉 · 〈a2, b2, j〉 ≤ 〈a3, b3, k〉.

(case 2b)We can show

a1 ·A a2 ≤A a3 ≤A 0A,
b1 ·B b2 ≤B b3 ≤B 0B

from a2 ≤A a1\Aa3 andb2 ≤B b1\Bb3 respectively. Hence

〈a1, b1, i〉 · 〈a2, b2, j〉 = 〈a1 ·A a2, b1 ·B b2, 0〉 ≤ 〈a3, b3, k〉.

2
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