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Regular Paper

Ancestor Excludable Hierarchical ID-based Encryption and Its

Application to Broadcast Encryption

Atsuko Miyaji†

An ID-based encryption (IBE) is a public key cryptosystem, in which a user’s public key
is given as a user ID. In IBE, only a single center generates all user secret keys, which may
give the center a load of burdensome work. A hierarchical ID-based encryption (HIBE) is
a kind of IBE and overcomes the problem by delegating a user secret key generation to a
lower-level center, in which centers form a hierarchical structure. However, all ancestor nodes
in HIBE act as centers. That is, any ancestor as well as the root can generate a secret key
for any descendant node and, thus, a cipher text to a node can be decrypted by any ancestor
node even if the ancestor does not have the same secret key as that of a target node. In this
paper, we propose the concept of ancestor-excludable HIBE, in which ancestors with a level
less than the designated one can be excluded from a set of privileged ancestors with a right
to decrypt a cipher text to a target node. We also give the functional definition together with
the security definition. This notion is denoted by AE-HIBE simply. We present the concrete
example of AE-HIBE, which can work with constant-size ciphertext and decryption time,
independent of the hierarchy level. We prove that our AE-HIBE is selective-ID-CPA secure
in the standard model, which can be converted to be selective-ID-CCA secure by applying a
general conversion method. Furthermore, AE-HIBE can be naturally applied to the broadcast
encryption to realize the efficient public-key version with the user-key size of O(log2 N) and
the transmission rate of O(r) for N users and r revoked users. The user-key size is the smallest
at the transmission rate of O(r), up to the present.

1. Introduction

IBE and HIBE. An ID-based encryption
(IBE) is a public key cryptosystem, in which a
user’s public key is given as a user ID such as
an email address or name and the correspond-
ing secret key is computed by a center. In IBE,
we don’t have to use any certification for pub-
lic keys. A concrete and provable secure IBE is
proposed 3). In IBE, only a single center gen-
erates all user secret keys, which may give the
center a load of burdensome work. A hierar-
chical ID-based encryption (HIBE) is a kind of
IBE and overcomes the problem by delegating a
user secret key generation to a lower-level cen-
ter: any user is assigned to a node of a tree
except the root; the identity of a user v is an
ID-tuple v = v1 · · · vl−1vl, which represents all
ancestors information; and the corresponding
user secret key SKv is generated from its parent
v1 · · · vl−1. Therefore, we could say that HIBE
represents ID hierarchically. However, all an-
cestor nodes act as centers. That is, any ances-
tor as well as root can generate a secret key for
any descendant node and, thus, a cipher text to
a node can be decrypted by any ancestor node
even if the ancestor does not have the same se-
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cret key as that of a target node.
The feature of ID. To make the feature of
ID clear, let us think about what information
can identify a person from among others and
what structure a user’s identification data has.
Let us think about the example of postal mail.
In order to identify a person as Alice, we put
a country name, a prefecture or state name, a
city name, a street name, and a house number
as well as her name. In the case of an e-mail,
the information of an e-mail often consists of
a country name, an organization name, and a
department name as well as a user name such
as Alice@computer-science.A-univ.edu. These
examples indicate that ID itself forms a hier-
archical structure. The hierarchical structure
exists quite naturally in a variety of organiza-
tions, such as companies, governments and/or
schools. We also see a rather relaxed hierarchi-
cal structure in a consortium of corporations
that engage in governmental projects or joint
ventures. In such a consortium, one company
would be a leader and other companies would
work in a part of the business as its sections,
branches, or subsidiaries. Thus, such a consor-
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tium forms a hierarchical structure, but at the
same time, each of the consortium companies
is rather independent. In such a rather relaxed
hierarchical structure, all upper-level members
do not necessarily have to control the lower-
level members. On the other hand, in a strict
hierarchical structure, the upper-level member
may absolutely control the lower-level member
and even disclose ciphertexts sent to the lower-
level member in the case of necessity.
Ancestor-excludable HIBE. Let us exam-
ine what features are necessary for IDs with
a hierarchical structure. One feature is the
expression-ability of the hierarchical structure
of the ID, which can be achieved in HIBE but
cannot be achieved in IBE. Another feature is
the ancestor-excludable feature: ancestors with
a level less than the designated one can be ex-
cluded from a set of privileged ancestors who
have the right to decrypt a cipher text to a tar-
get node. All ancestors in HIBE act as centers
and, thus, the upper-level member absolutely
controls the lower-level member. Therefore,
HIBE can not achieve the ancestor-excludable
feature.

In summary, the ancestor-excludable hierar-
chical ID-based encryption scheme should sat-
isfy the following two features: the expression-
ability of the hierarchical structure of ID and
the ancestor-excludable feature. IBE deals with
ID at the same level, that is, it can neither ex-
press the hierarchical structure of ID nor re-
alize the ancestor-excludable feature. On the
other hand, HIBE can express the hierarchical
structure of ID but cannot achieve the ancestor-
excludable feature. We may note that the
ancestor-excludable feature works well under
the strict hierarchical structure as well as the
relaxed hierarchical structure.
Our contribution. We propose the new
concept of ancestor-excludable hierarchical ID-
based encryption scheme, denoted by AE-HIBE
for simplicity, and give the functional definition
together with the security definition. We also
give a concrete example of AE-HIBE, which is
based on a HIBE 1). Our AE-HIBE of the hi-
erarchy level t can work with the constant-size
ciphertext and decryption cost that is indepen-
dent of t, and the user-key size of O(t). Our
AE-HIBE has proven to be selective-ID-CPA-
secure in the standard model by introducing an
injection map.

As an important application, our AE-
HIBE improves the public-key subset differ-

ence broadcast encryption 6) in the user-key size
at no expense of the transmission rate, which
cannot be achieved in the HIBE paradigm.
The subset difference broadcast encryption
(SD) has an advantage of the transmission
rate at the expense of user-key size, which
is originally based on a symmetric key 10).
LSD broadcast encryption (LSD) 8) has fur-
ther reduced the user-key size of SD at the
slight expense of the transmission rate. HIBE
translates the symmetric-key SD (resp. LSD)
to the public-key one faithfully 6) and, thus,
the user-key size is O(|SKHIBE| log2 N) (resp.
O(|SKHIBE| log3/2 N)), where N is the num-
ber of users; and |SKHIBE| is the node-secret-
key size in HIBE. Therefore, even if the
most efficient HIBE (random-oracle model) 1)

with |SKHIBE| = O(log N) for the hierarchy
level log N is applied, the user-key size of
public-key SD (resp. LSD)☆ becomes O(log3 N)
(resp. O(log5/2 N)). On the other hand, the
ancestor-excludable feature of AE-HIBE can
exactly reduce the user-key size by realizing
another feature of SD. In fact, the user-key
size in the public-key SD based on AE-HIBE
is O(|SKAE-HIBE| log N), where |SKAE-HIBE| is
the node-secret-key size in AE-HIBE. As a
result, the public-key SD based on our AE-
HIBE☆☆ can work with the user-key size of
O(log2 N), which is the smallest at no expense
of the transmission rate, up to the present. See
Table 1 for the comparison.

This paper is organized as follows. Section 2
summarizes the basic notions. Section 3 gives
the functional definition of AE-HIBE and the
security definition. Section 4 presents a con-
crete example together with the security proof.
Finally, Section 5 applies our AE-HIBE to the
broadcast encryption and presents an efficient
public-key broadcast encryption.

2. Preliminary

This section summarizes the basic notions
and HIBE.

2.1 The Bilinear Map and Its Related
Assumption

Let G1 and G2 be two cyclic groups of prime

☆ The number of keys that a user has to possess is
O(log2 N) (resp. O(log3/2 N)), where the size of a
key is O(log N). So the total user-key size becomes
O(log3 N) (resp. O(log5/2 N)).

☆☆ The number of keys that a user has to possess is
O(log N), where the size of a key is O(log N). So
the total user-key size becomes O(log2 N).
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Table 1 Comparison of public-key broadcast encryption with N users and r revoked users.

CS 6)+IBE 3) SD 6)+HIBE 1) LSD 6)+HIBE 1) BGW-method☆2) Ours

transmission rate O(r log N
r

) O(r) O(r) O(1)† O(r)

user-key size O(log N) O(log3 N) O(log5/2 N) O(1) O(log2 N)
public-key size O(1) O(1)‡ O(1)‡ O(N)† O(1)‡
decryption time O(1) O(log N) O(log N) O(N − r) O(log N)

†: The public-key size can be reduced, while maintaining |public key| × |transmission rate| = O(N).
‡: The public-key sizes can be made constant size under the random oracle model.

order q. G1 (resp. G2) is represented additively
(resp. multiplicatively), where O (resp. 1) rep-
resents the zero element (identity element) for
addition (multiplication) in G1 (resp. G2). The
following bilinear map ê : G1 × G1 → G2 is
defined over G1.
( 1 ) Bilinearity: ê(xP0, yP1) = ê(yP0, xP1) =

ê(P0, P1)xy for all P0, P1 ∈ G1 and all
x, y ∈ Zq.

( 2 ) Non-degeneracy: ê(P, P ) �= 1 for any
P ∈ G1 \ {O}.

( 3 ) Computability: There is an efficient al-
gorithm to compute ê(P0, P1) for any
P0, P1 ∈ G1.

Let k be a security parameter. A BDHE (Bilin-
ear Diffie-Hellman Exponent) parameter gener-
ator IG is a probabilistic polynomial time (ppt)
algorithm that on input 1k, outputs a descrip-
tion of the above (G1, G2, ê). The computa-
tional �-BDHE problem with respect to IG is
to compute ê(P, R)α�

from random P, R and
αiP ∈ G1 with i = 1, · · · , � − 1, � + 1, · · · , 2�,
where (G1, G2, ê) is an output of IG. If this
problem is hard, then we say that IG satisfies
the computational �-BDHE assumption. More
precisely, we say that IG satisfies the compu-
tational �-BDHE assumption if the following
probability is negligible (in k) for all ppt al-
gorithms A:

Pr[ (G1, G2, ê)← IG(1k); P, R← G1;
α← Zq :
A(G1, G2, ê, P, R, Y1, · · · , Y�−1,

Y�+1, · · · , Y2�) = ê(P, R)α�

],

where Yi = αiP . The decisional version is
defined in the usual manner: given random
P, R, αiP ∈ G1 and T ∈ G2 (where i =
1, · · · , � − 1, � + 1, · · · , 2�), decide whether T =
ê(P, R)α�

or not. More precisely, we say that
IG satisfies the decisional �-BDHE assumption
if the following is negligible (in k) for all ppt
algorithms A:

☆ This method is not based on SD or LSD.

∣∣∣∣∣∣∣∣∣∣
Pr

⎡
⎢⎢⎢⎢⎣

(G1, G2, ê)← IG(1k);
P, R← G1; α← Zq :
A(G1, G2, ê, P, R, Y1, · · · , Y�−1,
Y�+1, · · · , Y2�,

ê(P, R)α�

) = 0

⎤
⎥⎥⎥⎥⎦

−Pr

⎡
⎢⎢⎢⎣

(G1, G2, ê)← IG(1k);
P, R← G1; α← Zq;
T ← G2 :
A(G1, G2, ê, P, R, Y1, · · · , Y�−1,
Y�+1, · · · , Y2�, T ) = 0

⎤
⎥⎥⎥⎦
∣∣∣∣∣∣∣∣∣

These assumption are believed to hold if ê
is Weil/Tate pairing on supersingular elliptic
curves or some ordinary elliptic curves 9).

2.2 ID-based Encryption and Hierar-
chical ID-based Encryption

In the model of HIBE, we consider a tree of
hierarchy, where the root node is labeled with
v0 = ε (See Fig. 2). The identity of a user v is
represented as an ID-tuple v = v1 · · · vh · · · vl,
where v1, · · · , vl are the nodes on the path from
v0 to vl of the tree. A child node (or an ancestor
node) of v is represented as vvl+1 = v1 · · · vlvl+1

(or v|h = v1 · · · vh) by borrowing notation 5). A
secret-key of the identity v, denoted by SKv, is
issued by its parent (that is v|l−1). IBE can be
considered for the case in which all identities
are in level 1 of HIBE (See Fig. 1). The for-
mal definition of IBE or HIBE is summarized
in Annex A.1 or A.2, respectively.

3. Ancestor-Excludable Hierarchical
ID-based Encryption

This section defines the ancestor-excludable
hierarchical ID-based encryption (AE-HIBE).
AE-HIBE is the intermediate notion between
IBE and HIBE, which achieves a new feature,
the ancestor-excludable feature.

3.1 Comparisons between IBE, HIBE,
and AE-HIBE

Let us discuss the differences between IBE,
HIBE, and AE-HIBE to clarify an issue to be
settled. Figures 1 and 2 show the relation be-
tween centers and users in IBE and HIBE, re-
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Fig. 1 IBE.

Fig. 2 HIBE.

Fig. 3 AE-HIBE.

spectively. In IBE, there exists only one center
that generates all secret keys for all users. So
IBE deals with users at the same level. On the
other hand, centers form a hierarchical struc-
ture in HIBE. Therefore, HIBE represents the
ID hierarchically. This feature is called the
expression-ability of the hierarchical structure
of IDs in this paper.

The hierarchical structure exists quite nat-
urally in various organizations such as compa-
nies, governments and/or schools, where the ID
itself often forms a hierarchical structure. Our
purpose is to construct the ID-based encryption
scheme fit for IDs with a hierarchical structure.
Let us consider the following situation in Fig. 3:
Alice works in the D factory of A company; Bob
works in the DVD department of C software

company under A company. C software com-
pany has been recently absorbed by A company.
To identify Alice among others, we need all hier-
archical information of (A company, D factory,
Alice) as well as her name, Alice. As we men-
tioned above, IBE is not suitable for this case.
Let us apply HIBE (see Fig. 2) to this situation:
the root center generates the secret keys for A
company and B company, the president of A
company generates the secret keys for D factory
and C software company, and the manager of D
factory generates the secret key for Alice, and
so on. HIBE seems to deal with the hierarchical
structure and represents the hierarchical struc-
ture of the ID. However, all nodes except leaves
in HIBE act as centers, so a cipher text to Al-
ice can be decrypted by both the manager of D
factory and the president of A company as well
as the root center. In a strict hierarchical struc-
ture, the upper-level member may be allowed to
disclose ciphertexts to the lower-level member
if necessity, however, in a rather relaxed hier-
archical structure, no upper-level member nec-
essarily has to control the lower level. In the
case of Bob, C software company has been re-
cently absorbed by A company. So, C software
company is in the position under A company,
but at the same time, is rather independent of
A company. In this case, only the designated
upper-level member such as the managers of C
software company or DVD Department is able
to control the lower-level member. This fea-
ture is called the ancestor-excludable feature in
this paper. The ancestor-excludable feature can
also achieve the original feature of HIBE, that
is the upper-level member always controls the
lower-level member, by setting the level of a
designated ancestor to 1.

In summary, AE-HIBE satisfies both the
expression-ability of the hierarchical structure
of ID and the ancestor-excludable feature. Nei-
ther HIBE nor IBE can achieve the ancestor-
excludable feature.

3.2 Functional and Security Definition
This section gives the functional definition of

AE-HIBE and its security definition. Let T
be an m-ary tree with the level t, which rep-
resents user IDs. Let us denote a restricted
set by S|h = {s1, · · · , sh} for a set S =
{s1, · · · , sh, · · · , sl}

Definition 1 (AE-HIBE) AE-HIBE con-
sists of a 5-tuple of ppt algorithms (KGen, KDer,
KDerp, Enc, Dec), where
• KGen(1k, t, m), the root center key-genera-
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tion algorithm, for input of security param-
eter k and the level t of m-ary tree, outputs
a system public key PK and the root cen-
ter’s secret key SKε.

• KDer(PK, v, SKε), the root center key-
derivation algorithm, for input of the public
key PK, a node v whose level is l, and the
root secret key SKε, outputs the node secret
key of v, SKv = {skv,1, · · · , skv,l}.

• KDerp(PK, v, SKv, vvl+1), the user’s key
derivation algorithm, for input of the pub-
lic key PK, a node v with level l, the secret
key SKv = {skv,1, · · · , skv,l}, and a child
vvl+1 outputs part of node secret keys of
the child vvl+1. Note that v can derive only
SKvvl+1 |l = SKvvl+1 \ {skvvl+1,l+1} but can-
not derive skvvl+1,l+1. Only the root center
can derive all node secret keys of users.

• Enc(PK, v, h, M), the encryption algo-
rithm, for input of the public key PK, a
user ID v = v1 · · · vh · · · vl, level h of a des-
ignated ancestor, and a message M , out-
puts a ciphertext C together with the user
ID v and the level h.

• Dec(C, v, h, SKv|i) = M(h ≤ i ≤ l), the de-
cryption algorithm, for input of a cipher-
text C, a user ID v = v1 · · · vh · · · vi · · · vl,
level h of a designated ancestor, and a sub-
set of a user secret key SKv|i, decrypts C to
M .

Remark:
1. The advantage of AE-HIBE to HIBE lies in
a feature of Dec. In the case of HIBE, all an-
cestors of v can decrypt a ciphertext. However,
AE-HIBE can exclude any ancestor with a level
i < h and let only ancestors with levels i ≥ h
decrypt the ciphertext. Note that an ancestor
with a level of i ≥ h cannot generate the whole
key of SKv but SKv|i by executing KDerp.
2. Because of the above feature, the key
structure of v = v1 · · · vl becomes SKv =
{skv,1, · · · , skv,l}. Any ciphertext to v with
the designated level h needs a subset SKv|h =
{skv,1, · · · , skv,h}, which cannot be structurally
generated by any ancestor with the level i < h.
The correctness of AE-HIBE is defined as fol-
lows.

Definition 2 (Correctness) Let AE-HIBE
be the ancestor-excludable HIBE in Defini-
tion 1. AE-HIBE satisfies the correctness if the
following features hold. Let C be a cipher text
to a target node v with the designated level h,
that is C = Enc(PK, v, h, M). Then
1. Any ancestor of v with a level ≥ h can de-

crypt the cipher text.
2. Any ancestor of v with a level < h cannot
decrypt the cipher text.

AE-HIBE is a special case of HIBE and, thus,
the security definition follows mostly that of
HIBE 1), which has the decryption and the key
derivation oracles. The important difference
lies in the key derivation oracles. In the case
of HIBE, an adversary is not allowed to ask a
secret key of any node in the path ρv ∈ T from
the root to a target node v. But, in our AE-
HIBE, an adversary is allowed to ask a secret
key of a node w in the path ρv until the level of
w is lower than the target level. The security is
defined as follows.

Definition 3 We say that an AE-HIBE
scheme is IND-AE-HIBE-CCA secure against
adaptive chosen ciphertext and node adversary
if the advantage of any ppt adversary A against
the challenger in the following experiment is
negligible.

Set up The challenger takes a security param-
eter k and the level t of an m-ary tree and
executes KGen(1k, t, m). Then it gives A
the public parameter PK and keeps the root
secret key SKε.

Phase 1 A issues a number of queries
q1, · · · , qn1 , where query qi is one of the fol-
lowing:
• Node-secret-key query: On the query

of a node v, output the corresponding
node key SKv.

• Decryption query: On the query of a
node v = v1 · · · vh · · · vl, the target
level h, and a ciphertext C, output the
recovered message M .

Challenge A outputs two equal length mes-
sages M0, M1 ∈ {0, 1}∗, a node v∗, and
a target level h∗. The only constraint is
that A did not previously issue a node-
secret-key query on v∗|i with i ≥ h∗ for
the target node v∗. Then the challenger
picks a random bit b ∈ {0, 1}, sets C∗ =
Enc(PK, v∗, h∗, Mb), and sends C∗ to A as
a challenge.

Phase 2 A continues a number of queries
qn1+1, · · · , qn, where a query qi is one of
the following in the same way as Phase 1:
• Node-secret-key query: On the query

of v under the constraint in Chal-
lenge, output the corresponding node
key SKv.

• Decryption query: On the query of
(v, h, C) /∈ {(v∗, i, C∗)|i ≥ h∗}, output



6 IPSJ Journal Sep. 2007

the recovered message M .
Guess A outputs a guess b′ ∈ {0, 1}. The ad-

versary wins the game if b = b′. The advan-
tage of A attacking the scheme is defined as
|Pr[b = b′]− 1/2|.

A weaker security of IND-AE-HIBE-CCA called
a selective-node chosen ciphertext secure AE-
HIBE (IND-sAE-HIBE-CCA) is defined in the
same way as HIBE 1). The game is the same
as IND-AE-HIBE-CCA except that the adversary
A discloses to the challenger the target node v∗

and the level h∗ before the Set up phase. The
Node-secret-key query follows the restrictions in
Phase 2. We can also define the chosen plaintext
security for an AE-HIBE scheme in the same
way as IBE or HIBE 1),3),7), in which A is not
allowed to issue any decryption query but still
issues adaptive node-secret-key queries. This
adversary function is termed AE-HIBE-CPA (or
sAE-HIBE-CPA in the case of a selective-node
adversary).

Definition 4 We say that an AE-HIBE
scheme is IND-sAE-HIBE-CCA secure against
adaptive chosen ciphertext and a selective-node
adversary if the advantage of any ppt adversary
A against the challenger in the experiment de-
fined in Definition 3 is negligible.

Definition 5 We say that an AE-HIBE
scheme is IND-AE-HIBE-CPA (resp.
IND-sAE-HIBE-CPA) secure against adaptive
chosen node (resp. selective-node) attacks if the
advantage of any ppt adversary A against the
challenger in the experiment defined in Defini-
tion 3 without decryption oracle is negligible.

3.3 Discussion
Let us investigate why we need the ancestor-

excludable feature for HIBE. One of important
applications of HIBE is the broadcast encryp-
tion scheme. The efficiency of broadcast en-
cryption is measured by the transmission rate
and the size of a user secret key, however, here
we focus on only the size of a user secret key.

HIBE is used to realize the public-key subset-
difference broadcast encryption scheme. The
subset difference broadcast encryption (SD) is
originally based on a symmetric-key encryp-
tion 10), in which users are assigned to leaves
of a binary tree T of level t for |N | = N = 2t.
In SD, a set of privileged users is covered by the
difference of two subsets Sv,w = Sv \Sw, where
v, w ∈ T , v is an ancestor of w, and Sv or Sw

is a complete subtree rooted at v or w, respec-
tively. Figure 4 represents a set of privileged
users of SD, in which privileged users are in the

Fig. 4 A set of privileged users of SD.

Fig. 5 Ancestor-excludable feature in SD
(Sw,v � Sv′,v).

gray-color part and revoked users are in the col-
orless part. The remarkable feature of SD lies
in the user key derivation methods, which en-
ables a user key of O(log2 N) to generate the
whole necessary decryption keys with O(N).
HIBE translates the symmetric-key SD to the
public-key faithfully and, thus, the user-key size
is O(|SKHIBE| log2 N). Therefore, even if the
most efficient HIBE 1) or the limited-delegation
version (see Section 4.1 in the same paper 1)) is
applied, the user-key size becomes O(log3 N),
which is worse than the user-key size O(log2 N)
in the symmetric-key SD.

In order to improve the user-key size, we in-
vestigate a new key-derivation method of SD.
The covering method of SD satisfies the fol-
lowing feature, which is focused in this pa-
per for the first time: Sw,v � Sv′,v(v =
v1 · · · vh · · · vf · · · vl, w = v|h, and v′ = v|f ).
See Fig. 5. The feature means that a user in
Sv′,v is allowed to generate a subset key KSw,v

but a user in Sw,v \ Sv′,v is not allowed to
generate a subset key KSv′,v . The ancestor-
excludable feature would achieve this feature by
excluding any ancestor with a level > v′ from
users in Sw,v. The above discussion will be de-
scribed in detail in Section 5.

4. ID-based Encryption Scheme with
a Hierarchical Structure

We present a concrete scheme of AE-HIBE
and, then, give security proof. The secu-
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rity of our AE-HIBE is based on the deci-
sional t-BDHE assumption without random or-
acle model, where t is the level of an m-ary tree
T with the root ε. The identity of a user v is
represented as an ID-tuple v = v1 · · · vh · · · vl,
where v1, · · · , vl are the nodes on the path from
v0 to vl of T .

4.1 AE-HIBE Based on the BDHE As-
sumption

Our AE-HIBE makes use of HIBE proposed
by Boneh, Boyen, and Goh 1), called BBG-
HIBE in this paper. In order to give the se-
curity proof, we newly introduce an injection
map from a user v = v1 · · · vl ∈ T to Z∗

q ,
id : T → Z∗

q .

The number of nodes is mt+1−1
m−1 ≤ mt+1 − 1.

The injection map can be defined whenever
mt+1−m < q−1: for example, id is defined by
numbering v from id(ε) = 1 according to some
pre-defined order☆. Then, v �= v′ if and only if
id(v) �= id(v′) for v = v1 · · · vj , v

′ = v′1 · · · v′j ∈
T and id(v) �= 0, 1 for v = v1 · · · vh ∈ T corre-
spond to a user v are satisfied.

In our AE-HIBE, a message to be encrypted
is in G2 in the same way as1) but identities v =
v1 · · · vl are in {0, 1}∗ unlike 1)☆☆ by using the
above injection map id.

A secret key of a user v will con-
sist of (t + 1) group elements, denoted by
SKv = {skv,1, · · · , skv,l}, where skv,1 =
{Av,1, Bv, Cv,l+1, · · · , Cv,t} and skv,i = Av,i(i =
2, · · · , l).
KGen(1k, t) executes the following:
( 1 ) Run IG(k) to generate groups G1 and

G2 with prime order q and bilinear map
ê : G1 ×G1 → G2.

( 2 ) Set an injection map, id : T → Z∗
q .

( 3 ) Choose random points P, P1, Q1, · · · , Qt,
R1, · · · , Rt ∈ G1 and a random secret α ∈
Zq.

( 4 ) Compute Q = αP and the root secret
key SKε,i = αRi for 1 ≤ i ≤ t.

( 5 ) The public key is

PK = {G1, G2, ê, id, P, P1, Q, Q1, · · · ,
Qt, R1, · · · , Rt}

and the root secret key is
SKε = { SKε,1, · · · , SKε,t}.

KDer(PK, v, SKε) executes the following:
( 1 ) Let v = v1 · · · vl.
( 2 ) Choose a random secret αv ∈ Zq and

☆ One example is a pre-order traversal.
☆☆ identities in Ref. 1) have to be in Zql .

compute
Av,i = SKε,i+ αv(id(v|i)Qi

+ id(v|i+1)Qi+1 + · · ·
+id(v)Ql+P1) (i=1, · · · , l),

Bv = αvP,

Cv,j = αvQj (l + 1 ≤ j ≤ t)
( 3 ) Output SKv = {skv,1, · · · , skv,l}, where

skv,1 = {Av,1, Bv, Cv,l+1, · · · , Cv,t},
skv,i = Av,i (i = 2, · · · , l)

KDerp(PK, v, SKv, vvl+1) executes the following:
( 1 ) Let v = v1 · · · vl.
( 2 ) Parse SKv = {skv,1, · · · , skv,l}, where

skv,1 = {Av,1, Bv, Cv,l+1, · · · , Cv,t},
skv,i = Av,i (i = 2, · · · , l)
Av,i = SKε,i + αv

(
id(v|i)Qi

+id(v|i+1)Qi+1+· · ·+id(v)Ql

+P1

)
(i = 1, · · · , l),

Bv = αvP, and
Cv,j = αvQj (l + 1 ≤ j ≤ t).

( 3 ) Choose a random secret rvvl+1 ∈ Zq.
( 4 ) Compute

Avvl+1,i = Av,i + id(vvl+1)Cv,l+1

+rvvl+1(id(v|i)Qi

+id(v|i+1)Qi+1 + · · ·
+id(v)Ql + id(vvl+1)Ql+1

+P1) (i = 1, · · · , l),
Bvvl+1 = Bv + rvvl+1P, and

Cvvl+1,j = Cv,j + rvvl+1Qj

(j = l + 2, · · · , t).
( 5 ) Set

skvvl+1,1 = {Avvl+1,1, Bvvl+1 ,

Cvvl+1,l+2, · · · , Cvvl+1,t}
and skvvl+1,i = {Avvl+1,i} (2 ≤ i ≤ l).
Then, it becomes a valid part of the key
of vvl+1 for αvvl+1 = αv + rvvl+1 , which
is unknown to user v.

( 6 ) Output {skvvl+1,1, · · · , skvvl+1,l}.
Enc(PK, v, h, M) executes the following:
( 1 ) Let v = v1 · · · vh · · · vl.
( 2 ) Choose a random γ ∈ Zq.
( 3 ) Compute C = {M · d, γP, γ(id(v|h)Qh +

id(v|h+1)Qh+1 + · · · + id(v)Ql + P1)},
where d = ê(Q, Rh)γ .

( 4 ) Output {C, v, h}.
Dec(SKv, C, h) executes the following:
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Fig. 6 Addition of a new organization.

( 1 ) Let v = v1 · · · vh · · · vl and C =
{C1, C2, C3}.

( 2 ) Parse skv,1 ={Av,1, Bv, Cv,l+1, · · · , Cv,t},
skv,i = Av,i (i = 2, · · · , l).

( 3 ) Compute M = C1/d, where d =
ê(C2, Av,h)/ê(Bv, C3).

The decryption succeeds as follows,
ê(C2, Av,h)
ê(Bv, C3)

=

ê(γP, SKε,h + αv,h(id(v|h)Qh+
· · ·+ id(v)Ql + P1)))

ê(αv,hP, γ(id(v|h)Qh+· · ·+id(v)Ql+P1))
= ê(Q, Rh)γ .

Both Av,h and Bv in SKv is sufficient to decrypt
a ciphertext C ← Enc(PK, v, h, M). Therefore,
only ancestors of v with a level ≥ h can decrypt
the C since no ancestor of v with a level < h has
any information about skv,h. Thus, AE-HIBE
has proven to satisfy the ancestor-excludable
feature as well as the expression-ability of the
hierarchical structure of ID.
Remark: In addition to the above two fea-
tures, our AE-HIBE has another interesting fea-
ture on an addition of a new organization. Sup-
pose that B company absorbs F software com-
pany with DVD Dept. (see Fig. 6) after the
root center has already set up each secret key
(see Fig. 3), where David works in the DVD
Dept. In that case, the root center can easily
add a new group of (F software company, DVD
Dept., David) by setting them in T and exe-
cuting KDer to generate each secret key. Then,
the ancestor-excludable feature still holds in the
new hierarchical structure if the addition satis-
fies the following conditions: the new structure
does not break the original structure and the
number of total nodes does not exceed q − 1.
Note that the root center does not have to re-
generate the secret keys of any user in Fig. 3.

4.2 Security
We show that our AE-HIBE is selective-

identity secure (IND-AE-HIBE-CPA) under the
decisional Bilinear Diffie-Hellman Exponent as-
sumption.

Theorem 1 If IG satisfies the (t + 1)-
BDHE assumption, then AE-HIBE is
IND-sAE-HIBE-CPA secure.
proof: Suppose there exists a ppt adversary
A which attacks the proposed AE-HIBE of an
m-ary tree T with hierarchy level t with the ad-
vantage ε, where A asks Qe secret-key queries.
We will show that a ppt-algorithm B exists that
solves the decisional (t + 1)-BDHE problem in
G1.

For P ∈ G1 and α ∈ Zq, let Yi = αiP .
B is given an output (G1, G2, ê) of IG(1k)
and a random tuple (P, R, Y1, · · · , Yt, Yt+2, · · · ,
Y2t+2, T ) that is either sampled from PBDHE
(where T = e(P, R)αt+1

) or from RBDHE (where
T is uniform and independent in G2). The goal
of B is to determine whether T = e(P, R)αt+1

or
not. B executes A in a selective identity game
as follows.
Initialization: A first outputs an identity v∗ =
v∗1 · · · v∗l ∈ {0, 1}∗ of level l (l ≤ t) and a desig-
nated level h∗ (h∗ ≤ l) that A tries to attack.
If l ≤ t, then B appends random elements to v∗

until the level of v∗ is t and keeps these extra
values to itself. Hereafter we assume that the
level of v∗ is t.
Setup: To generate the public key PK, B exe-
cutes the following.
• Set Q = Y1 = αP , choose γ1, · · · , γt ∈ Zq

randomly and set
Qi = γiP − Yt−i+1 = (γi − αt−i+1)P

for 1 ≤ i ≤ t.
• Choose δ ∈ Zq randomly and set P1 = δP +∑t

i=h∗ id(v∗|i)Yt−i+1.
• Choose β1, · · · , βt ∈ Zq randomly and set

Ri = Yt + βiP = (βi + αt)P,

SKε,i = αRi = Yt+1 + βiY1 (1 ≤ i ≤ t),

where SKε,i is unknown to B.
• Output

PK = {G1, G2, ê, id, P, P1, Q, Q1, · · · , Qt,
R1, · · · , Rt} and SK = {SKε,1, · · · , SKε,t},
and sends PK to A.

Phase 1: A issues a private key corresponding
to v = v1 · · · vu ∈ T where u ≤ t. The only
restriction is that id(v) �= id(v∗|i) for h∗ ≤ i ≤
l. To respond to the query, B derives a private
key according to the following two cases.
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◦ Case 1 u < h∗: B executes the following.
Note that id(v) �= 0 from the definition of id.
• Choose α̃v ∈ Zq randomly and set

αv =
αu

id(v)
+ α̃v

Bv = αvP =
αu

id(v)
P + α̃vP

=
1

id(v)
Yu + α̃vP

Cv,j = αvQj

=
αu

id(v)
(γjP − Yt−j+1) + α̃vQj

=
1

id(v)
(γjYu − Yt−j+u+1)

+ α̃vQj (u + 1 ≤ j ≤ t).

All these parameters except αv are com-
putable by B.

• For Av,i (1 ≤ i ≤ u), set
Av,i = SKε,i + αv(id(v|i)Qi + · · ·

+ id(v)Qu + P1)

= SKε,i

+
1

id(v)

u∑
j=i

id(v|j)(γjYu−Yt+u−j+1)

+ α̃v

u∑
j=i

id(v|j)(γjP − Yt−j+1)

+
δ

id(v)
Yu + α̃vδP

+

t∑
j=h∗

id(v∗|j)
(

Yt−j+u+1

id(v)
+α̃vYt−j+1

)
,

all of which, except SKε,i − Yt+1, are com-
putable by B. The exception is computable
as follows:

SKε,i − Yt+1

= Yt+1 + βiY1 − Yt+1 = βiY1.
Therefore, B can compute Av,i.

• Output SKv = {skv,1, · · · , skv,u} to A,
where skv,1 = {Av,1, Bv, Cv,u+1, · · · , Cv,t},
skv,i = Av,i (i = 2, · · · , u).

◦ Case 2 u ≥ h∗: The restriction of private
key queries ensures that id(v∗|j) �= id(v) for
h∗ ≤ j ≤ l. Then it holds that id(v∗|u) �= id(v).
B executes the following:
• Choose α̃v ∈ Zq randomly and set

αv =
αu

id(v)− id(v∗|u)
+ α̃v

Bv = αvP =
αu

id(v)−id(v∗|u)
P + α̃vP

=
1

id(v)− id(v∗|u)
Yu + α̃vP

Cv,j = αvQj

=
αu

id(v)− id(v∗|u)
(γjP − Yt−j+1)

+ α̃vQj

=
1

id(v)−id(v∗|u)
(γjYu−Yt−j+u+1)

+ α̃vQj (u + 1 ≤ j ≤ t).

All these parameters except αv are com-
putable by B.

• For Av,i (1 ≤ i ≤ u), set
Av,i

= SKε,i + αv(id(v|i)Qi + · · ·
+id(v)Qu + P1)

= SKε,i

+
1

id(v)−id(v∗|u)

u∑
j=i

id(v|j)(γjYu−Yt+u−j+1)

+α̃v

u∑
j=i

id(v|j)(γjP − Yt−j+1)

+
δ

id(v) − id(v∗|u)
Yu + α̃vδP

+

t∑
j=h∗

id(v∗|j)
(

Yt−j+u+1

id(v)−id(v∗|u)
+α̃vYt−j+1

)
,

all of which, except

SKε,i +
id(v∗|u)Yt+1 − id(v)Yt+1

id(v)− id(v∗|u)
,

are computable by B. The exception is
computable as follows:

SKε,i +
id(v∗|u)Yt+1 − id(v)Yt+1

id(v)− id(v∗|u)
= Yt+1 + βiY1 − Yt+1 = βiY1.

Therefore, B can compute Av,i.
• Output SKv = {skv,1, · · · , skv,u} to A,

where skv,1 = {Av,1, Bv, Cv,u+1, · · · , Cv,t},
skv,i = Av,i (i = 2, · · · , u).

Challenge: When A decides Phase 1 is over, it
outputs two messages M0, M1 ∈ G2 on which
it wishes to be challenged. B picks a random
bit b ∈ {0, 1} and responds with the challenge
ciphertext

C =

(
Mb · T · ê(Y1, γR),R,

(
δ+

t∑
i=h∗

id(v∗|i)γi

)
R

)
,

where R and T are the input given to B. Note
that R = cP for ∃c ∈ Zq since G1 = 〈P 〉 � R



10 IPSJ Journal Sep. 2007

although c is unknown to B. Thus,(
δ +

t∑
i=h∗

id(v∗|i)γi

)
R

= c

(
δP +

t∑
i=h∗

id(v∗|i)(Qi + Yt−i+1)

)

= c

(
t∑

i=h∗
id(v∗|i)Qi+δP +

t∑
i=h∗

id(v∗|i)Yt−i+1

)

= c

(
t∑

i=h∗
id(v∗|i)Qi + P1

)
.

If T = ê(P, R)αt+1
, then C is a valid en-

cryption of Mb under the ID v∗ and the des-
ignated level h∗. Because T · ê(Y1, γR) =
ê(P, R)αt+1

ê(P, γR)α = ê(αP, αtR + γR) =
ê(Q, Rh∗)c. On the other hand, when T is uni-
form and independent in G2 (that is, it is sam-
pled from RBDHE), C is independent of b in the
adversary’s view.
Phase 2: A continues to issue queries not issued
in Phase 1. B responds to them as above.
Guess: Finally, A outputs a guess b′ ∈ {0, 1}.
Then B outputs a guess as follows. If b = b′,
then B outputs 1, that is, it guesses T =
ê(P, R)αt+1

. Otherwise, B outputs 0, that is,
it guesses T is random in G2.

When the input T is sampled from PBDHE, that
is T = ê(P, R)αt+1

, then A’s view is identical to
its view in a real attack game and, therefore,
A succeeds with the advantage of |Pr[b = b′]−
1/2| ≥ ε. When the input T is sampled from
RBDHE, that is T is uniform in G2, then Pr[b =
b′] = 1/2. Therefore, we arrive at∣∣∣∣∣∣∣∣

Pr

⎡
⎢⎢⎣

(G1, G2, ê)← IG(1k);
P, R← G1; α← Zq :
A(G1, G2, ê, P, R, Y1, · · · , Yt,

Yt+2, · · · , Y2t+2, ê(P, R)αt+1
)=0

⎤
⎥⎥⎦

−Pr

⎡
⎢⎣

(G1, G2, ê)← IG(1k);
P, R← G1; α← Zq; T ← G2 :
A(G1, G2, ê, P, R, Y1, · · · , Yt,

Yt+2, · · · , Y2t+2, T ) = 0

⎤
⎥⎦
∣∣∣∣∣∣∣

≥
∣∣∣∣
(

1
2
± ε

)
− 1

2

∣∣∣∣ = ε.

It is easy to see that B simulates the envi-
ronment of A perfectly. Thus, we have proved
that AE-HIBE is IND-sAE-HIBE-CPA secure if
IG satisfies the (t + 1)-BDHE assumption.
Remark: Our AE-HIBE is based on BBG-
HIBE and, thus, the proof follows mostly that
of BBG-HIBE. The important difference lies in

the root secret key. In our AE-HIBE, each level,
including the target level h∗, has each secret
key. The root secret key consists of the t secret
keys in total. On the other hand, there is one
secret key in the root secret key in BBG-HIBE.
In the set up phase of our proof, the secret in-
formation of Yt+1 has to be included into all
components in the root secret key. If the se-
cret information of Yt+1 is included into only a
target-level-h∗ component, which naturally cor-
responds to the proof on BBG-HIBE, the proof
would fail.

In the challenge phase of our proof, the chal-
lenger makes ciphertext to v∗ and the desig-
nated level h∗, where v∗ might be appended
random elements by B at the initialization
phase. However, the attacker A cannot distin-
guish the cipher text to (his intention) v∗ with
the level h∗ from that to (B’s appended) v∗

with the level h∗ since the cipher text can be
decrypted by SKv∗ |h with (his intention) v∗ and
the cipher text itself is a random number. The
same logic is used in the proof on BBG-HIBE.
Chosen Ciphertext Security. An efficient
general method of constructing an IND-sID-
CCA-secure HIBE from IND-sID-CPA-secure
HIBE is proposed 4). Applying the construction
to our AE-HIBE results in IND-sAE-HIBE-
CCA secure with the constant size ciphertext.

4.3 Efficiency
Table 2 summarizes the efficiency of AE-

HIBE compared with BBG-HIBE. AE-HIBE
realizes ID-based encryption with a hierarchi-
cal structure without any additional computa-
tion or memory cost, that is the performance
of AE-HIBE is the same as that of BBG-HIBE.
Therefore, AE-HIBE realizes the constant-size
ciphertext and decryption time in the same way
as BBG-HIBE and even reduces the encryption
time of BBG-HIBE by designating ancestors
with a level > 1 as receivers with a right of
decryption.

5. Application

This section applies our AE-HIBE to the
broadcast encryption. After briefly reviewing
known facts on a public-key broadcast encryp-
tion, we reconsider a general model of subset-
difference broadcast encryption and present a
generic model based on AE-HIBE.

5.1 Known Facts on Broadcast En-
cryption

Broadcast encryption distributes digital con-
tents to subscribers by using an open broadcast
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Table 2 Efficiency of AE-HIBE and BBG-HIBE associated with a tree T with the level t.

our AE-HIBE BBG-HIBE 1)

Key generation time O(t) O(t)
Public key size O(1) O(1)
Secret key size (at a node v†) O(t) O(t)

Key derivation time (at a node v†) O(t) O(t)
Encryption/Decryption time‡ O(l − h)/O(1) O(l)/O(1)
Ciphertext length‡ O(1) O(1)

†: the level of v is l ≤ t.
‡: to a node v of level l and its designated ancestor of level h (h ≤ l).

channel, in which a set of privileged users may
be changed by each digital content. Let N be
the set of all users with |N | = N and R be the
set of all revoked users with |R| = r. Then priv-
ileged users are in N \R. The formal definition
is given as follows.

Definition 6 (Broadcast encryption)
Broadcast encryption consists of a 3-tuple of
ppt algorithms (BE-Ini, BE-Enc, BE-Dec):
• BE-Ini(1k, t,N ), the initialization algo-

rithm, for input of the security parameter
1k and a set of users N with |N | = N =
2t, outputs a system public parameter PK
which includes two encryption algorithms
E1 for session keys and E2 for messages, a
family S = {Si} of subsets of N , the mas-
ter’s secret key SK which can compute all
subset keys of S, and a secret key Ku for a
user u ∈ N .

• BE-Enc(PK,N \ R,S, K, M), the encryp-
tion algorithm, for input of the public pa-
rameter PK, a set of privileged users N \R,
a family S of sets, a session key K, and a
message M , covers N \ R = ∪jSij

by dis-
joint subsets {Sij

}j and encrypts the ses-
sion key K and the message M with each
subset key KSij

and K, respectively, to
C = 〈{Sij

}j , {E1(KSij
, K)}j , E2(K, M)〉,

where Ei(K, M) (i = 1, 2) means an en-
cryption of M with a key K.

• BE-Dec(PK, Ku, C), for input of a secret
key Ku of a user u, the public parame-
ter PK, and a ciphertext C broadcasted
by the center, finds a subset Sij

� u,
derives a subset key KSij

from Ku, de-
crypts E1(KSij

, K) to K, and then de-
crypts E2(K, M) to M .

The efficiency of public-key broadcast en-
cryption depends on the transmission rate∑

j |E1(KSij
, K)|, the size of a user secret key

|Ku|, and the size of user public keys. The num-
ber of subsets |Su| that a user u belongs to re-

lates to the number of a user secret key.
Two specific examples of subset-cover frame-

work, the complete subtree broadcast encryp-
tion (CS) and the subset difference broadcast
encryption (SD), are proposed 10). We focus
on SD and improving the public-key SD. For
the detailed explanation of CS and public-key
CS, please refer to the original papers 6),10). In
SD, users are assigned to leaves of a binary tree
T , where we assume that |N | = N = 2t for
the sake of simplicity. We call T the user tree.
A privileged user is covered with a difference
set of two subsets Sv|h,v = Sv|h \ Sv, where
v = v1 · · · vh · · · vl, its ancestor v|h = v1 · · · vh,
and Sv|h or Sv is a complete subtree rooted at
v|h or v, respectively. For a set Sv|h,v, v|h or
v is called primary root or secondary root 6),
respectively. We denote the path from v|h or
the root of T to a user (leaf) u by ρv|h,u or
ρu, respectively, and a set of nodes that just
hang off ρv|h,u by Vhang.ρv|h,u

. It is necessary
to compress a user secret key Ku relative to
Su since |Su| = O(N). For this purpose, the
following two features on the common primary
root and a privileged user are used for v =
v1 · · · vh · · · vf · · · vl, w = v|h, and v′ = v|f ):

• Sw,v � Sw,v′ (1)
• Sv|h,v � u (2)

⇔
{

ρu � v|h,
Vhang.ρv|h,u

� v|f for h <∃ f ≤ l

Eq. (1) means that a member in Sw,v′ is allowed
to generate a subset key KSw,v

but a member in
Sw,v \ Sw,v′ is not allowed to generate a subset
key KSw,v′ . This idea is used to compress a
user key and derive a necessary subset key from
the compression. The key derivation function,
BE-KDer, is defined as follows:
•BE-KDer(v|h, v, SKv|h,v, PK) → (SKv|h,v1,
SKv|h,v0, KSv|h,v

):
For input of a primary root v|h, a descendant
node v, a secret key SKv|h,v of v to the primary
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root v|h, and public parameter PK, output se-
cret keys SKv|h,v0 and SKv|h,v1 of v’s children
nodes v0 and v1 to the primary root v|h, and a
subset key KSv|h,v

, where SKw,v means a secret
key of a node v to a primary root w.
The initial secret key to the primary root w is
set to SKw,w

BE-KDer(v|h, v, SKv|h,v, PK) satisfies the follow-
ing properties for 3-tuple nodes (v|h, v|f , v) of
v = v1 · · · vh · · · vf · · · vl:
• One-way feature for a common primary root:
Given SKv|h,v|f it is easy to compute KSv|h,v

,
but given SKv|h,v it is difficult to compute
KSv|h,v|f

.
• It is difficult to compute SKv|h,v without
knowledge of any secret key SKv|h,v|f of an an-
cestor v|f of v.
A secret key of a user u is set to

Ku = {SKv,dv}(v,dv)∈ρu×Vhang.ρu,v
,

which enables the user u to derive necessary
subset key by using BE-KDer, which is assured
by Eq. (2).

The public-key SD is realized by applying
HIBE to the key derivation tree TKDT 6). TKDT
represents the inclusion relation in {Sw,v} based
on Eq. (1) and a subset key {KSw,v

}. Figures 7
and 8 present T and TKDT associated with T in

Fig. 7 The user tree T (4 users).

Fig. 8 The key derivation tree TKDT.

the case of 4 users, respectively.
5.2 Reconsideration of Public-key SD

Based on AE-HIBE
In order to reduce |Ku|, we further consider

the next feature on a common secondary root:
• Sw,v � Sv′,v (v = v1 · · · vh · · · vf · · · vl,

w = v|h, and v′ = v|f ) (3)

Equation (3) dictates that a member in Sv′,v
is allowed to generate a subset key KSw,v

but a
member in Sw,v\Sv′,v is not allowed to generate
a subset key KSv′,v

. To make use of this feature,
an additional condition is required for BE-KDer:
• Ancestor-designated feature for a common
secondary root: For a designated ancestor v|h
of v = v1 · · · vi · · · vh · · · vf · · · vl, given SKv|f ,v it
is easy to compute KSv|h,v

, but given SKv|i,v it
is difficult to compute KSv|h,v

.
The ancestor-excludable feature of AE-HIBE is
perfectly suitable for this ancestor-designated
feature for a common secondary root and can
achieve the public-key SD more efficiently than
the public-key based on HIBE. AE-HIBE does
not need a key derivation tree TKDT associated
with T and utilizes T to achieve the public-key
SD.

5.3 Generic Construction of Public-
key SD Based on AE-HIBE

We submit the generic construction of the
public-key SD (BE-Ini, BE-Enc, BE-Dec) based
on AE-HIBE (KGen, KDer, KDerp, Enc, Dec).
BE-Ini(1k, t, N ) executes the following:
( 1 ) Run KGen(1k, t) and get outputs of PK

and the root secret key SKε.
( 2 ) Run KDer(PK, v, SKε) for v = v1 · · · vl

from l = 1 to t one by one and gener-
ate node secret keys {SKv}v∈T .

( 3 ) Set a user secret key Ku as a set of se-
cret keys of nodes just hanging off the
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Table 3 Comparison of generic models of SD and LSD.

transmission rate user-key size public-key size decryption time

Our public-key SD O(r|CAE-HIBE|) O(|SKAE-HIBE| log N) O(|PKAE-HIBE|) O(TBTE-KD log N)

public-key SD 6) O(r|CHIBE|) O(|SKHIBE| log2 N) O(|PKHIBE|) O(THIBE-KD log N)

public-key LSD 6) O(r|CHIBE|) O(|SKHIBE| log3/2 N) O(|PKHIBE|) O(THIBE-KD log N)

SD 10) O(r) O(log2 N) −− O(log N)

LSD 8) O(r) O(log3/2 N) −− O(log N)

|CAE-HIBE| or |CHIBE|, |SKAE-HIBE| or |SKHIBE|, |PKAE-HIBE| or |PKAE-HIBE|, and TBTE-KD or THIBE-KD
present the ciphertext size, the node-secret-key size, the public-key size, and the key derivation time in
AE-HIBE or HIBE, respectively.

path ρu, Vhang.ρu
, (there are t+1 nodes).

Then Ku = {SKv}v∈Vhang.ρu
.

( 4 ) Output a system parameter PK, the SD-
family S = {Sw,v}, the master’s secret
key SKε, and a secret key Ku for a user
u together with an encryption algorithm
E2 for contents.

BE-Enc(PK,N \ R,S, K, M) executes the fol-
lowing:
( 1 ) Cover N \R = ∪vSv|h,v by disjoint sub-

sets Sv|h,v ∈ S in the same manner as
SD, where v = v1 · · · vh · · · vl.

( 2 ) Encrypt K by Cv,h ← Enc(PK, v, h, K)
for each subset Sv|h,v.

( 3 ) Output C = 〈{Sv|h,v}v, {Cv,h}v,
E2(K, M)〉.

BE-Dec(PK, Ku, C) executes the following:
( 1 ) Find a subset Sv|h,v � u in the same man-

ner as SD.
( 2 ) Take a node secret key SKv|f ∈ Ku, where

SKv|f = {skv|f ,1, · · · , skv|f ,h, · · · , skv|f ,f}
with v|f ∈ Vhang.ρv|h,u

∩ ρv|h,v and v =
v1 · · · vh · · · vf · · · vl. Such v|f exactly ex-
ists from Eq. (2).

( 3 ) Execute KDerp(PK, v|f , SKv|f , v|f+1) one
by one to derive SKv|h ={skv,1,· · ·, skv,h}
for v = v1 · · · vh · · · vf · · · vl.

( 4 ) Execute Dec(C, v, h, SKv|h) to get K, de-
crypt E2(K, M) to M , and output M .

Table 3 compares performances of our con-
struction and the previous constructions 6),
which are the public-key CS, SD, and
LSD 8). The public-key LSD reduces the
size of user keys of the public-key SD to
O(|SKHIBE| log3/2 N) with the double size of the
transmission rate of the public-key SD, which
still keeps the same order of O(r|CHIBE|). Our
novel ancestor-control feature of AE-HIBE can
further reduce the size of user keys of the public-
key LSD to O(|SKAE-HIBE| log N) with half of
the transmission rate. Table 1 compares con-

crete schemes of public-key broadcast encryp-
tions, where our public-key SD uses our AE-
HIBE; the public-key CS uses IBE 3); and the
public-key SD and LSD use BBG-HIBE. We see
that our public-key broadcast encryption based
on AE-HIBE works with the smallest user-key
size O(log2 N) while maintaining the constant
public-key size and the transmission rate of
O(r).

6. Conclusion

We have proposed a new concept of ancestor-
excludable hierarchical ID-based encryption
(AE-HIBE), which can exclude ancestors with
a level less than the designated one from a set
of privileged ancestors. We have also given
the functional definition together with the se-
curity definition. We have presented the con-
crete example of AE-HIBE, which can work
with constant-size ciphertext and decryption
time, independent of the hierarchy level, and
is proven to be selective-ID secure in the stan-
dard model. Furthermore, AE-HIBE can natu-
rally achieve the efficient public-key SD broad-
cast encryption (SD) with the user-key size of
O(log2 N) and the transmission rate of O(r) for
N users and r revoked users, which is the best
performance between the public-key LSD and
SD based on BBG-HIBE and the public-key SD
based on our AE-HIBE.
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Appendix

A.1 ID-based Encryption
This annex gives the formal definition of ID-

based encryption (IBE) in the following. A con-
crete IBE is proposed in Ref. 3).

Definition 7 (IBE) IBE consists of a 4-
tuple of ppt algorithms (IBE-KGen, IBE-KDer,
IBE-Enc, IBE-Dec), where
• IBE-KGen(1k), the center key generation al-

gorithm, for input of the security parame-
ter 1k, outputs a system public key PK that
includes the system parameter and the cen-
ter’s secret key (master-key) s.

• IBE-KDer(v, s), the center key derivation
algorithm, for input of a user ID v and the
center’s secret key s, computes the user v’s
secret key skv.

• IBE-Enc(PK, v, M), the encryption algo-
rithm, for input of the public key PK, a
user ID v, and a message M , computes a
ciphertext C.

• IBE-Dec(PK, skv, C) = M , the decryption
algorithm, for input of a user secret key skv

and a ciphertext C, decrypts C to M .
A.2 Hierarchical ID-based Encryption
This annex gives the formal definition of

HIBE in the following. A concrete HIBE is pro-
posed in1),7).

Definition 8 (HIBE) HIBE consists of
a 4-tuple of ppt algorithms☆ (HIBE-KGen,
HIBE-KDer, HIBE-Enc, HIBE-Dec), where
• HIBE-KGen(1k, t), the root center key-

generation algorithm, for input of the secu-
rity parameter 1k and the level t of a tree,
outputs a system public key PK that in-
cludes the system parameter and the root
center’s secret key SKε.

• HIBE-KDer(PK, v, vl+1, SKv), the key deriva-
tion algorithm, for input of the public key
PK, a node v = v1 · · · vl, a node secret key
SKv, and a child vvt+1, outputs vvl+1’s se-
cret key SKvvl+1 .

• HIBE-Enc(PK, v, M), the encryption algo-
rithm, for input of the public key PK, a
user ID v = v1 · · · vl, and a message M ,
computes a ciphertext C.

• HIBE-Dec(SKv, C, v), the decryption algo-
rithm, for input of a user secret key SKv

and a ciphertext C, decrypts C to M .
(Received December 11, 2006)

(Accepted June 5, 2007)
(Online version of this article can be found in
the IPSJ Digital Courier, Vol.2, pp.000–000.)

☆ In Ref. 7) HIBE consists of 5 functions, that is,
HIBE-KDer is separated into two algorithms: one
chooses a secret random for generating a child’s
node key and the other computes the secret key it-
self. For simplicity, we combine them into one.
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