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The security of RC6 against Asymmetric Chi-square Test Attack

**TOMOHIKO HINOUE,** † † ATSUKO MIYAJI† and TAKATOMI WADA† ††

Knudsen and Meier applied the $\chi^2$-attack to RC6. The $\chi^2$-attack recovers a key by using high correlations measured by $\chi^2$-value. The best $\chi^2$-attacks to RC6 whose security is guaranteed theoretically works on 16-round RC6 with 192- and 256-bit key but just 8-round RC6 with 128-bit key, because it recovers keys of RC6 symmetrically, which requires a time complexity of $\#\text{plaintexts} \times 2^{24}$ and a memory complexity of $2^{60}$ for recovering one key. In this paper, we improve the $\chi^2$-attack to reduce the time complexity. We give the theorem that evaluates the success probability of the $\chi^2$-attack on RC6 without using any experimental result. Our key recovery attack recovers keys asymmetrically, which requires a time complexity of $\#\text{plaintexts} \times 2^{31}$ and a memory complexity of $2^{72}$ for recovering one key. As a result, our key recovery attack works on 16-round RC6 with 192- and 256-bit key and 12-round RC6 with 128-bit key. In the case both of 196- and 256-bit keys, our attack surprisingly reduces the time and memory complexity compared with that of the previous attack. We also demonstrate our theorem on RC6-8/4/8 and make sure of the accuracy by comparing our approximation with the experimental results.

1. Introduction

The $\chi^2$-attack makes use of correlations between input (plaintext) and output (ciphertext) measured by the $\chi^2$-test, which was originally proposed by Vaudenay as an attack on the Data Encryption Standard (DES) \(^{15}\), and Handschuh, et al. applied that to SEAL \(^{5}\). To find correlations measured by the $\chi^2$-test, we have to handle plaintexts in such a way that the $\chi^2$-value of part of ciphertexts becomes a significantly high value. The distinguishing search finds a condition for good correlation and computes the necessary number of plaintexts for the $\chi^2$-value with a certain level under the condition. The $\chi^2$-attack rules out all wrong keys, and singles out exactly a correct key by using the distinguishing search. Therefore, the $\chi^2$-attack requires more work and memory than the distinguishing search.

RC6 is a fully parameterized family of a block cipher and has a symmetric structure \(^{13}\). This paper focuses on the 128-bit RC 6 with keys of 128, 192, and 256 bits, whose spec was required by the candidates of AES. A $\chi^2$-attack \(^{3,8}\) was applied to RC6 by using the fact that a specific rotation in RC6 causes correlations between input and output, and the security of RC6 against the $\chi^2$-attack is estimated only from the results of the distinguishing search \(^{8}\). That is, they focus on the $\chi^2$-value, strictly speaking, which is given as the average of $\chi^2$-value measured over part of a set of plaintexts. The $\chi^2$-attacks to a simplified variant of RC6 such as RC6 without pre- or post-whitening \(^{11}\) or RC6 without only post-whitening \(^{9}\) have been further improved. The variance as well as the average of $\chi^2$-value is taken into account when recovering a key in their attacks \(^{5,11}\). They also pointed out that the $\chi^2$-attack does not necessarily succeed even if the distinguishing search results in the high $\chi^2$-value. Thus, their $\chi^2$-attack can recover a correct key in the high probability with a rather lower $\chi^2$-value than the previous attack which uses only the average of $\chi^2$-value \(^{8}\). In 2005 \(^{12}\), they improve their attack to RC6 itself, which works on 16-round RC6 with 192- and 256-bit key. This gives a positive answer to an open question \(^{8}\), that is, whether the $\chi^2$-attack can be used to attack RC6 with 16 or more rounds. Table 1 summarizes the previous attacks on RC6.

A theoretical analysis on $\chi^2$-attack has been done \(^{10,12,17}\). The average of $\chi^2$-value used in the distinguishing search \(^{8}\) is theoretically computed by estimating the necessary number of plaintexts for the $\chi^2$-value with a certain level theoretically in each round \(^{17}\). However, this is not enough to evaluate the success probability of $\chi^2$-attack itself since there is a significant difference between the distinguishing search and the $\chi^2$-attack as mentioned above. On the other hand, the theoretical difference between a distinguishing search and a $\chi^2$-attack \(^{9}\) on RC6 without post-whitening has been discussed \(^{10}\).
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They make use of the idea of the theoretical and experimental complexity analysis on the linear cryptanalysis \(^6\), \(^4\) to fit it in the theoretical and experimental complexity analysis on the \(\chi^2\)-attack. They also present the theorem to compute the success probability of \(\chi^2\)-attacks by using the results of the distinguishing search, and, thus, they can successfully estimate the security against \(\chi^2\)-attack on RC6 with rather less work and memory. However, their estimation requires the experimental results of the distinguishing search. The theoretical success probability of a \(\chi^2\)-attack was done for the first time in 2005 \(^12\). They give the theorem that evaluates the success probability of \(\chi^2\)-attack \(^5\) on RC6 without post-whitening and their \(\chi^2\)-attack on RC6 itself.

In summary, the best attacks to RC6 whose security is guaranteed theoretically work on 16-round RC6 with 192- and 256-bit key but just 8-round RC6 with 128-bit key. Because their attack computes the \(\chi^2\)-values on a symmetric part for each 54-bit key of the post-whitening keys at once and, thus, it requires the time complexity of the number of plaintexts \(\times 2^{54}\) to recover one key. As a result, in the case of 128-bit key, it just works on 8 rounds with \(2^{63.13}\) plaintexts and \(2^{117.13}\) time complexity; in the case of 196- and 256-bit key, it works on 16 rounds with \(2^{127.20}\) plaintexts, \(2^{181.20}\) time complexity, and \(2^{90}\) memory complexity.

In this paper, we improve the \(\chi^2\)-attack to reduce the time and memory complexity. We give the theorem that evaluates the success probability of the \(\chi^2\)-attack on RC6 without using any experimental result. Our key recovery attack is totally different from the previous researches because our attack computes the \(\chi^2\)-values on an asymmetric part and recovers 1 post-whitening key and 2-bit of both another whitening key and a subkey in the final round. As a result, our attack particularly improves the time and memory complexity to the number of plaintexts \(\times 2^{31}\) and \(2^{52}\) memory complexity to recover one key, respectively. For example, in the case of RC 6 with 128-bit key, our attack works on 12-round RC6 with a 128-bit key by using \(2^{65.52}\) plaintexts and \(2^{126.52}\) time complexity. In the cases of both 196- and 256-bit keys, our attack works on 16-round RC6 with a time complexity of \(2^{158.57}\), which is surprisingly less than that of the previous attack \(^12\). We also demonstrate our theorem on RC6-8/4/8 and make sure of the accuracy by comparing our approximation with the experimental results.

This paper is organized as follows. Section 2 summarizes the notation, RC6 algorithms, the \(\chi^2\)-test, and the statistical facts used in this paper. Section 3 reviews the previous \(\chi^2\)-attack against RC6. Section 4 improves the \(\chi^2\)-attack on RC6 to reduce the time complexity and presents the theorem of the success probability of the \(\chi^2\)-attack on RC6. We investigate the accuracy by demonstrating the key recovery algorithm on RC6-8/4/8. A conclusion is
given in Section 5.

2. Preliminary

We summarize the \( \chi^2 \)-test, statistical facts, and RC6 algorithm\(^{(13)} \), used in this paper.

2.1 Statistical Facts

We make use of the \( \chi^2 \)-statistic\(^{(9)} \) to distinguish a distribution with an unknown probability distribution \( p \) from an expected distribution with a probability distribution \( \pi \). Let \( X = X_0, \ldots, X_{n-1} \) be a sequence of \( \forall X_i \in \{a_0, \ldots, a_{m-1}\} \) with unknown probability distribution \( p \), and \( N_a(X) \) be the number of \( X \) which takes on the value \( a_j \). The \( \chi^2 \)-statistic of \( X \) which estimates the distance between the observed distribution and the expected distribution \( \pi = (\pi_1, \ldots, \pi_m) \) is defined:

\[
\chi^2 = \sum_{i=0}^{m-1} \frac{(N(a_i) - n\pi_i)^2}{n\pi_i}.
\]

After computing the \( \chi^2 \)-statistic of \( X \), we decide which hypothesis holds.

\[
\begin{align*}
H_0 : & p = \pi \quad (\text{null hypothesis}) \\
H_1 : & p \neq \pi \quad (\text{alternate hypothesis})
\end{align*}
\]

The following Theorems 1 and 2 on \( \chi^2 \)-statistic are used in this paper:

**Theorem 1\(^{(18)} \)**: When \( H_0 \) is true, \( \chi^2 \) statistic given by Eq. (1) follows \( \chi^2 \) distribution whose freedom is \( m - 1 \) approximately. In addition, the expected mean or variance is calculated by \( E_{H_0}(\chi^2) = m - 1 \) or \( V_{H_0}(\chi^2) = 2(m - 1) \), respectively.

**Theorem 2\(^{(18)} \)**: When \( H_1 \) is true, \( \chi^2 \) statistic given by Eq. (1) follows non-central \( \chi^2 \) distribution whose freedom is \( m - 1 \) approximately. In addition, the mean or variance is computed by \( E_{H_1}(\chi^2) = m - 1 + n\theta \) or \( V_{H_1}(\chi^2) = 2(m - 1) + 4n\theta \), respectively, where \( n\theta \) so-called non-central parameter is \( n\theta = n \sum_{i=0}^{m-1} (\pi_i - p(a_i))^2 \), where \( P(a_i) \) is the probability of occurrence of \( a_i \).

In our research which distinguishes a non-uniformly random distribution from uniformly random distribution\(^{(7)}-\!(9) \), the probability \( \pi \) is equal to \( \frac{1}{m} \) and, thus, Eq. (1) is simply described as follows.

\[
\chi^2 = \frac{m}{n} \sum_{i=0}^{m-1} \left( n_i - \frac{n}{m} \right)^2.
\]

Table 2 presents the threshold for 63 degrees of freedom. For example, \( (0.95, 82.53) \) in Table 2 means that the value of the \( \chi^2 \)-statistic exceeds 82.53 in the probability of 5\% if the observation \( X \) is uniform.

Let us describe other statistical facts together with the notation.

**Theorem 3 (Central Limit Theorem\(^{(21)} \)**: Choose a random sample from a population whose mean or variance is \( \mu \) or \( \sigma^2 \), respectively. If the sample size \( n \) is large, then the sampling distribution of the mean is closely approximated by the normal distribution, regardless of the population, where the mean or variance is given by \( \mu \) or \( \sigma^2/n \), respectively.

We also follow the commonly used notation: the probability density and the cumulative distribution functions of the standard normal distribution are denoted by \( \phi(x) \) and \( \Phi(x) \); the probability of distribution \( X \) in the range \( X \leq I \) is denoted by \( \Pr(X \leq I) \); and \( N \) is used for the normal distributions. The probability density function of the normal distribution with the mean \( \mu \) and the variance \( \sigma^2 \), \( N(\mu, \sigma^2) \), is given by the following equation,

\[
\phi_{(\mu, \sigma^2)}(x) = \frac{1}{\sqrt{2\pi\sigma^2}} \exp \left[ -\frac{(x-\mu)^2}{2\sigma^2} \right].
\]

2.2 Block Cipher RC6

Before showing the encryption algorithm of RC6, we give some notations.

\[
\begin{align*}
\{0, 1\}^k : & \quad \text{bit data} \\
\text{lsb}_n(X) : & \quad \text{least significant } n\text{-bit of } X; \\
\text{msb}_n(X) : & \quad \text{most significant } n\text{-bit of } X; \\
X^{[i:j]} : & \quad i\text{-th to } j\text{-th bit of } X; \\
\oplus : & \quad \text{bit-wise exclusive OR}; \\
a & \ll b : \quad \text{cyclic rotation of } a \text{ to the left by } b\text{-bit}; \\
S_i : & \quad i\text{-th subkey (}S_{2i}, S_{2i+1}\text{ are subkeys of the } i\text{-th round}); \\
r : & \quad \text{number of rounds}; \\
(A_i, B_i, C_i, D_i) : & \quad \text{input of the } i\text{-th round}; \\
(A_0, B_0, C_0, D_0) : & \quad \text{plaintext}; \\
(A_r+2, B_r+2, C_r+2, D_r+2) : & \quad \text{ciphertext after } r\text{-round encryption}; \\
f(x) : & \quad x \times (2x + 1); \\
F(x) : & \quad f(x) \pmod{2^w} \ll \log_2 w; \\
x \| y : & \quad \text{concatenated value of } x \text{ and } y.
\end{align*}
\]

The detailed algorithm of RC6 is given:

Algorithm 1 (RC6 Encryption...
Algorithm)
1. $A_1 = A_0; B_1 = B_0 + S_0; C_1 = C_0; D_1 = D_0 + S_1$;
2. for $i = 1$ to $r$ do:
\[ t = F(B_i); \quad u = F(D_i); \quad A_{i+1} = B_i; \quad C_{i+1} = D_i; \]
\[ B_{i+1} = (C_i \oplus u) \ll t + S_{2i+1}; \]
\[ D_{i+1} = (A_i \oplus t) \ll u + S_{2i}; \]
3. $A_{r+2} = A_{r+1} + S_{2r+2}; \quad B_{r+2} = B_{r+1}; \quad C_{r+2} = C_{r+1} + S_{2r+3}; \quad D_{r+2} = D_{r+1}$.

Steps 1 and 3 of Algorithm 1 are called pre-whitening and post-whitening, respectively. RC6 is specified as RC6-w/r/b, which means that four $w$-bit-word plaintexts are encrypted with $r$ rounds by $b$-byte keys. In this paper, we write simply RC6 if we deal with RC6 of 32-bit-word plaintexts.

Hereafter, we discuss the success probability of a $\chi^2$-attack against RC6, which means the probability of recovering a correct key in the attack.

2.3 A Transition Matrix

A transition matrix describes the input-output transition, which was introduced by Vaudenay (15). The transition matrix is applied to RC6-8 and RC6-32 (17); it computes the expected $\chi^2$-values on $\text{lsb}_b(A_{r+2})||\text{lsb}_b(C_{r+2})$ when plaintexts with $\text{lsb}_b(A_0) = \text{lsb}_b(C_0) = 0$ are chosen, which is denoted by $TM$ in this paper. So TM also gives the probability of occurrence of $\text{lsb}_b(A_{r+2})||\text{lsb}_b(C_{r+2})$. We apply TM to compute the expected $\chi^2$-values and the variance on $\text{lsb}_b(A_{r+2})||\text{lsb}_b(C_{r+2})$ when plaintexts with a fixed value of $\text{lsb}_b(B_0) = \text{lsb}_b(D_0)$ are chosen.

3. The Previous $\chi^2$ Attack against RC6

This section reviews the previous key recovery attack against RC6, Attack 1, together with the theorem that computes the success probability.

Before reviewing the algorithm, let us use the following notation:
- $U_0 = \{ u \in \{0,1\}^{32} | \text{msb}_b(u \times (2u+1)) = 0 \}$,
- $(u_a, u_c) \in U_0 \times U_0$,
- $t_a = A_{r+2} - u_a$,
- $t_c = C_{r+2} - u_a$,
- $v = \text{lsb}_b(B_0) \parallel \text{lsb}_b(D_0)$,
- $z = \text{lsb}_b(B_{r+2}) \parallel \text{lsb}_b(D_{r+2})$.

**Attack 1**
1. Encrypt a plaintext $(A_0, B_0, C_0, D_0)$ to $(A_{r+2}, B_{r+2}, C_{r+2}, D_{r+2})$.
2. For each $(u_a, u_c)$, compute both $t_a$ and $t_c$ and update each array by incrementing count,$[t_a][t_c][v][z]$.
3. For each $t_a$, $t_c$ and $v$, compute the $\chi^2$-value, $\chi^2[t_a][t_c][v]$. 
4. For each $t_a$ and $t_c$, compute the average $\text{ave}[t_a][t_c]$ of $\{\chi^2[t_a][t_c][v] \}_{v}$. 
5. Output $(t_a, t_c)$ with the highest $\text{ave}[t_a][t_c]$ as $(S_{2r+2}, S_{2r+3})$.

**Attack 1** calculates the $\chi^2$-value on $z = \text{lsb}_b(B_{r+2}) \parallel \text{lsb}_b(D_{r+2})$ by using such plaintexts that make the final-round rotation 0 for each key candidate. For a correct key, this is exactly equivalent to compute the $\chi^2$-value on $\text{lsb}_b(A_r) \parallel \text{lsb}_b(C_r)$, which is output of $(r-1)$-round RC6P because the addition keeps the $\chi^2$-value. Thus, we succeed in skipping the post-whitening and arrive at the probability density function of distribution of $\chi^2$-value with a correct key in r-round RC6 is given by $f_{(r,n)}(x) = \phi_{\mu_{(r-1),n-10}; \sigma_{(r-1),n-10}^2}^2(x)$, where $\mu_{(r,n)}(\sigma_{(r,n)}^2)$ is mean (variance) of distribution of $\chi^2$-values on $\text{lsb}_b(A_{r+1}) \parallel \text{lsb}_b(C_{r+1})$ of r-round RC6P by using $2^n$ plaintexts. The mean and variance, $\mu_{(r,n)}$ and $\sigma_{(r,n)}^2$, are derived theoretically, by computing $\theta_{1,r} = 2^n \sum_{j=0}^{2^n} \left( P(\text{lsb}_b(A_{r+1}) \parallel \text{lsb}_b(C_{r+1})) - 2^n \right)^2$, where the summation is over $\text{lsb}_b(A_{r+1}) \parallel \text{lsb}_b(C_{r+1}) \in \{0,1\}^6$ and $P(\text{lsb}_b(A_{r+1}) \parallel \text{lsb}_b(C_{r+1}))$ is the probability of occurrence of $\text{lsb}_b(A_{r+1}) \parallel \text{lsb}_b(C_{r+1})$. $\theta_{1,r}$ can be derived theoretically by TM in Section 2.

In the case of wrong keys, this is exactly equivalent to computing the $\chi^2$-value on $\text{lsb}_b(A_{r+2}) \parallel \text{lsb}_b(C_{r+2})$, which is output of $(r+1)$-round RC6P. Thus, we arrive at the probability density function of distribution of $\chi^2$-value with a wrong key in r-round RC6 is given as $f_{(r,n)}(x) = \phi_{\mu_{(r+1),n-10}; \sigma_{(r+1),n-10}^2}^2(x)$.

The next success probability follows from the above discussion.

**Theorem 4** The success probability of Attack 1 on r-round RC6 is given theoretically as

$$P_{\text{success}}(n) = \int_{-\infty}^{\infty} f_{(r,n)}(x) \cdot (f_{(r,n)}(u) du)^{2^{n-1}} \cdot dx$$

$$= \int_{-\infty}^{\infty} \phi(2^{n-1} + m\theta_{1,r-1}; 2(2^{n-1} + 4m\theta_{1,r-1})^2) \cdot (x)$$
Table 3 #texts necessary for $P_{\text{Atk}(n)} \geq 0.95$ (From Theorem 4.12).

<table>
<thead>
<tr>
<th>$r$</th>
<th>4</th>
<th>6</th>
<th>8</th>
<th>10</th>
<th>12</th>
<th>14</th>
<th>16</th>
<th>18</th>
</tr>
</thead>
<tbody>
<tr>
<td>#texts</td>
<td>$2^{11.06}$</td>
<td>$2^{14.10}$</td>
<td>$2^{16.13}$</td>
<td>$2^{19.15}$</td>
<td>$2^{21.17}$</td>
<td>$2^{23.19}$</td>
<td>$2^{25.20}$</td>
<td>$2^{27.21}$</td>
</tr>
<tr>
<td>time complexity $^{\dagger}$</td>
<td>$2^{85.06}$</td>
<td>$2^{101.10}$</td>
<td>$2^{113.13}$</td>
<td>$2^{133.13}$</td>
<td>$2^{149.17}$</td>
<td>$2^{165.19}$</td>
<td>$2^{181.20}$</td>
<td>$2^{197.21}$</td>
</tr>
<tr>
<td>memory $^{\dagger}$</td>
<td>$2^{80}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$^{\dagger}$: the number incrementing a counter count.

Table 4 Theoretical and experimental success probability of RC6-8/4/8 (Attack 1) $^{12}$. 

<table>
<thead>
<tr>
<th>#texts</th>
<th>$2^{18}$</th>
<th>$2^{19}$</th>
<th>$2^{20}$</th>
<th>$2^{21}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theoretical</td>
<td>0.00</td>
<td>0.05</td>
<td>0.73</td>
<td>1.00</td>
</tr>
<tr>
<td>Experimental</td>
<td>0.00</td>
<td>0.04</td>
<td>0.76</td>
<td>1.00</td>
</tr>
<tr>
<td>Time</td>
<td>–</td>
<td>15.3</td>
<td>30.6</td>
<td>61.1</td>
</tr>
</tbody>
</table>

\[
\Phi \left( \int_{-\infty}^{\theta_1} \phi \left( 2^{e-1+m\theta_1},2(2^{e-1}+4m\theta_1),2^{10} \right)(u)du \right) \leq \frac{2^n - 1}{2^{27}},
\]

where $2^n$ is the number of texts, $\theta_1 = 2^{e} \sum (P(\text{lsb}_3(A_{r+1}) \parallel \text{lsb}_3(C_{r+1})) - \frac{2^e}{2^{19}})^2$, and $m = 2^{n-20}$.

Table 3 shows the necessary number of texts computed by Theorem 4 and the time complexity which makes the success probability of Attack 1 on RC6 95% or more. The time complexity is estimated by the number incrementing a counter count, which is the dominant step of Attack 1. The memory complexity is estimated by the size of count, which is equal to $2^{80}$. The number of available texts is bounded by $2^{128}$ in Attack 1 and the time complexity is #texts $\times 2^{27} \times 2$ since Attack 1 recovers both post-whitening keys at once. Therefore, Attack 1 works on an 128-bit-key RC6 with up to only 8 rounds.

Table 4 shows the theoretical and experimental results of Attack 1 against 4-round RC6-8. Our platforms are Cray XT3 (AMD Opteron150 2.4GHz × 20). All attacks use 100 keys and $2^{17}, 2^{18}, 2^{19}$, or $2^{20}$ kinds of plaintexts, denoted by #texts, and thus conduct $10^2 \times$ #texts trials in total.

4. Our $\chi^2$ Attack against RC6

This section improves a key recovery attack against RC6, Attack 2, and then gives the theorem that computes the success probability. We also implement Attack 2 on RC6-8/4/8 and demonstrate the accuracy of the theorem. Figure 1 shows an overview of Attack 2.

4.1 Key Recovery Attack

The main feature of Attack 2 is to deal with RC 6 asymmetrically and recover $S_{2r+2}, \text{lsb}_2(S_{2r+3})$, and $\text{lsb}_2(S_{2r+1})$ by decrypting $\text{lsb}_3(B_{r+2})$ with 1 round, set to $z_c$, and measuring the characteristic value based on the $\chi^2$-value of $z_c \parallel \text{lsb}_3(D_{r+2})$ for each key candidate. Before showing the algorithm, let us use the following notation:

- $U_3 = \{u \in \{0, 1\}^{32}|\text{msb}_5(u \times (2u + 1)) = 27\}$, $u$
- $(y_h, y_d) = (\text{lsb}_3(B_{r+2}), \text{lsb}_3(D_{r+2}))$
- $(x_c, x_d) = (\text{lsb}_5(F(A_{r+1})), \text{lsb}_5(F(C_{r+1})))$
- $v = \text{lsb}_5(B_0) \parallel \text{lsb}_5(D_0)$
- $(s_1, s_2, s_3) = (S_{2r+2}, \text{lsb}_2(S_{2r+3}), \text{lsb}_2(S_{2r+1}))$
- $s = s_1 \parallel s_2 \parallel s_3$
- $z_c$ is the decryption of $y_h$ by $(0 \parallel s_2, 0 \parallel s_3)$, where $x_a$ (resp. $x_c$) is the rotation amounts on $A_r$ (resp. $C_r$) in the r-th round. Note here that we can decrypt $y_h$ by using $(0 \parallel s_2, 0 \parallel s_3)$ whenever $x_c = 27$.

**Attack 2**

1. Encrypt a plaintext $(A_0, B_0, C_0, D_0)$ to $(A_{r+2}, B_{r+2}, C_{r+2}, D_{r+2})$.
2. For each $u$, $s_2$, and $s_3$,
   - set both $s_1 = A_{r+2} - u$ and $s = s_1 \parallel s_2 \parallel s_3$
   - decrypt $y_h$ with a key of $(0 \parallel s_2, 0 \parallel s_3)$ to $z_c$.

![Algorithm 2](image-url)
3. For each $s$ and $v$, compute the $\chi^2$-value $\chi^2[s][v]$.

4. For each $s$, compute the average $\text{ave}[s]$ of $\{\chi^2[s][v]\}$.

5. Output $s$ with the highest $\text{ave}[s]$ as $(S_{2r+2}, \text{lsb}_2(S_{2r+3}), \text{lsb}_3(S_{2r+1}))$.

Attack 2 calculates the $\chi^2$-value on $z = z_c \parallel \text{lsb}_3(D_{r+2})$ by using such plaintexts that make the final-round rotation 27 for each key candidate of $S_{2r+2}$. For a correct key, $z_c$ is exactly equal to $C^{[5,7]} \parallel D^{[5,7]}_{r-1}$ and, thus, Attack 2 computes the $\chi^2$-value on $D^{[5,7]}_{r-1} \parallel \text{lsb}_3(D_{r+2}) = D^{[5,7]}_{r-1} \parallel \text{lsb}_3(D_{r+1})$ for a correct key. For a wrong key, $z_c$ is not equal to $D^{[5,7]}_{r-1}$, thus, wrong keys output lower $\chi^2$-value on $z_c \parallel \text{lsb}_3(D_{r+2})$ compared to a correct key. Attack 2 recovers a correct key by using such differences in the $\chi^2$-value of $z$.

Remark:
1. The most significant bit of $z_c$ is useless from the point of view of $\chi^2$-value since it outputs the same $\chi^2$-value in each case of $(0 \parallel s_2 \parallel s_3), (1 \parallel s_2 \parallel s_3), (0 \parallel s_2 \parallel 1 \parallel s_3)$, and $(1 \parallel s_2 \parallel 1 \parallel s_3)$. This is why we have to evaluate the $\chi^2$-value on one-additional bits.

2. The correlations between plaintext and ciphertext can be measured by the $\chi^2$-value on concatenation of $A_r \parallel C_r$ or $B_r \parallel D_r$. This is why we need $y_d$ in addition to $y_b$ to measure the correlations even if $y_d$ is independent from the recovered key $s$.

4.2 Theoretical Success Probability

Here we discuss the theoretical success probability of our attack. There exists an important difference between Attacks 1 and 2 in the probability density function of distribution of $\chi^2$-value with a wrong key. In the case of Attack 1, each distribution of $\chi^2$-value with each wrong key is assumed to be independent and approximately equal to each other, which is used in the theoretical analysis of the previous attacks to RC6 [5,10]-[12]. In fact, Attack 1 uses the condition of which the final-round rotation is 0 for a key candidate in the same way as other previous attacks. Therefore, any wrong key influences the output of $F$ function and makes the final-round rotation random even if it is different from a correct key with only 1 bit.

However, our attack cannot assume that each distribution of $\chi^2$-value with each wrong key is independent and approximately equal to each other. Our attack recovers $S_{2r+2, \parallel \text{lsb}_2(S_{2r+3}), \text{lsb}_3(S_{2r+1})}$, and $\text{lsb}_2(S_{2r+1})$, of which only $S_{2r+2}$ is input of $F$-function. Therefore, we have to deal with wrong keys separately according to whether $S_{2r+2}$ is a wrong key or a correct key. Where $S_{2r+2}$ is a wrong key, a wrong $S_{2r+2}$ influences the output of $F$ function and makes the final-round rotation random. Therefore, we could estimate the $\chi^2$-value of $z_c$ by that of the 1-round encryption of $y_b$, which means that the $\chi^2$-value of $z = z_c \parallel y_d$ may be estimated by that of $\text{lsb}_3(D_{r+3}) \parallel \text{lsb}_3(D_{r+2}) = \text{lsb}_3(D_{r+3}) \parallel \text{lsb}_3(D_{r+1})$. Where $S_{2r+2}$ is a correct key, $z_c = C^{[5,7]}$ is not necessarily a random number in the following reason. Let us assume that $S_{2r+2}$ is correct and focus on each least bit of $y_b$, $z_c: z_c[0] = C^{[5,7]}[0], z_c[0] = S^{[0,0]}_{2r+1}$, and $z_c[0] = S^{[0,0]}_{2r+3}$. Then, $C^{[5,5]}$ can be decrypted correctly if both $S^{[0,0]}_{2r+1}$ and $S^{[0,0]}_{2r+3}$ have only to be correct. On the other hand, $C^{[5,6]}$ becomes a random bit under the randomness of $S^{[0,1]}_{2r+1}$ and $S^{[1,1]}_{2r+3}$ even if both $S^{[0,0]}_{2r+1}$ and $S^{[0,0]}_{2r+3}$ are correct. Table 5 summarizes the correct-wrong relation between $\text{lsb}_2(S_{2r+1}) \parallel \text{lsb}_2(S_{2r+3})$ and $C^{[5,6]}$, in the case of which $S_{2r+2}$ is correct. Thus, if $S_{2r+2}$ is correct; and $\text{lsb}_2(S_{2r+1}) \parallel \text{lsb}_2(S_{2r+3}) = \text{wccw}$, $\text{ccw}$, $\text{wccw}$, then $C^{[5,6]}$ can be decrypted correctly (resp. wrongly) in each probability of 50% and the $\chi^2$-value of $z = z_c \parallel y_d$ can be estimated by that of $\text{lsb}_3(D_{r+3}) \parallel \text{lsb}_3(D_{r+2}) = \text{lsb}_3(D_{r+3}) \parallel \text{lsb}_3(D_{r+1})$ (resp. that of $D^{[5,7]}_{r-1} \parallel \text{lsb}_3(D_{r+2}) = D^{[5,7]}_{r-1} \parallel \text{lsb}_3(D_{r+1})$).

The above discussion on the probability density function of the distribution of $\chi^2$-value with a wrong key is summarized as follows.

1. The $\chi^2$-value of $z$ is estimated by that $\chi^2$-value of $z$ is estimated by that $\chi^2$-value of $z$ is estimated by that

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|}
\hline
$s_{2r+2}$ & $S_{2r+3}$ & $C^{[5,6]}$ \\
\hline
$\ast\ast+c$ & $y$ & $y$ \\
$c\ast+c$ & $y$ & $y$ \\
$c+c$ & $c$ & $c$ \\
\hline
\end{tabular}
\caption{The relation between $\text{lsb}_2(S_{2r+1}) \parallel \text{lsb}_2(S_{2r+3})$ and $C^{[5,6]}$ in the case of a correct $S_{2r+2}$.}
\end{table}
of lsb₃(D_r+3) || lsb₃(D_r+1) if S₂r+2 is wrong.

(2) The χ²-value of z is estimated by that of lsb₃(D_r+3) || lsb₃(D_r+1) in the probability of 50% and that of Dₙ₋₁ || lsb₃(D_r+1) in the probability of 50% if S₂r+2, lsb₃(S₂r+1) and lsb₃(S₂r+3) are correct.

(3) The χ²-value of z is estimated by that of lsb₃(D_r+3) || lsb₃(D_r+1) if S₂r+2 is correct; and either lsb₁(S₂r+1) or lsb₁(S₂r+3) is wrong.

From the above discussion, the following theorem follows.

**Theorem 5** The success probability of Attack 2 on r-round RC6 is given theoretically as

\[ P_{sr6}(n) = \int_{\infty}^{\infty} \phi(2^{n-1+m\theta_r} \cdot (2^{n-1}+4m\theta_r)/2^{10})(x) \]

\[ \cdot \left( \int_{-\infty}^{\infty} \phi(2^{n-1+m\theta_r} \cdot (2^{n-1}+4m\theta_r)/2^{10}) \left( u \right) \right) \]

\[ \cdot \left( \int_{-\infty}^{\infty} \phi(2^{n-1+m\theta_r} \cdot (2^{n-1}+4m\theta_r)/2^{10}) \left( u \right) \right) ^{2^{m-4}} dx, \]

where \(2^n\) is the number of texts, \(m = \frac{n}{10}, \theta_r = 2^n \sum \left( P(\text{lsb}_3(D_{r+3}) || \text{lsb}_3(D_{r+1})) - \frac{2^n}{2^n} \right)^2 \) with the summation over lsb₃(D_r+3) || lsb₃(D_r+2) ∈ \{0, 1\}^6, \(\theta_r = 2^n \sum \left( P(D_{r+3}^{[5,7]} || \text{lsb}_3(D_{r+1})) - \frac{2^n}{2^n} \right)^2 \) with the summation over Dₙ₋₁ || lsb₃(D_r+1) ∈ \{0, 1\}^6, and \(\theta_r = (\theta_r + \bar{\theta}_r)/2).\)

**Remark:** Theorem 5 gives the success probability of Attack 2 on r-round RC6 assuming that the χ²-value of \(z\) || \(y_d\) is that of lsb₃(D_r+3) || yₖd if S₂r+2 is wrong, where lsb₃(D_r+3) is the 1-round encryption of yₖ. So, we still use the assumption on the distribution of χ²-value in wrong keys although the assumption seems to be reasonable. We remark that the higher bound of χ²-value of \(z\) || \(y_d\) is that of \(y_b\) || \(y_d\) in the case of wrong keys.

In order to evaluate Eq. (5), we have to compute the exponentiation \(2^{10} - 4\) on an integral part, which needs much time complexity. Therefore, we use the following approximation to reduce the time complexity.

**Lemma 1** The success probability of \(P_{sr6}(n)\) is approximated to \(\tilde{P}_{sr6}(n)\), that is \(P_{sr6}(n) \approx \tilde{P}_{sr6}(n)\), where

\[ \tilde{P}_{sr6}(n) = \left\{ \int_{-\infty}^{\infty} \phi(2^{n-1+m\theta_r} \cdot (2^{n-1}+4m\theta_r)/2^{10})(x) \right\} \]

\[ \cdot \left( \int_{-\infty}^{\infty} \phi(2^{n-1+m\theta_r} \cdot (2^{n-1}+4m\theta_r)/2^{10}) \left( u \right) \right) \]

\[ \cdot \left( \int_{-\infty}^{\infty} \phi(2^{n-1+m\theta_r} \cdot (2^{n-1}+4m\theta_r)/2^{10}) \left( u \right) \right) ^{2^{m-4}} dx, \]

\[ m = \frac{n}{15}; \theta_r \text{ and } \bar{\theta}_r \text{ are defined in Theorem 5.} \]

**proof:** The following approximation stands since \(\phi(2^{n-1+m\theta_r} \cdot (2^{n-1}+4m\theta_r)/2^{10})(x)\), \(\phi(2^{n-1+m\theta_r} \cdot (2^{n-1}+4m\theta_r)/2^{10})(x)\), or \(\phi(2^{n-1+m\theta_r} \cdot (2^{n-1}+4m\theta_r)/2^{10})(u)\) is a probability density function of distribution of χ²-values on each key candidate:

\[ P_{sr6}(n) = \int_{-\infty}^{\infty} \phi(2^{n-1+m\theta_r} \cdot (2^{n-1}+4m\theta_r)/2^{10})(x) \]

\[ \cdot \left( \int_{-\infty}^{\infty} \phi(2^{n-1+m\theta_r} \cdot (2^{n-1}+4m\theta_r)/2^{10}) \left( u \right) \right) \]

\[ \cdot \left( \int_{-\infty}^{\infty} \phi(2^{n-1+m\theta_r} \cdot (2^{n-1}+4m\theta_r)/2^{10}) \left( u \right) \right) ^{2^{m-4}} dx, \]

\[ \approx \left\{ \int_{-\infty}^{\infty} \phi(2^{n-1+m\theta_r} \cdot (2^{n-1}+4m\theta_r)/2^{10})(x) \right\} \]

\[ \cdot \left( \int_{-\infty}^{\infty} \phi(2^{n-1+m\theta_r} \cdot (2^{n-1}+4m\theta_r)/2^{10}) \left( u \right) \right) \]

\[ \cdot \left( \int_{-\infty}^{\infty} \phi(2^{n-1+m\theta_r} \cdot (2^{n-1}+4m\theta_r)/2^{10}) \left( u \right) \right) ^{2^{m-4}} dx, \]

\[ = P_{sr6}(n) \]

**Table 6** shows both \(\theta_r\) and \(\bar{\theta}_r\) on RC6 in each round, where \(\bar{\theta}_r\) is computed by the value of \(\bar{\theta}_r = 2^n \sum \left( P(\text{lsb}_3(D_{r+1}) || \text{lsb}_3(D_{r+1})) - \frac{2^n}{2^n} \right)^2 \)
with the summation over
\( \text{lsb}_3(D_{r-1}) \parallel \text{lsb}_3(D_{r+1}) \in \{0,1\}^6 \). In Theorem 5, \( \theta_r \) is defined as

\[
\tilde{\theta}_r = 2^6 \sum \left( P(D_{r-1}^{[5,7]} \parallel \text{lsb}_3(D_{r+1})) - \frac{2^n}{2^n} \right)^2,
\]

in which the computation of \( \mathbf{T}_n \) requires too much memory compared with the above \( \tilde{\theta}_r \). Therefore, we use the estimation of \( \tilde{\theta}_r \) instead of \( \tilde{\theta}_r \). Compared with \( \tilde{\theta}_r \), \( \tilde{\theta}_r \) is slightly higher than \( \tilde{\theta}_r \) in the lower round \( r \) since bias of input influences that of output in the lower round. However, the higher the round \( r \) is, the fewer the difference between \( \tilde{\theta}_r \) and \( \tilde{\theta}_r \) would be.

By using the results of Table 6, Table 7 shows the necessary number of texts and time complexity which make the success probability of Attack 2 on RC6 95% or more. The necessary number of texts is computed by Lemma 1. The time complexity is estimated by the number incrementing a counter \( \text{count} \), which is the dominant step of Attack 2. The memory complexity is estimated by the size of \( \text{count} \), which is equal to \( 2^{32} \). The number of available texts is bounded by \( 2^{128} \) in Attack 2 and the time complexity is \( \#\text{texts} \times 2^{57+4} \) since Attack 2 recovers 1 post-whitening key, 2 bits of another post-whitening key, and 2 bits of 1 subkey in the final round at once. Compared with Attack 1 in Section 3, whose time or memory complexity is \( \#\text{texts} \times 2^{27 \times 2} \) or \( 8^{26} \), our attack surprisingly reduces the time or memory complexity, respectively. In fact, the previous attack works on a 128-bit-key RC6 with up to 8 rounds by using \( 2^{63.1} \) plaintexts and \( 2^{117.1} \) time complexity. However, our attack can recover a key on an 128-bit-key RC6 with up to 12 rounds by using \( 2^{85.52} \) plaintexts and \( 2^{126.52} \) time complexity.

### 4.3 Success Probability of Attack 2 on RC6-8

We also demonstrate Theorem 5 on RC6-8/4/8. Table 8 shows the theoretical and experimental results. Our platforms are the same as that of the experimental results on Attack 1, described in Section 3. The theoretical success probability is slightly higher than the experimental success probability for the following reason:

1. The \( \chi^2 \)-value of correct keys is estimated to be slightly higher by using \( \tilde{\theta}_r \) instead of \( \tilde{\theta}_r \). In fact, the experiments are done in the 4th round, and, thus, \( \tilde{\theta}_r \) seems to be higher than \( \tilde{\theta}_r \).

2. The theoretical success probability is estimated by setting the \( \chi^2 \)-value of \( z_e \parallel y_d \) is that of \( \text{lsb}_3(D_{r+1}) \parallel y_d \) if \( S_{2r+2} \) is wrong.

Let us compare Attack 2 to RC6-8/4/8 with Attack 1 to RC6-8/4/8. Our algorithm runs with the memory of \( 2^{24} \) while Attack 1 needs the memory of \( 2^{28} \). The time of Attack 2 (resp. Attack 1) is about \( 2^{5+4} \) encryptions (resp. \( 2^{5+5} \) encryptions) of RC6-8/4/8, and so we expect that Attack 2 runs half as much as that of Attack 1. We see that Attack 2 runs slightly longer than half of the time of Attack 1 when both use the same number of plain texts. This is because Attack 2 needs to decrypt ciphertexts by 1 round in addition to the same procedure as Attack 1. Attack 2 needs \( \#\text{texts} \) to make the success probability 100 % more than Attack 1. In fact, Attack 1 can be expected to have more correlation than Attack 2 because the \( \chi^2 \)-value of correct keys in Attack 1 (resp. Attack 2) is evaluated by that on \( \text{lsb}_3(A_r) \parallel \text{lsb}_3(C_r) \) (resp. \( \text{lsb}_3(D_{r+1}) \parallel C_r^{[5,7]} \)). Therefore, especially in the case of lower rounds such as RC6-8/4/8, the difference influences the necessary number

<table>
<thead>
<tr>
<th>( r )</th>
<th>4</th>
<th>6</th>
<th>8</th>
<th>10</th>
<th>12</th>
<th>14</th>
<th>16</th>
<th>18</th>
</tr>
</thead>
<tbody>
<tr>
<td># texts</td>
<td>2^{31.25}</td>
<td>2^{27.20}</td>
<td>2^{24.49}</td>
<td>2^{19.61}</td>
<td>2^{16.52}</td>
<td>2^{11.175}</td>
<td>2^{7.57}</td>
<td>2^{4.68}</td>
</tr>
<tr>
<td>time complexity( ^\dagger )</td>
<td>2^{62.29}</td>
<td>2^{58.20}</td>
<td>2^{54.49}</td>
<td>2^{50.61}</td>
<td>2^{46.52}</td>
<td>2^{42.175}</td>
<td>2^{38.57}</td>
<td>2^{34.68}</td>
</tr>
<tr>
<td>memory( ^\ddagger )</td>
<td>2^{128}</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---

\( ^\dagger \) the number incrementing a counter \( \text{count} \).

\( ^\ddagger \) the size of a counter \( \text{count} \).

---

<table>
<thead>
<tr>
<th>#texts</th>
<th>( 2^{18} )</th>
<th>( 2^{19} )</th>
<th>( 2^{20} )</th>
<th>( 2^{21} )</th>
<th>( 2^{22} )</th>
<th>memory</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theoretical</td>
<td>0.01</td>
<td>0.09</td>
<td>0.30</td>
<td>0.90</td>
<td>1.00</td>
<td>( 2^{24} )</td>
</tr>
<tr>
<td>Experimental</td>
<td>0.00</td>
<td>0.03</td>
<td>0.15</td>
<td>0.78</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Time(sec)</td>
<td>9.7</td>
<td>19.4</td>
<td>38.8</td>
<td>82.2</td>
<td>163.6</td>
<td></td>
</tr>
</tbody>
</table>

---

Table 7 #texts necessary for \( P_{s_{\text{avg}}}(n) \geq 0.95 \) (From Lemma 1).

Table 8 Theoretical and experimental success probability of RC6-8/4/8 (the average of 100 trials).
of texts. However, in the case of higher rounds such as RC6 with 10 rounds or more, the difference seems to make only a little impact on the necessary number of texts. Instead, the memory size and the time complexity become more important and serious as we see in Table 3 and Table 7.

5. Concluding Remarks

In this paper, we have improved the $\chi^2$-attack on RC6 to reduce the time and memory complexity and proved the theorem that evaluates the success probability in the $\chi^2$-attacks. The derived formulae can be computed efficiently and provide a theoretical analysis of the success probability in the $\chi^2$-attack. We have also demonstrated that our theorems can effectively estimate the success probability in the $\chi^2$-attacks against RC6-8/4/8.
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