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**Description**: 统计分析基于χ²的攻击
SUMMARY The $\chi^2$-attack was originally proposed by Knudsen and Meier. This attack is one of the most effective attacks for RC6. The $\chi^2$-attack can be used for both distinguishing attacks and for key recovery attacks. Although, up to the present, theoretical analysis of $\chi^2$-attacks, especially the relation between a distinguishing attack and a key recovery attack, has not been discussed, the security against key recovery attacks has been often discussed by the results of distinguishing attacks. In this paper, we investigate the theoretical relation between the distinguishing attack and the key recovery attack, and prove one theorem to evaluate the exact security against the key recovery attack. Furthermore we propose two key recovery attacks against RC5-64 and implement them. Our best key recovery attack can analyze RC5-64 with 16 rounds by using $2^{25.23}$ plaintexts with a success probability of 30%. This result works faster than exhaustive key search. As far as the authors know, this is the best result of known plaintext attacks to RC5-64. We also apply our theory on our key recovery attacks and demonstrate the validity.
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1. Introduction

The $\chi^2$-attack [10] was originally proposed by Knudsen and Meier as a chosen plaintext attack to RC6 [15]. They focused on the correlations between input (plaintext) bits and output (ciphertext) bits, measured by the $\chi^2$-test: the specific rotation in RC6 is considered to cause the correlations between the corresponding two 10-bit integer values. The $\chi^2$-attack can be used for both distinguishing attacks and for key recovery attacks. Distinguishing attacks have only to handle plaintexts in such a way that the $\chi^2$-value of a part of ciphertexts becomes significantly a higher value. On the other hand, key recovery attacks have to rule out all wrong keys, and single out exactly a correct key by using the $\chi^2$-value. Therefore, key recovery attacks often require more work and memory than distinguishing attacks. In [10], their key recovery attack was estimated by using only the results of the distinguishing attack. Note that their key recovery attack on RC6 with any round was not implemented because it required too much memory even in the case of small number of rounds. In [16], a key recovery attack on RC5-32 [14] by using a $\chi^2$-attack was proposed. RC5-$w/r/b$ means that two $w$-bit-word plaintexts are encrypted with $r$ rounds by $b$-byte keys. A $\chi^2$-attack to RC5-32 was further improved [13]. Their attack can analyze RC5-32 with 10 rounds by a known plaintext attack with negligible memory. They also pointed out the significant difference between the distinguishing attack and the key recovery attack. For the distinguishing attack, the high $\chi^2$-value is necessary and sufficient condition. On the other hand, the high $\chi^2$-value is not sufficient for the key recovery attack. In fact, the high $\chi^2$-value algorithm cannot recover a correct key with high probability [16], but the rather low $\chi^2$-value algorithm can recover a correct key with high probability [13]. This reason that the security against the key recovery attack cannot be estimated directly from that against the distinguishing attack. However, up to the present, any theoretical difference between the distinguishing attack and the key recovery attack has not been discussed.

In this paper, we investigate the theoretical relation between the distinguishing attack and the key recovery attack, and prove one theorem to evaluate the exact security against the key recovery attack by using the results of the distinguishing attack. We also propose two key recovery algorithms against RC5-64. By using these key recovery attacks, we also demonstrate our theory. As we will see in Sects. 3 and 4, the implemented results of the key recovery attacks are almost the same as the results evaluated under our theorem by using the results of the distinguishing attack.

Table 1 presents our experimental results of the key recovery attack to RC5-64. Our known plaintext attack, Algorithm 3, can be mounted on RC5-64 with 16 rounds with negligible memory. Our attack can analyze RC5-64 more efficiently than the previous best attack [2]. In concluding, we should note that RC5-64 with 16 rounds is not secure against the known plaintext attack.

This paper is organized as follows. Section 2 sum-
marizes the notation, RC5-64 algorithm, the $\chi^2$-test, and statistical facts used in this paper. Section 3 proposes the chosen plaintext attack and the known plaintext attack, Algorithms 2 and 3, against RC5-64, and demonstrates our statistical method by using the results of the distinguishing attack. The experimental results of our key recovery attacks are described in Sect. 4. Section 5 investigates the difference between Algorithms 2 and 3 from the statistical point of view. Conclusion is given in Sect. 6.

2. Preliminary

2.1 Notation

+ ($\boxplus$): addition (addition mod $2^{64}$);
- : subtraction;
* : multiplication;
$\oplus$: bit-wise exclusive OR;
$\&$: addition (addition mod 2);
$\lhd$ ($h$): number of full(half) rounds ($h = 2r$);
$a \ll b$: cyclic rotation of $a$ to the left by $b$-bit;
$a \gg b$: cyclic rotation of $a$ to the right by $b$-bit;
$(L_i, R_i)$: input of the $i$-th half-round, $(L_0, R_0)$, $(L_{h+1}, R_{h+1})$ is a plaintext, a ciphertext after $h$ half-rounds encryption, respectively;
$S_i$: $i$-th subkey ($S_{h+1}$ is a subkey of the $h$-th half-round);
$\text{lsb}_{n}(X)$: least significant $n$-bit of $X$;
$X^1$: $i$-th bit of $X$.

We denote the least significant bit (lsb) to the 1st bit, and the most significant bit (msb) as the 64-th bit for any 64-bit element.

2.2 Block Cipher RC5-64

Here, we introduce the encryption algorithm of RC5-64: a plaintext $(L_0, R_0)$ is added with $(S_0, S_1)$ and set to $(L_1, R_1)$. $(L_1, R_1)$ is encrypted to $(L_{h+1}, R_{h+1})$ by $h$ half-rounds iterations of a main loop, which is called one half-round. Two consecutive half-rounds correspond to one round of RC5.

**Algorithm 1** (RC5-64 Encryption Algorithm):
1. $L_1 = L_0 \boxplus S_0$; $R_1 = R_0 \boxplus S_1$;
2. for $i = 1$ to $h$ do:
   $L_{i+1} = R_i$; $R_{i+1} = ((L_i \oplus R_i) \ll R_i) \boxplus S_{i+1}$.

2.3 $\chi^2$-Test

We make use of the $\chi^2$-tests for distinguishing a non-random distribution from random distribution [8], [10], [11]. Let $X = X_0, ..., X_{n-1}$ be sets of $\{a_0, ..., a_{m-1}\}$, and $N_{a_i}(X)$ be the number of $X$ which takes on the value $a_i$. The $\chi^2$-statistic of $X$ which estimates the difference between $X$ and the uniform distribution is defined as follows:

$$\chi^2(X) = \frac{m}{n} \sum_{i=0}^{m-1} \left( N_{a_i}(X) - \frac{n}{m} \right)^2.$$  

2.4 Statistical Facts

Here, we summarize statistical facts and the notation.

**Theorem 1** (Distribution of the Means [4]): Let $\mu$ and $\sigma^2$ be the mean and the variance of a population, respectively. Then the mean and the variance of the distribution of the mean of a random sample with the size $n$ drawn from the population are $\mu$, and $\sigma^2/n$, respectively.

**Theorem 2** (Central Limit Theorem [4]): Choose a random sample from a population, if the sample size $n$ is large, the sampling distribution of the mean is closely approximated by the normal distribution, regardless of the population.

**Theorem 3** (Law of large numbers [4]): The larger the sample size, the more probable it is that the sample mean comes arbitrarily close to the population mean.

The probability density function of the normal distribution with the mean $x_0$ and the variance $\sigma^2$ is described by the following equation,

$$P(x) = \frac{1}{\sqrt{2\pi}\sigma^2} \exp \left[ -\frac{(x - x_0)^2}{2\sigma^2} \right].$$

3. Proposed $\chi^2$-Attacks on RC5-64

This section presents two attacks, Algorithms 2 and 3, by applying the correlation attack on RC5-32 [13]. We also investigate the security of RC5-64 from the statistical point of view.
3.1 Attacks

Our proposed two algorithms recover the least significant five bits of $S_{h+1}$, which can be applied to any consecutive bits of $S_{h+1}$. In our algorithms, set $(x, y) = (\text{lsb}_6(L_{h+1}), \text{lsb}_6(R_{h+1}))$, and $s = \text{lsb}_5(S_{h+1})$, where $x$ corresponds to the rotation amount in the $h$-th half-round. Each algorithm is as follows:

Algorithm 2 (Proposed chosen plaintext attack):
1. Choose a plaintext $(L_0, R_0)$ with $\text{lsb}_k(R_0)$ = 0, and encrypt it.
2. For each $s$, $s = 0, 1, \cdots, 2^k - 1$, set $S_{h+1}^0 = 0$, and decrypt $y$ by 1 half-round. Note that, $y$ decrypted with the rotation amount $x$ in the $h$-th half-round by 1 half-round is set to $z$, then we exactly know it.
3. For each value $x$, $s$, and $z$, we update each array by incrementing $\text{count}[s][x][z]$.
4. For each $s$ and $x$, compute $\chi^2[s][x]$.
5. Compute the average $\text{ave}[s]$ for $\{\chi^2[s][x]\}_{x}$ of each $s$, and output $s$ with the highest $\text{ave}[s]$ as $\text{lsb}_5(S_{h+1})$.

Algorithm 3 (Proposed known plaintext attack):
1. Given known plaintexts $(L_0, R_0)$, set $l = \text{lsb}_6(R_0)$, and encrypt them.
2. For each $l$, compute $\chi^2[l][s][x]$ according to Steps 2–4 in Algorithm 2.
3. Compute the average $\text{ave}[s]$ for $\{\chi^2[l][s][x]\}_{l,x}$ for each $s$, and output $s$ with the highest $\text{ave}[s]$ as $\text{lsb}_5(S_{h+1})$.

Here, we discuss the distributions of $\chi^2$-values in Algorithms 2 and 3 from the statistical point of view. In Algorithm 2, we classify $\chi^2[s][x]$ into $2^k$ types by the $h$-th half-round rotation $x$. On the other hand, in Algorithm 3, we classify $\chi^2[l][s][x]$ into $2^{24}$ types by the $l$-th and $h$-th half-round rotations $l$ and $x$. Using the facts in Theorem 1, the more number of classification is done, the smaller the variance becomes. We also note that the numbers of available plaintexts in Algorithms 2 and 3 are $2^{122}$ and $2^{128}$, respectively. In consecutive sections, we will see how these differences in the number of classification and that of available plaintexts influence the applicability against RC5-64.

3.2 Notation

We give the following notation.

1. $e$ and $\text{SUC}$: recovered-key bit size and success probability of a key recovery attack, respectively. There are one correct key and $2^e - 1$ wrong keys.
2. $X_e$ and $X_w$: distributions of $\chi^2$-values of a key recovery attack by using a correct key and a wrong key, respectively.
3. $C_m$ and $C_v$: mean and variance of distribution of $\chi^2$-values of a key recovery attack with a correct key, respectively.
4. $P_e(x)$: $(1/\sqrt{2\pi \varphi_v}) \exp \left[-(x - C_m)^2/(2\varphi_v)\right]$ (probability density function of distribution of $\chi^2$-values with a correct key).
5. $W_m$ and $W_v$: mean and variance of distribution of $\chi^2$-values in a key recovery attack with a wrong key, respectively.
6. $P_w(x)$: $(1/\sqrt{2\pi \varphi_v}) \exp \left[-(x - W_m)^2/(2\varphi_v)\right]$ (probability density function of distribution of $\chi^2$-values with a wrong key).

We show one theorem on the success probability of the key recovery attack. First, we put forward three hypotheses and prove three lemmas on the distributions of $\chi^2$-values of the key recovery attacks. Note that the key recovery attacks compute the $\chi^2$-value on a part by using all candidates and outputs a key with the highest $\chi^2$-value as a correct key.

Hypothesis 1: For $i = 1, 2, \cdots, 2^e - 1$, let $X_w(i)$ be the distribution of $\chi^2$-values on the part recovered with the $i$-th wrong key. Then we assume that the distributions $X_w(1), X_w(2), \cdots, X_w(2^e - 1)$ are independent and approximately equal.

Lemma 1: If the number of $\chi^2$-values is enough large, then the distribution of the mean of $\chi^2$-values is approximately normally distributed.

Proof: This follows easily from Theorem 2. □

Lemma 2: Let $n \geq 12$ and $h \geq 4$. In Algorithm 2 (Algorithm 3), the mean of $\chi^2$-values recovered with a correct key by using $2^n$ plaintexts, $C_m[h,n]$ (or $C_m[h,n]$), is estimated by the mean of $\chi^2$-values on $\text{lsb}_6(R_{h-1})$ by using $2^n - 6$ (or $2^n - 12$) plaintexts, $E_m[h,n-6]$ (or $E_m[h,n-12]$), as follows,

$$C_m[h,n] = E_m[h-2,n-6] + (C_{m2}[h,n] - E_m[h-2,n-12]).$$

Proof: If we use a correct key in Algorithms 2 and 3, the correct six-bit-data decrypted by 1 half-round can be exactly obtained, which is the same as that decrypted by one more half-round. As a result, $\text{lsb}_6(R_{h+1})$ can be decrypted by 1 round (2 half-rounds) as long as we use a correct key. Since $\text{lsb}_6(R_0)$ and the
rotation amount in the final half-round are uniformly distributed, the \( \chi^2 \)-values in Algorithms 2 and 3 are estimated to be computed by using \( 2^n \) and \( 2^{n-12} \) plaintexts, respectively. Thus, by using Theorem 1, we get\( C_{m1}[n] = E_{m}[n-2,n-6] \) and \( C_{m2}[n] = E_{m}[n-2,n-12] \).

Lemma 3: Let \( n \geq 12 \) and \( h \geq 4 \). In Algorithm 2 (Algorithm 3), the variance of \( \chi^2 \)-values recovered with a correct key by using \( 2^n \) plaintexts, \( C_{v1}[h,n] \) (\( C_{v2}[h,n] \)), is estimated by the variance of \( \chi^2 \)-values on \( lsb_6(R_{h+1}) \) by using \( 2^n \) (\( 2^{n-12} \)) plaintexts, \( E_{v}[h-2,n-6] \) (\( E_{v}[h-2,n-12] \)), as follows,

\[
C_{v1}[h,n] = \frac{E_{v}[h-2,n-6]}{26} \left( C_{v2}[h,n] = \frac{E_{v}[h-2,n-12]}{212} \right)
\]

Proof: In Algorithm 2, we compute the \( \chi^2 \)-values every \( 2^{12} \) \( lsb_6(L_{h+1}) \) and compute the mean for a key. In Algorithm 3, we compute the \( \chi^2 \)-values every \( 2^{12} \) \( lsb_6(R_{h+1}) \) and \( lsb_6(L_{h+1}) \) and compute the mean for a key. Therefore, by using Theorem 1 and Theorem 3, we get \( C_{v1}[h,n] = E_{v}[h-2,n-6]/26 \) and \( C_{v2}[h,n] = E_{v}[h-2,n-12]/212 \) in Algorithms 2 and 3, respectively.

Hypothesis 2: Let \( n \geq 12 \) and \( h \geq 4 \). We assume that the mean of \( \chi^2 \)-values with a wrong key by using \( 2^n \) plaintexts, \( W_{m1}[n,h] \) (\( W_{m2}[n,h] \)), is approximately equal to that of \( \chi^2 \)-values on \( lsb_6(R_{h+1}) \) by using \( 2^n \) (\( 2^{n-12} \)) plaintexts, \( E_{m}[h,n-6] \) (\( E_{m}[h,n-12] \)) in Algorithm 2 (Algorithm 3), as follows,

\[
W_{m1}[n,h] = E_{m}[h,n-6] \quad (W_{m2}[n,h] = E_{m}[h,n-12])
\]

Hypothesis 3: Let \( n \geq 12 \) and \( h \geq 4 \). The variance of \( \chi^2 \)-values with a wrong key by using \( 2^n \) plaintexts, \( W_{v1}[h,n] \) (\( W_{v2}[h,n] \)), is approximately equal to that of \( \chi^2 \)-values on \( lsb_6(R_{h+1}) \) by using \( 2^n \) (\( 2^{n-12} \)) plaintexts, \( E_{v}[h,n-6] \) (\( E_{v}[h,n-12] \)) in Algorithm 2 (Algorithm 3), as follows,

\[
W_{v1}[h,n] = \frac{E_{v}[h,n-6]}{26} \quad (W_{v2}[h,n] = \frac{E_{v}[h,n-12]}{212})
\]

Using the above preparations, the success probability of the key recovery attack is introduced as follows.

Theorem 4: The success probability \( SUC \) of e-bit key recovery can be evaluated by using \( P_v(x) \) and \( P_w(x) \) as follows,

\[
SUC = \int_{-\infty}^{\infty} P_v(x) \ast \left( \int_{-\infty}^{x} P_w(u) du \right)^{e-1} dx
\]

Proof: The e-bit key can be recovered correctly if and only if the \( \chi^2 \)-value of a correct key is higher than that of all \( 2^e - 1 \) wrong keys. Thus the conclusion follows.

Theorem 4 introduces the following two factors for high success probability.

- **(Factor 1)** Maximize the average of \( \chi^2 \)-values computed by a correct key;
- **(Factor 2)** Minimize the variances (the error) of each distribution of \( \chi^2 \)-values computed by each key.

The previous researches of \( \chi^2 \)-attacks have focused on only Factor 1. If there is no difference between the mean of \( \chi^2 \)-values recovered with a correct key and that of \( \chi^2 \)-values recovered with a wrong key, we cannot single out a correct key. As a result, we need the small variance to rule out all wrong keys. A correct key can be selected well by using the rather low \( \chi^2 \)-value as long as the variance is small. We will demonstrate our theorem by using Algorithms 2 and 3 in Sect. 3.5.

3.4 The Distribution of \( \chi^2 \)-Values on the Ciphertext

To evaluate the success probability, we conduct the following experiments on 4–8 half-rounds and get the distribution of \( \chi^2 \)-values on \( lsb_6(R_{h+1}) \). Note that the following tests use 100 kinds of plaintexts and 100 keys and thus conduct 10000 trials in total.

Distinguishing Test: The \( \chi^2 \)-test on \( lsb_6(R_{h+1}) \) with \( lsb_6(R_0) = 0 \).

By using the experimental results in Table 2, we compute the slope, that is, how many plaintexts are required to obtain the same \( \chi^2 \)-value. We set the \( \chi^2 \)-value to 82.53 (level = 0.95). By using the least squares method on the results of 4–7 half-rounds, the slope is computed to 4.11.

3.5 Theoretical Results on Proposed Attacks

We evaluate the security of RC5-64 with 6–8 half-rounds against Algorithms 2 and 3 from the following points of view: One is the estimation of the cost necessary to implement Algorithms 2 and 3. We estimate these algorithms by the number of plaintexts and the work amount. The other is the real cost necessary to obtain the estimation. The results are shown in Table 3.

First we investigate the estimation. By using the slope in Sect. 3.4, the numbers of plaintexts required for recovering a key in \( h \) half-rounds with a success probability of 90%, \( \log_2(\#texts) \), are estimated to

\[
\log_2(\#texts) = 4.11h - 1.77 \quad (*\text{Algorithm 2}) \quad \text{and} \quad \log_2(\#texts) = 4.11h + 1.23 \quad (*\text{Algorithm 3})
\]

By substituting the numbers of available plaintexts, \( 2^{122} \) and \( 2^{128} \), Algorithms 2 and 3 can analyze RC5-64 with 30 half-rounds by using 2121.53 and 2124.53 plaintexts with a success probability of 90%, respectively. Let us discuss the amount of work. We set one unit of work as one encryption. For each plaintext both Algorithms encrypt a plaintext, and decrypt a ciphertext by 1 half-round with each candidate key. Therefore, we set the amount of work to \( \#texts \times (1 + 1/h \times 2^e) \). Thus
Table 2  The mean and the variance of $\chi^2$-values on lsb$_0(R_{h+1})$ in 4–8 half-rounds (in 10000 trials).

<table>
<thead>
<tr>
<th>#texts</th>
<th>4 half-rounds</th>
<th>5 half-rounds</th>
<th>6 half-rounds</th>
<th>7 half-rounds</th>
<th>8 half-rounds</th>
</tr>
</thead>
<tbody>
<tr>
<td>$2^{12}$</td>
<td>63.41 (125.83)</td>
<td>–</td>
<td>63.02 (126.76)</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>$2^{13}$</td>
<td>63.40 (130.56)</td>
<td>–</td>
<td>62.91 (125.31)</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>$2^{14}$</td>
<td>64.03 (132.04)</td>
<td>–</td>
<td>62.96 (125.09)</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>$2^{15}$</td>
<td>64.80 (139.10)</td>
<td>–</td>
<td>62.91 (123.37)</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>$2^{16}$</td>
<td>66.63 (149.53)</td>
<td>63.20 (127.04)</td>
<td>62.97 (125.71)</td>
<td>63.01 (123.83)</td>
<td>–</td>
</tr>
<tr>
<td>$2^{17}$</td>
<td>70.02 (178.01)</td>
<td>63.51 (125.86)</td>
<td>62.83 (124.80)</td>
<td>63.17 (123.71)</td>
<td>–</td>
</tr>
<tr>
<td>$2^{18}$</td>
<td>–</td>
<td>64.08 (128.57)</td>
<td>–</td>
<td>63.00 (121.85)</td>
<td>–</td>
</tr>
<tr>
<td>$2^{19}$</td>
<td>–</td>
<td>65.35 (131.83)</td>
<td>–</td>
<td>62.85 (122.15)</td>
<td>–</td>
</tr>
<tr>
<td>$2^{20}$</td>
<td>–</td>
<td>67.68 (143.03)</td>
<td>63.09 (124.31)</td>
<td>63.07 (124.79)</td>
<td>62.84 (123.69)</td>
</tr>
<tr>
<td>$2^{21}$</td>
<td>–</td>
<td>71.99 (157.10)</td>
<td>63.41 (126.33)</td>
<td>63.12 (127.31)</td>
<td>62.99 (123.79)</td>
</tr>
<tr>
<td>$2^{22}$</td>
<td>–</td>
<td>80.79 (192.96)</td>
<td>63.68 (125.68)</td>
<td>63.26 (125.09)</td>
<td>63.01 (122.39)</td>
</tr>
<tr>
<td>$2^{23}$</td>
<td>–</td>
<td>–</td>
<td>64.39 (130.16)</td>
<td>–</td>
<td>63.18 (124.95)</td>
</tr>
<tr>
<td>$2^{24}$</td>
<td>–</td>
<td>–</td>
<td>66.11 (135.60)</td>
<td>–</td>
<td>63.06 (122.94)</td>
</tr>
<tr>
<td>$2^{25}$</td>
<td>–</td>
<td>–</td>
<td>69.22 (152.86)</td>
<td>–</td>
<td>63.05 (124.57)</td>
</tr>
<tr>
<td>$2^{26}$</td>
<td>–</td>
<td>–</td>
<td>75.43 (174.06)</td>
<td>–</td>
<td>63.23 (124.58)</td>
</tr>
</tbody>
</table>

Table 3  Theoretical results of our key recovery algorithms.

6 half-rounds: Mean (Variance)

<table>
<thead>
<tr>
<th>#texts</th>
<th>Algorithm 2</th>
<th>Algorithm 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>correct</td>
<td>wrong</td>
</tr>
<tr>
<td>$2^{18}$</td>
<td>63.41 (1.97)</td>
<td>63.02 (1.98)</td>
</tr>
<tr>
<td>$2^{19}$</td>
<td>63.40 (2.04)</td>
<td>62.91 (1.96)</td>
</tr>
<tr>
<td>$2^{20}$</td>
<td>64.03 (2.06)</td>
<td>62.96 (1.95)</td>
</tr>
<tr>
<td>$2^{21}$</td>
<td>64.80 (2.17)</td>
<td>62.91 (1.93)</td>
</tr>
<tr>
<td>$2^{22}$</td>
<td>66.63 (2.34)</td>
<td>62.97 (1.96)</td>
</tr>
<tr>
<td>$2^{23}$</td>
<td>70.02 (2.78)</td>
<td>62.83 (1.95)</td>
</tr>
</tbody>
</table>

7 half-rounds: Mean (Variance)

<table>
<thead>
<tr>
<th>#texts</th>
<th>Algorithm 2</th>
<th>Algorithm 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>correct</td>
<td>wrong</td>
</tr>
<tr>
<td>$2^{22}$</td>
<td>63.20 (1.98)</td>
<td>63.01 (1.93)</td>
</tr>
<tr>
<td>$2^{23}$</td>
<td>63.51 (1.96)</td>
<td>63.17 (1.93)</td>
</tr>
<tr>
<td>$2^{24}$</td>
<td>64.08 (2.00)</td>
<td>63.00 (1.90)</td>
</tr>
<tr>
<td>$2^{25}$</td>
<td>65.33 (2.06)</td>
<td>62.95 (1.91)</td>
</tr>
<tr>
<td>$2^{26}$</td>
<td>67.58 (2.23)</td>
<td>63.07 (1.94)</td>
</tr>
<tr>
<td>$2^{27}$</td>
<td>71.99 (2.45)</td>
<td>63.12 (1.98)</td>
</tr>
<tr>
<td>$2^{28}$</td>
<td>80.79 (3.01)</td>
<td>63.26 (1.95)</td>
</tr>
</tbody>
</table>

8 half-rounds: Mean (Variance)

<table>
<thead>
<tr>
<th>#texts</th>
<th>Algorithm 2</th>
<th>Algorithm 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>correct</td>
<td>wrong</td>
</tr>
<tr>
<td>$2^{26}$</td>
<td>63.09 (1.93)</td>
<td>62.84 (1.93)</td>
</tr>
<tr>
<td>$2^{27}$</td>
<td>63.41 (1.97)</td>
<td>62.99 (1.93)</td>
</tr>
<tr>
<td>$2^{28}$</td>
<td>64.68 (1.96)</td>
<td>63.01 (1.91)</td>
</tr>
<tr>
<td>$2^{29}$</td>
<td>64.39 (2.03)</td>
<td>63.18 (1.95)</td>
</tr>
<tr>
<td>$2^{30}$</td>
<td>66.11 (2.12)</td>
<td>63.06 (1.92)</td>
</tr>
<tr>
<td>$2^{31}$</td>
<td>69.22 (2.39)</td>
<td>63.05 (1.95)</td>
</tr>
<tr>
<td>$2^{32}$</td>
<td>75.43 (2.72)</td>
<td>63.23 (1.95)</td>
</tr>
</tbody>
</table>
the amounts of work necessary to attack RC5-64 with 30 half-rounds in Algorithms 2 and 3 are \(2^{122.58}\) and \(2^{215.58}\), respectively.

Next we investigate the real cost necessary for the above estimation. By using Lemma 2 and Hypothesis 2, the numbers of plaintexts required for conjecturing the results of the key recovery attacks in \(h\) half-rounds with a success probability of 90%, \(\log_2(\#\text{texts})\), are estimated to

\[
\log_2(\#\text{texts}) = 4.11h - 7.77 \quad \text{(Algorithm 2)}
\]

\[
\log_2(\#\text{texts}) = 4.11h - 10.77 \quad \text{(Algorithm 3)}
\]

Therefore, our theory can estimate the security of RC5-64 with 30 half-rounds against Algorithms 2 (Algorithm 3) by using \(2^{115.53}\) (\(2^{112.53}\)) plaintexts with a success probability of 90%. Let us discuss the amount of work. We set one unit of work as one encryption in the same way as the above case. In our estimation, we need one \(h\) half-rounds encryption every text and trial, and thus we set the amount of work to \(\#\text{texts} \times \#\text{trials}\). The above equation indicates that the amount of work also depends on the number of trials. In our distinguishing algorithms, we set \#trials\) to \(10^4\) to obtain more precise results. However, in fact, \(10^3\) trails are enough to compute the theoretical results. Here, we estimate the amount of work by setting \#trials\) to \(10^3\). Thus the amounts of work necessary to obtain the above estimation in Algorithms 2 and 3 are \(2^{125.50}\) and \(2^{222.50}\), respectively.

### 4. Comparison of Experimental Results and Theoretical Results

This section shows the experimental results of RC5-64 against Algorithms 2 and 3 and compares it to the estimation by Theorem 4.

#### 4.1 Experimental Results of Algorithms 2 and 3

In our experiments, all plaintexts are generated by using M-sequence. For example, Algorithms 2 and 3 use 122-bit and 128-bit random numbers generated by M-sequence, whose primitive polynomials of M-sequence are \(x^{122} + x^{108} + x^8 + x + 1\) and \(x^{128} + x^7 + x^2 + x + 1\), respectively. The platform is IBM RS/6000 SP (PPC 604e/332 MHz \(\times 256\)) with memory of 32 GB.

Table 4 shows the experimental results among 100 trials for RC5-64 with 5–8 half-rounds. More detailed experimental results are shown in Table 5. In Algorithm 2, the number of plaintexts required for recovering a key in RC5-64 with \(h\) half-rounds with a success probability of 90% or 50%, \(\log_2(\#\text{texts})\), is estimated to

\[
\log_2(\#\text{texts}) = 4.35h - 3.20 \quad \text{(90%)}
\]

\[
\log_2(\#\text{texts}) = 4.22h - 3.68 \quad \text{(50%)}
\]

respectively by using the least squares method.

In Algorithm 3, the number of plaintexts required for recovering a key in RC5-64 with \(h\) half-rounds with a success probability of 90%, 50%, or 30%, \(\log_2(\#\text{texts})\), is estimated to

\[
\log_2(\#\text{texts}) = 4.18h + 0.08 \quad \text{(90%)}
\]

\[
\log_2(\#\text{texts}) = 4.09h - 0.31 \quad \text{(50%)}
\]

\[
\log_2(\#\text{texts}) = 3.91h + 0.11 \quad \text{(30%)}
\]

respectively by using the least squares method. By using above linear equations, we estimate the required numbers of plaintexts for the higher round of RC5-64 shown in Table 6.
We investigate the amount of work. In the same way as Sect. 3.5, we set one unit of work as one encryption. By substituting the numbers of available plaintexts, $2^{122}$ and $2^{128}$, Algorithms 2 and 3 can analyze RC5-64 with 28 and 30 half-rounds by using $2^{118.60}$ and $2^{125.48}$ plaintexts with a success probability of 90%, respectively. For each plaintext both Algorithms encrypt a plaintext, and decrypt a ciphertext by 1 half-round with each candidate key. Therefore, we set the amount of work to $#\text{texts} \times (1 + 1/h \times 2^5)$. Thus the amounts of work necessary to attack RC5-64 with 28 and 30 half-rounds in Algorithms 2 and 3 are $2^{119.70}$ and $2^{126.53}$, respectively. Additionally, by using $2^{125.23}$ plaintexts with a success probability of 30%, RC5-64 with 32 half-rounds can be analyzed faster than exhaustive key search.

4.2 Comparison

We compare the above implemented results with the theoretical results in Sect. 3 from the points of view of the cost, the number of plaintexts and the amount of work. As for the implemented results, Table 7 shows each cost necessary to recover a key of RC5-64 with the success probability of 90% in Algorithms 2 and 3. These are obtained by using implemented results in Table 6. As for the theoretical results, Table 7 shows each cost from the following two points of view: One is the estimation of the cost necessary to implement the key recovery attack with the success probability of 90%. The other is the real cost necessary to obtain the estimation. Table 7 indicates that our theory can estimate the security of key recovery attack well. We see that our theory reduces the number of plaintexts necessary for estimation. Furthermore, in Algorithm 3, we can reduce the amount of work necessary to evaluate the security of RC5-64 by using the proposed statistical method.

5. Further Discussion

In this section, we investigate the difference between Algorithms 2 and 3 from the statistical point of view. In our case, Algorithm 3 can recover a key better than Algorithm 2. As for the mean of $\chi^2$-values, Algorithm 3 requires $2^6$ times as many texts as Algorithm 2 to get the same $\chi^2$-value. On the other hand, the variance of Algorithm 3 is about 1/64 of that of Algorithm 2. This reflects the statistical facts: Algorithm 2 measures the $\chi^2$-value for each of $l_{sb(L_{h+1})}$. Algorithm 3 measures the $\chi^2$-value for each $l_{sb(L_{h})}$ and $l_{sb(L_{h+1})}$. By using Lemma 3 and Hypothesis 3, the variance of Algorithm 3 is about 1/64 of that of Algorithm 2. As we noted two factors in Sect. 3, the low variance is necessary to single out a correct key. Furthermore, the numbers of available plaintexts in Algorithms 2 and 3 are $2^{122}$ and $2^{128}$, respectively, and thus Algorithm 3 can use $2^6$ times as many texts as Algorithm 2. As a result, Algorithm 3 is more efficient than Algorithm 2. Note that it is coincident with the results introduced by our theorem in Sect. 3.

6. Conclusion

In this paper, we have proved a theory to evaluate the security against the key recovery attacks by using the results of the distinguishing attack. Here, we have also proposed two key recovery algorithms against RC5-64. Algorithm 3 can analyze RC5-64 with $h$ half-rounds by using $2^{4.18h+0.08}$ and $2^{3.91h+0.11}$ plaintexts with the success probabilities of 90% and 30%, respectively. Therefore, Algorithm 3 can analyze RC5-64 with 30 and 32 half-rounds by using $2^{125.48}$ and $2^{125.23}$ plaintexts, respectively. By comparing the implemented results with
the theoretical results by our theory, we have demonstrated that our theory can estimate the security of the key recovery attack by using only the results of the distinguishing attack. Furthermore, our theory reduces surprisingly the number of plaintexts necessary for evaluation. In fact, in the case of RC5-64 with 30 half-rounds in the success probability of 90%, the best Algorithm 3 requires $2^{125.48}$ plaintexts, but our theory uses only $2^{112.53}$ plaintexts.
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