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Abstract. In the paper we shall evaluate various aspects of anonymity
properties afforded by practical anonymous communication networks.
For that purpose, first we propose two novel anonymity metrics for prac-
tical anonymous communication networks. Next we shall discuss whether
or not deterministic protocols can provide anonymity efficiently in terms
of computational complexity. Unfortunately, we can show that it is diffi-
cult to build efficient anonymous networks only by means of deterministic
approaches. We also run simulation experiments and discuss the results.

1 Introduction

Anonymous communication networks are indispensable to protect privacy of
users in open networks such as the Internet. Therefore they have wide appli-
cation, e.g., electronic voting, and enormous research has been conducted on
them [1-8]. The simplest way of establishing anonymous networks is given as
follows. When Alice sends a message to Bob anonymously, she first dispatches it
to a trusted proxy (or anonymizer) and then the proxy forwards the message to
Bob. Consequently Bob cannot know who originally injected the message into
the network and thus anonymous communication is achieved. This is essentially
the same as what Anonymizer does [2]. In this paper, an entity which initiates
anonymous communication is called an initiator, and an entity for which mes-
sages of the initiator are destined is called a responder. Furthermore, we use the
terms ‘proxy’ and ‘node’ interchangeably in this paper.

Anonymous networks, however, could not be useful unless we can evaluate
anonymity properties provided by them. Unfortunately, although we can analyze
anonymity of some anonymous protocols in a rigorous manner [1,4,5], from a
practical point of view, such protocols often degrade efficiency or incurs some
cost. For example, [5] requires a lot of servers and [4] is quite ineffective.

On the other hand, with respect to practical anonymous communication net-
works [2, 6, 7], it is difficult to evaluate anonymity attained in the networks. This
is mainly due to the lack of anonymity metrics for practical anonymous networks.
However, since it is difficult to devise general anonymity metrics for practical



anonymous networks such as Crowds [7], few attempts have been made so far to
evaluate anonymity provided by anonymous networks [7,10,11]. Consequently
it is difficult to discuss advantages and disadvantages of various practical anony-
mous networks proposed so far. Therefore in this paper we shall evaluate various
aspects of anonymity properties afforded by practical anonymous communication
networks.

For that purpose, first we propose two novel anonymity metrics for practical
anonymous communication networks. Anonymity metrics proposed in this paper
are based on the following observations:

1. Generally speaking, anonymous networks have several intermediate proxies
en route from an initiator to a responder. In such a case, as the number of
the intermediate proxies increases, i.e., the path that messages in anonymous
communication follows becomes longer, anonymity provided by the anony-
mous protocols becomes higher [3,6-8]. On the other hand, communication
costs, which can be represented by communication paths, cannot be infinitely
high. Due to performance reasons, constraints by network architectures, and
so on, the costs are under restriction to some degree.

2. As discussed above, the most primitive form of anonymous communication
is via one or more proxies. Hence if an initiator can choose a trusted proxy
to which she first dispatches her messages whenever she initiates anonymous
communication with various responders, then such anonymous networks can
afford desirable anonymity.

Later in this paper, from the viewpoints as discussed above, we formalize the
anonymity metrics for practical anonymous networks.

Next, we shall discuss whether or not deterministic anonymous networks can
provide anonymity efficiently in terms of computational complexity. Unfortu-
nately, we can show that we have little hope of efficient anonymous networks
only by means of deterministic approaches.

As a result we need to invent practical anonymous networks by probabilistic
or heuristic means. Hence we consider several possible (practical) anonymous
protocols, run simulation experiments for them, and discuss the results. Simula-
tion results show that we can enhance anonymity only by taking into considera-
tion the neighborhood nodes. Especially, anonymous protocols considered in the
experiments suggest some possible extensions to the famous Crowds anonymous
system.

The rest of the paper is organized as follows. In Sect. 2 we propose novel
anonymous metrics and discuss various aspects of them. In Sect. 3 we run simu-
lation experiments to investigate heuristic approaches. Finally, we conclude this
paper in Sect. 4.

2 Proposed Anonymity Metrics and Evaluation

In this section, we propose and discuss two anonymity metrics for practical
anonymous networks.
As stated in Sect. 1, our proposed metrics are briefly summarized as follows:



1. anonymity properties with respect to communication paths, and
2. anonymity properties with respect to the possibility of selecting trusted prox-
ies.

In this section, we first present the background of each anonymity metrics
and then formalize the two metrics. Next we discuss whether or not deterministic
protocols can provide anonymity efficiently in terms of computational complex-
ity. Unfortunately, we can show that we have little hope of efficient anonymous
networks only by means of deterministic approaches.

2.1 Anonymity Metric (1)
Background.

1. Generally speaking, as the number of the intermediate proxies on anony-
mous communication path increases, anonymity provided by the anonymous
network becomes higher.

2. On the other hand, communication costs cannot be infinitely high. Due to
performance reasons, constraints by network architectures, and so on, the
costs are under restriction to some length.

Now we model anonymity properties just discussed. First, in order to develop
an abstract model for evaluating anonymity from the viewpoint of the item 1
above, assume that some value is assigned to each node in the network. Moreover,
assume that anonymity afforded by anonymous communication can be estimated
by adding the value of each node on the path. In other words, a larger value of
the sum indicates a higher level of anonymity. Henceforth we suppose that we are
given a function which assigns the value to each node and we call the function
privacy function. The assigned values are called privacy values.

On the other hand, communication costs are usually constrained from the
viewpoint of the item 2. To express such a situation, let us assume that some
value, which is apart from the privacy value of the node, is assigned to each
node. Then as the sum of the values on a path becomes larger, the cost of the
path becomes larger. Henceforth we suppose that we are given a function which
assigns the value to each node and we call the function cost function®. The
assigned values are called cost values.

Given a network system, it would be straightforward to define cost functions.
With respect to privacy functions, we can consider various ways of deriving them.
For instance, we can take advantage of various available rating methods such as
those used in reputation systems [12,13].

For another example, ISO defines the international standard for se-
curity system evaluation, i.e., ISO 15408 [14]. In the standard, ‘Secu-
rity Functional Requirements’ prescribes several privacy conditions, that is,

3 Alternatively, we can assign a cost value to a communication link. However, for
simplicity, in this paper we model it as is given above.



FPR_AANO.1 Anonymity, FPR_PSE Pseudonymity, FPR_UNO.1 Unobservabil-
ity, and FPR_UNL.1 Unlinkability. They are good candidates for the basis on
which privacy functions are developed.

In summary, privacy and cost functions provide abstraction for anonymity
properties as mentioned above. In the rest of this paper, we suppose that these
two functions are given in advance. However, as shown later, it is shown that even
if such functions are available, effective anonymous communication networks can
hardly be built only by means of deterministic methods.

Formalization and Evaluation. In this section, we formalize the anonymity
metric discussed in Sect. 2.1.

First, a network is supposed to be represented by a directed graph G = (V,
E). Here V is a set of nodes (proxies) and E is a set of directed edges. In general
E CV xV holds.

Hereinafter in this paper we denote an initiator and a responder by s and d
(€ V), respectively, unless explicitly stated. Moreover, as discussed in Sect. 2.1,
we assume that privacy function P : V' — N and cost function C : V' — N are
given. Here N is a set of non-negative integers.

Now we are ready to define the anonymity metric as follows:

Definition 1. In a directed graph G, with respect to a path vy (= s), va, ...,
v (=d), if 0, P(v;) > p and Y C(v;) < ¢, then we call the path (p,
¢)-anonymous.

Next we shall discuss whether or not deterministic protocols can efficiently
provide anonymity in terms of the metric. For that purpose, we define a decision
problem corresponding to the anonymity metric as follows:

Problem 1. ((p, ¢)-anonymity)

[INSTANCE] A directed graph G = (V, E), s, d € V, and privacy function
P :V — N and cost function C : V. — N.

[QUESTION] Is there a (p, ¢)-anonymous path from s to d?

Now we can prove Theorem 1.
Theorem 1. (p, ¢)-anonymity is NP complete.

Proof. Given G, privacy function P, cost function C, and a path vy (= s), v, .. .,
vn, (= d), it should be obvious that in polynomial time we can determine whether
or not the path is (p, ¢)-anonymous. Thus we can construct a non-deterministic
algorithm to solve (p, c¢)-anonymity in polynomial time and consequently (p,
c¢)-anonymity is in NP.

Now we show that “PARTITION”, which is known to be NP-complete,
is polynomially reducible to (p, c¢)-anonymity. PARTITION is defined as fol-
lows [15]:



Problem 2. (PARTITION)

[INSTANCE] A finite set A = {a1, a2, ..., a,} and a size function w :
A— N.

[QUESTION] Is there a subset A" C A such that )  _, w(a) =

Laca—aw(a)?

When we are given an arbitrary instance of PARTITION, we construct the
following graph G = (V, E), and define privacy function P, cost function C, and
the privacy and cost values p and c respectively.

V ={ai,0,a20,--- ,n,0,8nt1)0} U (U{Gi,h ai,2}>

i=1

E= (U{(‘%’,O;%’,l)}) U (U{(ai,o,ai,2)}> U (U{(aiﬁha(ﬂrl)ﬁ)})
U (U{(ai,z,a(i+1),0)}>

Plai1) =C(ai1) = w(a;) (i=1,...,n)
’P(G,Z,Q) = C(ai72) = 0 (l = 1, ,TL)
’P(aip = Cgbaip) =0 (l = 1, ,n + 1)
p=c= % Z w(a;)

where a; o = s and a(p41),0 = d.

To illustrate the above reduction, for example we depict in Fig. 1 the reduc-
tion where the instance of PARTITION is A = {a1, a2, az}, w(a1) = 3, w(az)
=5, w(ag) = 2.

Let us now suppose that PARTITION has a solution A" = {a;,, ai,, -.., a;, }.
Without loss of generality, assume that ¢; < ¢z ... < ¢;. In such a case we define
a function § as follows:

1if k = ¢; for some [
2 otherwise

5(k) = {

By using function §, consider a path P = a1, a1 5(1), @2,0, @2,5(2), - @n,5(n)>
A(nt1),0- We can readily see that P is (p, c)-anonymous in G. This is because
Yaep Pla) = ,cpCla) = 31, w(a;) (= p = c). For example, in Fig. 1, the
path corresponds to a0, @1,1, G2,0, G2,2, 83,0, G3,1, Q4,0

Conversely, assume that graph G has a (p, ¢)-anonymous path. Let us further

assume that a;, 1, a1, ..., a;;,1 are all nodes such that the second subscript is
one. It is now clear that {a;,, as,, ..., a;; } (= A’) is a solution of PARTITION.
]

It is well-known that in some NP-complete problems there exist algorithms
to find solutions which are never far from optimal ones by more than some



P(alyl):c(al’l):3 P(a

21)7C(8,,)=5

P(alv2)=C(a1Y2)=0 P(a2Y2)=C(a2’2)=O P(a3‘2)=C(a3Y2)=O
P(al‘O )= C(al‘O )= P(az’0 )= C(az,o) = P(as,o )= C(as,o) = P(a4’0 )= C(a4’0 )=0

p:c:5

Fig. 1. Reduction from PARTITION

specific bounds. They are called approzimation algorithms [15]. Unfortunately,
(p, ¢)-anonymity is so difficult that there does not exist such an approximation
algorithm. This will be shown below.

We denote by I an instance of (p, ¢)-anonymity with some fixed c¢. Further-
more, a solution by an optimization algorithm that maximizes > P(v;) of I
is denoted by OPT'(I) (such problems are called optimization problems). Obvi-
ously (p, ¢)-anonymity is no more difficult than a problem to find OPT(I) and
the latter problem is thus NP-hard.

Now we can prove Theorem 2.

Theorem 2. If P # NP, then there does not exist a deterministic polynomial
algorithm (approzimation algorithm) A which can guarantee |OPT(I)— A(I)| <
p' for a fized p' and all instances I of the optimization problems for (p, c)-
anonymity.

Proof. We prove this theorem by contradiction. Without loss of generality, as-
sume that p’ is a positive integer.

Suppose that there is an A in Theorem 2. In such a case, by using A, we
can construct a deterministic polynomial algorithm B which can solve (p, ¢)-
anonymity, which contradicts the assumption P # NP.

B is actually constructed as follows. First we denote by I' a new instance
where privacy function P is replaced by P’, which is defined as P'(v) = (p' +
1)P(v).

Then candidate solutions for I’ are clearly the same as those for I and the
privacy value of a solution for I' is (p' 4+ 1) times the corresponding value for I.
Now note that every solution for I’ is a multiple of p’ + 1 and that |OPT(I")
—A(I'")] <p' holds. So it must hold that |OPT(I") —A(I')] = 0 and finally we
can conclude that |OPT(I) —B(I)| = |OPT(I') —A(I")| /(p' +1) = 0. However,
the fact also means that we can find OPT(I) in polynomial time. This is a
contradiction. O



2.2  Anonymity Metric (2)

In this section we propose and discuss another anonymity metric.

Background. As discussed in Sect. 1, the most primitive form of anonymous
communication is via one or more proxies. However, in practical anonymous
communication networks, it is not always possible to select a trusted proxy
when an initiator anonymously sends messages to a responder because of the
network topology or the locations of the initiator or responder. Moreover, we
cannot trust all proxies in the network.

Hence if an initiator can choose a trusted proxy to which she first dispatches
her messages whenever she initiates anonymous communication with various re-
sponders, then such anonymous networks can afford a desired level of anonymity.
Therefore we can consider anonymity metric whether or not we can arrange
trusted proxies in the anonymous network in such a way as stated above.

Formalization and Evaluation. Here we formalize anonymity metric dis-
cussed in Sect. 2.2.

First, as in Sect. 2.1, we regard a network as a directed graph G = (V, E).
Moreover, let s € V and a set of nodes {d1, do, ..., dj} C V be an initiator and
a set of responders, respectively.

Now we can formalize anonymity metric discussed in Sect. 2.2 as follows:

Definition 2. Suppose that we are given a directed graph G = (V,E), s € V,
and a set of nodes {dy, da, ..., d;} C V. In such a case, if for a fixed positive
value t (< |V|) there exist a subset T C V, |T| < t such that we can always
find some n € T on paths from s to every d € {di, ..., d;}, then we call G is
t-locatable with respect to s and {d1, ..., d;}.

Next we shall discuss whether or not deterministic protocols can efficiently
provide anonymity in terms of the metric. For that purpose, we define a decision
problem corresponding to the anonymity metric as follows:

Problem 3. (t-locatability)

[INSTANCE] A directed graph G = (V, E), s € V, aresponder set {d, da,
..., d;j} CV, and a positive value ¢ (< |V]).

[QUESTION] Is a graph G is t-locatable with respect to initiator s and a
responder set {dy, da, ..., d; }?

Based on the above definitions, we can now prove Theorem 3.
Theorem 3. t-locatability is NP-complete.

Proof. t-locatability is in NP. This is because we can construct a non-
deterministic polynomial algorithm which arbitrarily chooses a subset of V' and
determines whether or not the subset satisfies the condition of ¢t-locatability.
Next we show that an NP-complete problem, “VERTEX COVER”, is in poly-
nomial time reduced to t-locatability. VERTEX COVER is defined below [15]:



Fig. 2. An Instance of VERTEX COVER

Problem 4. (VERTEX COVER)
[INSTANCE] Graph G = (V, E), positive integer K < |V|.
[QUESTION] Is there a vertex cover of size K or less for G, i.e., a subset
V' CV with |V'| < K such that for each edge {u,v} € E at least one of u and
v belongs to V'?

where G is an undirected graph.
Given an instance of VERTEX COVER, we transform it into an instance of
t-locatability, which is defined as follows:

— Graph G" = (V",E"), where V' = {s} UV U {vv2 | (v1,v2) € E} and
E" ={(s,v) | v € V}U{(v1,v102), (v2,v102) | (v1,v2) € E}.

initiator = s,

— responder set = {vyvy | (v1,v2) € E}

—t=K

Note that in the above reduction, vivs ((v1,v2) € E) represents a single node in
G".

To demonstrate an example of the reduction, we pay attention to an instance of
VERTEX COVER as shown in Fig. 2. The instance is reduced to the instance
of t-locatability depicted in Fig. 3.

Below we show that the reduction given above is actually polynomial time
reduction from VERTEX COVER to t-locatability.

First let us suppose that VERTEX COVER has a solution V' = {v;,, vi,, ..,
v;;} (j < K).Insuch a case T = V' (C V") is a solution for the corresponding
instance of ¢t-locatability. The reason is as follows. Let R = {vyv2 | (v1, v2) € E}
be a responder set of G". Then a path from s to a responder v;vs € R is either
§ = U1 — VU3 Or § — Vg — U1 vs. Keeping in mind that (vy, v2) € E and V' is a
solution of VERTEX COVER, we can see that either vy € V' (= T) or vy € V'
(= T) holds. Consequently all we have to do is to place a proxy on v, (€ V') or
vo (€ V'), respectively in the former case or the latter.

Conversely, if an instance of t-locatability given above has a solution T' = {v;, ,
Viy, -, Vi, }, then we can conclude that V' = T" in a similar manner.



Fig. 3. Reduction from VERTEX COVER

At this stage it should be clear that the above reduction can be done in
polynomial time. O

Now we consider an approximation algorithm to the optimization problem for ¢-
locatability. In a similar way as in the case of (p, ¢)-anonymity, given an instance
I of the optimization problem for ¢-locatability, we denote by OPT(I) a solution
found by an optimization algorithm of the problem that minimizes t. Then we
can show that it is difficult to even find a solution approximate to the optimal
one.

Theorem 4. If P # NP, then no polynomial time approzimation algorithm A
for t-locatability can guarantee |OPT(I) — A(I)| < t' for a fized constant t'.

Proof. We can show this theorem again by contradiction as Theorem 2. Without
loss of generality, we assume that ¢’ is a positive integer.

Suppose that A is actually such an approximate algorithm in Theorem 4.
Then by using A we can construct a deterministic polynomial time algorithm B
which can solve t-locatability.

B is constructed as follows. First we consider a new instance I' of t-
locatability, where graph G is replaced by a new graph G' = (V', E’). G’ has the
same s as I and consists of (#' + 1) graphs, each of which is isomorphic to G.

More precisely, G’ is defined as follows:



Vi={stu{vfi]|veV,1<i<t +1}
U{vi[i]oali] | vivs € V1 <i <t + 1}

E' ={(s,v[i)lveV,1 <i<t' +1}
U{(v1[e], v1 [i]oali]) | vive € V,1 <@ <t + 1}
U{(v2[i], v1 [i]uali]) | vive € V,1 <@ <t + 1}

Then the corresponding nodes in G to candidate solutions for I’ are clearly
the candidate solutions for I and the number of proxies of a solution for I’ is
(t' + 1) times the corresponding value for I. Now note that every solution for I'
is a multiple of #' + 1 and that |OPT(I') —A(I')| < t' holds. So it must hold
that |OPT(I") —A(I')| = 0 and finally we can conclude that |OPT(I) —B(I)]
= |OPT(I') —A(I")| /(' + 1) = 0. However, the fact also means that we can
find OPT(I) in polynomial time. Contradiction. a

2.3 Discussion

So far we have proposed and thoroughly discussed two new anonymity metrics
for practical anonymous networks ((p, ¢)-anonymity, t-locatability). It is also
possible to develop other anonymity metrics. In this section we take into consid-
eration some anonymity metrics other than (p, ¢)-anonymity and ¢-locatability.

For example, as mentioned before, it is the most intuitive to adopt anonymity
metric which considers anonymity properties where the level of anonymity be-
comes higher as the path which anonymous communication follows becomes
longer. Generally speaking, this can be formalized by a decision problem
“LONGEST PATH” [15].

Problem 5. (LONGEST PATH)

[INSTANCE] Graph G = (V, E), length l(e) € Z™ for each e € E, positive
integer K, specified vertices s, t € V.

[QUESTION] Is there a simple path in G from s to ¢ of length K or more,
i.e., whose edge lengths sum to at least K7

LONGEST PATH is also known to be NP-complete [15].

Let us consider another anonymity metric. When an initiator sends many
messages to a responder anonymously, as the number of paths the messages
follow becomes larger, it becomes more difficult for attackers to gather informa-
tion about the initiator and the responder and thus more anonymity would be
provided.

Anonymity metric for the case just mentioned can be formalized by
(bounded) disjoint paths [15]. Bounded disjoint paths are a set of paths whose
lengths are limited by some bound and no pair of which have a node in common.
More formally, the problem is defined as follows.



Problem 6. (MAXIMUM LENGTH-BOUNDED DISJOINT PATHS)
[INSTANCE] Graph G = (V, E), specified vertices s and ¢, positive integers
J, K <|V].
[QUESTION] Does G contain J or more mutually vertex disjoint paths
from s to ¢, none involving more than K edges?

MAXIMUM LENGTH-BOUNDED DISJOINT PATHS is NP-complete [15].

We also considered other anonymity metrics, which are omitted from this
paper due to the lack of space, most of which are in NP-complete. Needless to
say, it is strongly believed that it is almost impossible to solve NP-complete
problems efficiently (i.e., in polynomial time). This implies that NP # P.

Therefore based on the discussion so far, generally speaking, it is difficult to
establish effective practical anonymous networks only by means of deterministic
approaches. Hence practical anonymous networks should be built with proba-
bilistic or heuristic approaches.

3 Simulation Experiments

Based on the previous section, we consider several practical anonymous protocols
and run the simulation experiments for them in this section. As a result of the
experiments, we can show that heuristic approaches for anonymous networks
work fine in terms of our anonymity metrics.

3.1 Descriptions of Simulations

In this section we discuss the background for our simulation experiments.

In order to conduct network simulation, first we have to generate network
topologies which conform to the existing networks. In our simulation experi-
ments, we have used Inet topology generator developed in Michigan University
[16].

Next we focus our attention on privacy and cost functions. Although we
can suppose various privacy and cost functions, in the simulation we define the
functions according to the following policies:

N1 Privacy and cost values are generated at random.

N2 Larger cost and smaller privacy values are assigned to articulation nodes?.
Intuitively speaking, articulation nodes are the points where various paths
join and so the attacks to such nodes can pose a serious threat to anonymity
properties. In other words, N2 is one example scenario in favor of attackers.
In our simulation, we assign every articulation node and its adjacent node
(i.e., connected through an edge) to more than 0.8 times the maximum cost
value with probability 0.8. Furthermore, with probability 0.8, we assign every
articulation node and its adjacent node to less than 0.2 times the maximum
privacy value.

4 Articulation nodes are what increase the number of connected components of the
graph if they are removed [17].



Table 1. Simulation results (N1)

P1+N1|P2+N1|P3+N1|P44+N1|P5+N1
length 5.68 5.55 5.86 3.93 3.86

cost [2968.53(2390.54(3112.20|1790.56|2174.50
privacy|3119.67|2973.76/3818.19|2259.76|2232.12

Table 2. Simulation results (N2)

P1+N2|P2+N2|P3+N2(P44+N2|P5+N2
length 5.51 5.71 5.59 3.77 3.88

cost [5392.66(4893.18(5132.26|3670.01|4019.74
privacy|1125.10|1512.52|1751.69|1039.15| 843.36

Furthermore, in our simulation we implement the following anonymous com-
munication protocols.

P1 Crowds protocol [7]

P2 Crowds protocol with a strategy to choose a node with the smallest cost
value when forwarding messages.

P3 Crowds protocol with a strategy to choose a node with the largest anonymity
value when forwarding messages.

P4 protocol to choose a path with the smallest sum of the cost values of the
nodes on the path.

P5 shortest path (just for comparison)

3.2 Evaluation

As stated in Sect. 3.1, there are two ways of network conditions (N1 and N2)
and five ways of protocols (P1, P2, P3, P4, and P5). Thus we combinedly
have ten ways of simulation experiments. Henceforth we call each of them
P1+N1, P14+N2, P2+N1, P2+N2, P3+N1, P3+N2, P44+-N1, P44+N2, P5+NI1,
and P5+N2, respectively.

The network topology used in our simulation was generated by Inet and the
number of the nodes is 3037. Privacy and cost values are integers from 0 to 1000.
The forwarding probability of Crowds is 2/3. Finally, initiators and responders
were chosen randomly and each experiment was run 1000 times. We show the
averages of the simulation experiments in Table 1 and 2.

In the following evaluation, we regard P1+N1, i.e., Crowds protocol on a
network with random privacy and cost values, as the base for comparison.

First consider the case in Fig. 1. In comparison of P2+N1 with P14+N1, since
P2 selects a node with the smallest cost value, the average of the value decreases
by 19.5%. At the same time, the average privacy value also decreases by 4.7%.
However, the rate of decrease of the cost value is greater than that of the privacy
and consequently it shows the effectiveness of P2.

Similarly, in comparison of P3+N1 with P1+N1, since P3 selects a node with
the largest privacy value, the average of the value increases by 22.4%. On the



other hand, the average cost value also increases, but only by 4.8%. Hence we
can see that P3 is also a promising heuristic.

With respect to P4+N1, since P4 selects a path with the smallest sum of
the cost values of the nodes on the path, the rate of decrease of cost values is
the largest (39.7% decrease in comparison with P14+N1). However, the rate of
decrease of the privacy values is also large (27.6% decrease in comparison with
P1+N1). This is partly because paths with smaller cost values are often shorter
and hence privacy values also become smaller.

This consideration is supported by the comparison of P5+N1 with P1+N1.
That is, generally speaking, as a path becomes shorter, the sums of privacy and
cost values on the path also become smaller. Consequently it is not obvious
whether or not P4 and P5 are useful.

In the case in Table 2, we can evaluate the experiments in a similar way as
in Table 1. However, in Table 2, we can immediately see that cost and privacy
ratios of P2+N2, P3+N2 and P4+N2 with respect to P1+N2 are better than
those of P2+N1, P3+N1 and P4+N1 with respect to P1+N1, respectively. This
is because N2 is a scenario in favor of attackers and we can obtain greater effects
from anonymous protocols which try to enhance anonymity. On the other hand,
it is not clear whether or not P5+N2 is more effective than P5+N1.

Note that P1 (Crowds), P2, and P3 do not need information about a whole
network, but only about the neighborhood nodes. In other words, from the simu-
lation experiments, we can see that if we monitor only the neighbors and assign
appropriate privacy and cost values to the nodes, then we can get significant
effects. In particular, since Crowds does not take into consideration such cases,
if we slightly modify it as P2 or P3, then we can get more effective version of
Crowds anonymous communication protocols.

4 Conclusion

Anonymous communication networks are indispensable to protect users’ privacy
in open networks such as the Internet. In the paper we have evaluated various
aspects of anonymity properties afforded by practical anonymous communication
networks.

In this paper we proposed two novel anonymity metrics for practical anony-
mous communication networks. Furthermore we discussed whether or not deter-
ministic protocols can provide anonymity efficiently in terms of computational
complexity. Unfortunately, we can show that we have little hope of efficient
anonymous networks only by means of deterministic approaches.

Finally we run simulation experiments and discussed the results. Simulation
results show that we can enhance anonymity only by taking into consideration
the neighborhood nodes. Especially, anonymous protocols considered in the ex-
periments suggest some possible extensions to the famous Crowds anonymous
system.
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