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Abstract. Elliptic curve cryptosystems, proposed by Koblitz([8]) and Miller([11]), can be constructed over a smaller definition field than the ElGamal cryptosystems([5]) or the RSA cryptosystems([16]). This is why elliptic curve cryptosystems have begun to attract notice. There are mainly two types in elliptic curve cryptosystems, elliptic curves \(E\) over \(\mathbb{F}_{2^r}\) and \(E\) over \(\mathbb{F}_p\). Some current systems based on ElGamal or RSA may often use modulo arithmetic over \(\mathbb{F}_p\). Therefore it is convenient to construct fast elliptic curve cryptosystems over \(\mathbb{F}_p\). In this paper, we investigate how to implement elliptic curve cryptosystems on \(E/\mathbb{F}_p\).

1 Introduction

Koblitz ([8]) and Miller ([11]) proposed a method by which public key cryptosystems can be constructed on the group of points on an elliptic curve over a finite field instead of a finite field. If elliptic curve cryptosystems avoid the Menezes-Okamoto-Vanstone reduction ([13]), then the only known attacks are the Pollard \(\rho\)--method ([15]) and the Pohlig-Hellman method ([14]). So up to the present, we can construct elliptic curve cryptosystems over a smaller definition field than the discrete-logarithm-problem(DLP)-based cryptosystems like ElGamal cryptosystems([5]) or DSA([3]) and the RSA cryptosystems([16]). Elliptic curve cryptosystems with 160-bit key have the same security as both ElGamal cryptosystems and RSA with 1,024-bit key. This is why elliptic curve cryptosystems have been discussed in ISO/IEC CD 14883-3, ISO/IEC DIS 11770-3, ANSI ASC X.9, X.9.62, and IEEE P1363([7]). As standardization is advanced, fast implementation of elliptic curve cryptosystems has been reported([6, 20, 22]).

There are mainly two types in elliptic curve cryptosystems, elliptic curves over \(\mathbb{F}_{2^r}\) and elliptic curves over \(\mathbb{F}_p\). Up to the present, the study on implementation has been often aimed at elliptic curves over \(\mathbb{F}_{2^r}\) since arithmetic in \(\mathbb{F}_{2^r}\) has an advantage of good performance in hardware. Practically speaking, however, DLP-based cryptosystems or RSA cryptosystems, both of which use modular arithmetic over \(\mathbb{F}_p\), have been widely used in many systems. Therefore it would be convenient to construct elliptic curve cryptosystems over \(\mathbb{F}_p\) since we can offer both RSA and elliptic curve cryptosystems with one modular arithmetic.

Elliptic curve cryptosystems mainly consist of elliptic curve exponentiations. This paper studies efficient elliptic curve exponentiation, which aims at elliptic curves over \(\mathbb{F}_p\) but can be applied to any elliptic curve. Studies on elliptic curve
exponentiations are mainly classified into three factors: the coordinate, an exponentiation for a fixed point, and an exponentiation for a random point. This paper investigates these three factors:

1. **The coordinate:** Elliptic curve exponentiation can be computed by repeating additions and doublings, where the repeated number of additions can be reduced by a suitable algorithm, but that of doublings can not be reduced especially in the case of exponentiation for a random point. On the other hand, we can define some coordinates on an elliptic curve, which give each different addition formula. So we investigate the efficiency of the addition formula in jacobian coordinates([2]) which is less familiar than projective coordinates. Jacobian coordinates offer a slower addition but a faster doubling, which should be suitable for elliptic curve exponentiation.

2. **Exponentiation for a fixed point:** In this case, the precomputation table method([1]) is useful, which computes an elliptic curve exponentiation by repeating only additions and no doubling. In order to make use of a feature of jacobian coordinates, we propose a new algorithm which requires more doublings but fewer additions. Total computation amount for $kG$ in our algorithm is less than [1].

3. **Exponentiation for a random point:** In this case, the addition-subtraction method is usually mixed with the window method([10, 12, 9, 20]). In this approach, an interval between two windows mainly determines the computation amount: the longer the interval is, the less the computation amount is. Importantly, signed binary representation of $k$ is not determined uniquely, while an interval differs for each signed binary representation. An average interval by mixing the signed binary representation in [12] and the window method is 4/3, that in [9] is 3/2. Here we present a new method for signed binary representation, which improves the average interval to 2 by mixing with the window method.

This paper is organized as follows. Section 2 discusses jacobian coordinates. Section 3 investigates each suitable algorithm for exponentiation of a fixed point and a random. Two implements of a 160-bit definition field and a 169-bit definition field are presented in appendices.

2 The coordinate

An elliptic curve can be represented by several sets of coordinates. The addition formula, which is defined by setting a point at infinity $O$ to zero, differs for each coordinate: the computation amount of addition differs for each coordinate. Two coordinates, affine coordinates and projective coordinates, are well known([19]). Affine coordinate requires a division in every addition and every doubling but requires fewer multiplications than projective coordinate. On the other hand, projective coordinate does not require any division in either addition or doubling and does require a division only once in the final stage of the computation of elliptic curve exponentiation. In the case of $\mathbb{F}_p$, the computation of elliptic curve exponentiation in projective coordinates is faster than that in affine coordinates since the ratio of the computation amount of division in $\mathbb{F}_p$ to that of
Here we discuss another coordinate([2]), which is called jacobian coordinate in this paper. The addition formula in jacobian coordinates is similar to projective coordinate: it does not require any division modulo \( p \) in either addition or doubling and does require a division only once in the final stage of the computation of elliptic curve exponentiation. However, jacobian coordinates offer a doubling with less computation amount but an addition with more computation amount than projective coordinates. This feature should be suitable for elliptic curve exponentiation since the number of additions required in elliptic curve exponentiation can be reduced by a suitable algorithm, but that of doublings may not be reduced.

Here we presents the addition formula in jacobian coordinate which is a slightly revised version of ([2]). Let an elliptic curve over \( \mathbb{F}_p \) be

\[ E : y^2 = x^3 + ax + b \quad (a, b \in \mathbb{F}_p, 4a^3 + 27b^2 \neq 0). \]

For the elliptic curve, the jacobian coordinate sets \( x = X/Z^2 \) and \( y = Y/Z^3 \) i.e.

\[ E : Y^2 = X^3 + aXZ^4 + bZ^6. \]

The addition formulae in the jacobian coordinates are the following. Let \( P = (X_1, Y_1, Z_1), Q = (X_2, Y_2, Z_2) \) and \( P + Q = R = (X_3, Y_3, Z_3) \).

- **Curve addition formula in jacobian coordinates** \((P \neq \pm Q)\)
  \[ X_3 = -H^3 - 2U_1H^2 + r^2, Y_3 = -S_1H^3 + r(U_1H^2 - X_3), Z_3 = Z_1Z_2H, \]
  where \( U_1 = X_1Z_2^2, U_2 = X_2Z_1^2, S_1 = Y_1Z_2^2, S_2 = Y_2Z_1^2, H = U_2 - U_1, r = S_2 - S_1; \)

- **Curve doubling formula in jacobian coordinates** \((R = 2P)\)
  \[ X_3 = T, Y_3 = -8Y_1^4 + M(S - T), Z_3 = 2Y_1Z_1, \]
  where \( S = 4X_1Y_1^2, M = 3X_1^2 + aZ_1^4, T = -2S + M^2. \)

Here we discuss the computation amount of addition formulae. We denote the computation amount for 1 multiplication(resp. division) in \( \mathbb{F}_p \) by \( M \) (resp. \( D \)). For simplicity, we neglect addition, subtraction and multiplication by a small constant in \( \mathbb{F}_p \) because they are much faster than multiplication and division in \( \mathbb{F}_p \). Table 1 presents the number of multiplications in addition formula of jacobian coordinates and projective coordinates, where the addition formula in projective coordinates is presented in Appendix A. Table 1 includes the following special cases: in the computation of a fixed point, we may set \( Z_1 \) to one or both \( Z_1 \) and \( Z_2 \) to one in addition formula. Doubling formula depends on a coefficient \( a \) of an elliptic curve: in the case of \( a = 0 \) or \( a = -3 \) (setting \( w = 3X_1^2 - 3Z_1^4 = 3(X_1 - Z_1^3)(X_1 + Z_1^3) \)), the computation amount is reduced. Note that addition formula does not depend on coefficients.

<table>
<thead>
<tr>
<th></th>
<th>addition</th>
<th>doubling</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( Z_1, Z_2 \neq 1 )</td>
<td>( Z_1 = 1 ), ( Z_2 = 1 )</td>
</tr>
<tr>
<td>Projective coordinate</td>
<td>14M</td>
<td>11M</td>
</tr>
<tr>
<td>Jacobian coordinate</td>
<td>16M</td>
<td>11M</td>
</tr>
</tbody>
</table>

Table 1. Number of multiplications in addition formula
3 Elliptic curve exponentiation

This section discusses elliptic curve exponentiations for a fixed point and a random point. Both discussion depends neither on the size of definition field nor on the characteristic of definition field.

3.1 Exponentiation for a fixed point

For simplicity, here we assume a 160-bit definition field \( \mathbb{F}_p \). As for a fixed point, the precomputation table method is useful ([1]): it prepares a table of 40 points \( 16^iG \) for \( i = 1, \cdots, 40 \), each of which \( Z \)-coordinate is set to 1, and computes \( kG \) in about 44 additions/subtractions. Since this method does not require any doubling, projective coordinate is suitable. The computation amount sums up to \( 500M + D \), considering carefully three cases of addition in Table 1. Note that the computation amount does not depend on a coefficient \( a \) of an elliptic curve.

As we have seen in Section 2, the computation amount of doubling is less than that of addition. Therefore we would reduce the number of additions rather than that of doublings. Here we describe another method which requires more doublings but fewer additions than [1]. The tables consist of 62 points,

\[
A[s] = \sum_{j=0}^{4} a_{s,j}2^{32j}G \quad \text{and} \quad B[s] = \sum_{j=0}^{4} a_{s,j}2^{16+32j}G \quad (1 \leq s \leq 31),
\]

where \( a_{s,0}, \cdots, a_{s,4} \) is a representation of \( s \) in radix 2, that is \( s = \sum_{j=0}^{4} a_{s,j}2^j \).

The \( Z \)-coordinates of 62 points are also set to 1. Then the algorithm to compute \( kG \) is as follows, where \( k \) is set to \( k = \sum_{j=0}^{159} k[j]2^j \):

**Algorithm 1.**

1. set \( u_j = \sum_{i=0}^{4} k[32i + j]2^i \) and \( v_j = \sum_{i=0}^{4} k[32i + 16 + j]2^i \) for \( 0 \leq j \leq 15 \)
2. set \( A[0] = O, B[0] = O, \) and \( T = O \)
3. for \( i = 15 \) to 0 by \(-1\)
   \[
   T = 2T \quad \text{and} \quad T = T + A[u_i] + B[v_i]
   \]
4. output \( T = kG \).

The above algorithm computes \( kG \) by 30 additions and 15 doublings. Jacobian coordinate is suitable for this method. By using jacobian coordinate, the computation amount sums up to \( 479M + D \). If we set a coefficient \( a = 0 \) of elliptic curve, the computation amount is reduced to \( 434M + D \).

To sum up, our method with jacobian coordinate can reduce the computation amount of \( kG \) by 4% of [1]. Furthermore by selecting a suitable elliptic curve like a coefficient \( a = 0 \) it is reduced by 13% of [1].

3.2 Exponentiation for a random point

As for the computation of \( kP \) for a random point \( P \), the addition-subtraction method is commonly mixed with the window method ([10, 12, 9, 20]). In this approach, an interval between two windows mainly determines the computation amount for \( kP \): the longer the interval is, the less the computation amount is. Importantly, signed binary representation of \( k \) is not determined uniquely,
while an interval differs for each signed binary representation. Here we present new signed binary representation, which can offer a longer interval by mixing with the window method. A feature of our method is that the signed binary representation depends on a width in the window method. On the other hand, known representation ([10, 12, 9]) is independent of the window method. Let \( n = \lceil \log_2(k) \rceil \), \( k = \sum_{i=0}^{n} k_i 2^i \) (\( k_i = 0, 1 \)) in binary representation, and \( w \) be a width in the window method. The following algorithm transforms \( k \) into \( k' = \sum_{i=0}^{n} k'_i 2^i \) (\( k'_i = 0, \pm 1 \)) in signed binary while setting windows \( W[j](j = 0, 1, \cdots) \):

Algorithm 2.
1. set \( i = 0, j = 0 \) and \( k[n+1] = 0 \)
2. while \( i \leq n \) do:
   if \( i + w - 1 \geq n - w \), then set \( k'[i] = k[i], \cdots, k'[n] = k[n] \),
   set \( W[j] = (k[i+w-1], \cdots, k[i+1], k[i]) \) and goto 3.
   if \( k[i] = 0 \), then set \( k'[i] = k[i], i = i + 1 \), and goto 2.
   if \( k[i] = 1 \), then set \( t[j] = \sum_{t=0}^{w-1} k[i+t]2^t \)
   if \( k[i+w] = 0 \), then set \( k'[i] = k[i], \cdots, k'[i+w] = k[i+w] \),
   set \( W[j] = (k[i+w-1], \cdots, k[i+1], k[i]) \),
   set \( j = j + 1 \), \( i = i + w + 1 \) and goto 2.
   if \( k[i+w] = 1 \), then for first \( t \) satisfying \( k[t] = 0 \) (\( t = i + w + 1, \cdots \))
   set \( k'[i+w] = 0, \cdots, k'[t-1] = 0 \), and \( k[t] = 1 \),
   set \( t[j] = 2w - t[j] = \sum_{t=0}^{w-1} k'[i+t]2^t \) (in binary representation),
   set \( k'[i] = -k'[i], \cdots, k'[i+w-1] = -k'[i+w-1] \),
   set \( W[j] = k'[i+w-1], \cdots, k'[i+1], k'[i]) \),
   set \( i = t, j = j + 1 \) and goto 2.
3. output \( k' = \sum_{i=0}^{n} k'_i 2^i \) (\( k'_i = 0, \pm 1 \)) and \( W[i](i = 0, 1, \cdots) \).

Let the most significant window be \( W[s-1] = (k'[i+w-1], \cdots, k'[i+1], k'[i]) \). For convenience, set \( W[s] = (k'[n], \cdots, k'[i+w]) \), where \( i + w \geq n - w + 1 \) from Algorithm 2. Then \( k' \) is written as

\[
k' = 2^w (2^i \cdots 2^{i-1} (2^i W[s] + W[s-1]) \cdots + W[0]) \ (0 \leq t_i).
\]

In order to decrease the number \( t_i \) of doublings, we revise \( W[s] \) to a window with a length at most \( w \) from MSB and fit the most significant bit of \( W[s-1] \) to the new \( W[s] \), while leaving others as they are. Then we can compute \( kP \) from MSB to LSB by using the transformation of \( k \) after preparing points \( P, 3P, \ldots, (2^w - 1)P \).

Example. Set \( w = 4 \). For a given \( k = 1011011001101111 \) in binary representation, the algorithm transforms \( k \) into:

\[
\]

revise \( k' \) to:

\[
\]

where \( \overline{0} \) denotes \(-1\) and each block of underlined digits represents one window like \( W[0] \). Then \( kP \) can be computed by \( 2^6 (2^5 (2^3 W[3] + W[2]) + W[1]) + W[0]).\n
Let estimate the computation amount of exponentiation in this method. First we show that an average interval between two windows is 2:
Theorem 1. Algorithm 2 constructs windows at an average interval of 2 bits.

Proof. Let \( W[j] = (k[i+w-1], \ldots, k[i+1], k[i]) \) be a window. Then we show the next window \( W[j+1] \) will start at \( k[i+w+2] \) on the average. From Algorithm 2, the next window never starts at \( k[i+w] \). The next window starts at \( k[i+w+1] \) if and only if \((k[i+w+1], k[i+w]) = (0, 1), (1, 0)\). Therefore the probability of starting at \( k[i+w+1] \) is \( \frac{1}{2} \). The next window starts at \( k[i+w+2] \) if and only if \((k[i+w+2], k[i+w+1], k[i+w]) = (1, 0, 0), (0, 1, 1)\). Therefore the probability of starting at \( k[i+w+2] \) is \( \left(\frac{1}{2}\right)^2 \). Thus, an average interval between \( W[j] \) and \( W[j+1] \) is computed in \( \sum_{i=1}^{w} (\frac{1}{2})^i \simeq 2 \). Therefore the next window will start at \( k[i+w+2] \) on the average. \( \square \)

From the above theorem, we obtain the following approximate multiplication count \( T_w(n) \) for raising a point \( P \) to the \( n \)-th power by setting \( u = \sum_{i=0}^{w} t_i \) and \( L \) to be the average length of \( k' \) and using jacobian coordinates

\[
T_w(n) = (16 - \frac{5}{2^{w-1}})\left(\frac{L}{w+2}\right) + 10u + 16 \cdot 2^{w-1} - 15.
\]

Then it is easily shown that \( u = (n + 2 - (\frac{1}{2})^w - w) \) and \( L = n + \frac{3}{2} \). Therefore we obtain

\[
T_w(n) = (16 - \frac{5}{2^{w-1}})\left(\frac{n+3/2}{w+2}\right) + 10(n + 2 - (\frac{1}{2})^w - w) + 16 \cdot 2^{w-1} - 15.
\]

Choosing \( w \) to make \( T_w(n) \) minimal in the range of \( 150 < n < 170 \), we get \( w = 4 \) is optimal since \( T_3(n) > T_4(n) < T_5(n) \).

We discuss one case of \( n = 159 \), in which implementation is presented in Appendix B. Our algorithm computes \( kP \) in 33.7 additions and 157.9 doublings. The total computation amount of our algorithm with jacobian coordinates is \( 2098M + D \). On the other hand, the method of [9] requires \( 2384M + D \) in projective coordinates or \( 2141M + D \) in jacobian coordinates.

4 Conclusion

In this paper, we have been proposed efficient elliptic curve exponentiations for a fixed and a random point. As for a fixed point, our method with more doublings but fewer additions can compute \( kG \) with 160-bit \( k \) in 30 additions and 15 doublings. As for a random point, our method of mixing new signed representation with the window method can compute \( kP \) with 160-bit \( k \) in 33.7 additions and 157.9 doublings. The use of jacobian coordinate gives further improvement to the running time: elliptic curve exponentiation for a fixed point can be computed in \( 479M + D \) and that for a random point can be computed in \( 2098M + D \).
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A  The addition formula in projective coordinate

Let an elliptic curve over $\mathbb{F}_p (p > 3)$ be

$$E : y^2 = x^3 + ax + b \ (a, b \in \mathbb{F}_p, 4a^3 + 27b^2 \neq 0).$$

For the elliptic curve, the projective coordinate sets $x = X/Z$ and $y = Y/Z$ i.e.

$$E : Y^2Z = X^3 + aXZ^2 + bZ^3.$$ 

The addition formulae in projective coordinates are the following. Let $P = (X_1, Y_1, Z_1)$, $Q = (X_2, Y_2, Z_2)$ and $P + Q = R = (X_3, Y_3, Z_3)$.

- **Curve addition formula in projective coordinates ($P \neq \pm Q$)**
  \[
  X_3 = vA, Y_3 = u(v^3X_1Z_2 - A) - v^3Y_1Z_2, Z_3 = v^3Z_1Z_2, \quad (1)
  \]
  where $u = Y_2Z_1 - Y_1Z_2, v = X_2Z_1 - X_1Z_2, A = u^2Z_1Z_2 - v^3 - 2v^2X_1Z_2$;

- **Curve doubling formula in projective coordinates ($R = 2P$)**
  \[
  X_3 = 2hs, Y_3 = w(4B - h) - 8Y_1^2s^2, Z_3 = 8s^3, \quad (2)
  \]
  where $w = aZ_1^2 + 3X_1^2, s = Y_1Z_1, B = X_1Y_1s, h = u^2 - 8B$.

B  Implementation of elliptic curve exponentiations

B.1  Elliptic curves

Elliptic curves $E/\mathbb{F}_p$ with order divisible by 160-bit or more prime is secure if it satisfies MOV-condition([7]). As we have seen in Section 2, the computation amount of doubling is reduced in the case of a coefficient $a = 0$ or $-3$ of elliptic curve. Here we implement two elliptic curves with a coefficient $a = 0$ in 160-bit and 169-bit key size.

1. **160-bit key size**
   - a definition field $\mathbb{F}_{p_1}$: $p_1 = 2^{160} - 2013$
   - an elliptic curve $E_1$: $y^2 = x^3 + 4, \#E_1(\mathbb{F}_{p_1}) = 3 * 13 * q_1$, where $q_1$ is a prime
     $q_1 = 3747440 \ 09572 \ 02638 \ 92829 \ 95765 \ 50867 \ 08565 \ 09759 \ 22411$
   - a basepoint $G_1$: $(x_1, y_1) \in E_1(\mathbb{F}_{p_1})$ with order $q_1$, where
     $x_1 = 1312 \ 01277 \ 27149 \ 38861 \ 46561 \ 78958 \ 06449 \ 61829 \ 03474 \ 73840$
     $y_1 = 1143 \ 61120 \ 94309 \ 35596 \ 62639 \ 62368 \ 56710 \ 92306 \ 44246 \ 02993$

2. **169-bit key size**
   - a definition field $\mathbb{F}_{p_2}$: $p_2 = 2^{169} - 1825$
   - an elliptic curve $E_2$: $y^2 = x^3 + 49, \#E_2(\mathbb{F}_{p_2}) = 3 * 67 * q_2$, where $q_2$ is a prime
     $q_2 = 3722 \ 83004 \ 13603 \ 09920 \ 99645 \ 09743 \ 01139 \ 56489 \ 04413 \ 35543$
   - a basepoint $G_2$: $(x_2, y_2) \in E_2(\mathbb{F}_{p_2})$ with order $q_2$, where
     $x_2 = 1 \ 55608 \ 20629 \ 69890 \ 07722 \ 36926 \ 87616 \ 67589 \ 98487 \ 34687 \ 95184$
     $y_2 = 55502 \ 35686 \ 97076 \ 18367 \ 46840 \ 54359 \ 62467 \ 42560 \ 87632 \ 81833$
Here we discuss cryptographic differences between $E_1$ and $E_2$. From a security and efficiency point of view, these two elliptic curves give almost the same security, while the exponentiations in $E_1$ can be computed faster than that in $E_2$. However, from an application point of view, ElGamal encryption on $E_2$ can encrypt a 168-bit Triple-DES key([17]) but $E_1$ can not.

B.2 The running time

Here presents the running time of elliptic curve exponentiations over 160-bit and 169-bit definition fields in our methods. Our modulo arithmetic uses GNU MP Library GMP([21]) in order to make easy comparison possible since GMP might be most popular multiprecision library. The platform is SS-5(MicroSPARC 110 MHz/Solaris 2.4) with a 32 bit word size. Table 2 shows the running time.

ElGamal encryption on an elliptic curve mainly consists of one exponentiation of a fixed point and one exponentiation of a random point. Therefore we can estimate that Triple-DES key can be encrypted in about 42 msec.

<table>
<thead>
<tr>
<th></th>
<th>$E_1/\mathbb{F}_{p_1}(p_1 = 2^{160} - 2013)$</th>
<th>$E_2/\mathbb{F}_{p_2}(p_2 = 2^{169} - 1825)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>160 bit /169 bit addition</td>
<td>0.88 $\mu$sec</td>
<td>1.31 $\mu$sec</td>
</tr>
<tr>
<td>160 bit /169 bit multiply</td>
<td>9.66 $\mu$sec</td>
<td>12.04 $\mu$sec</td>
</tr>
<tr>
<td>160 bit /169 bit square</td>
<td>7.65 $\mu$sec</td>
<td>9.77 $\mu$sec</td>
</tr>
<tr>
<td>modular reduction</td>
<td>4.81 $\mu$sec</td>
<td>5.76 $\mu$sec</td>
</tr>
<tr>
<td>160 bit /169 bit division</td>
<td>0.91 msec</td>
<td>1.00 msec</td>
</tr>
<tr>
<td>addition(jacobian-coordinate)</td>
<td>0.23 msec</td>
<td>0.30 msec</td>
</tr>
<tr>
<td>doubling(jacobian-coordinate)</td>
<td>0.12 msec</td>
<td>0.13 msec</td>
</tr>
<tr>
<td>exponentiation of a fixed point</td>
<td>7.79 msec</td>
<td>9.31 msec</td>
</tr>
<tr>
<td>exponentiation of a random point</td>
<td>26.93 msec</td>
<td>32.54 msec</td>
</tr>
</tbody>
</table>

Table 2. Time of elliptic curve operations
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