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The nonlinear spontaneous oscillation of photoluminescence �PL� intensity in an ensemble of
semiconductor quantum dots �QDs�, which differs from the fluorescence intermittency of a single
QD, is investigated. The PL intensity in a QD dispersion slowly oscillates with time under
continuous illumination. The oscillatory behavior is found to vary with changing QD concentration,
solvent viscosity, volume fraction of irradiated region, and irradiation intensity. On the basis of
the Gray-Scott model �Chemical Oscillation and Instabilities: Non-linear Chemical Kinetics
�Clarendon, Oxford, 1994�; J. Phys. Chem. 89, 22 �1985�; Chem. Eng. Sci. 42, 307 �1987��, and its
comparison with the experimental results, it is revealed that the following processes are important
for PL oscillation: �1� mass transfer of QDs between the illuminated and dark regions, �2�
autocatalytic formation of vacant sites on QD surfaces via photodesorption of ligand molecules, and
�3� passivation of vacant sites via photoadsorption of water molecules. © 2006 American Institute
of Physics. �DOI: 10.1063/1.2338804�

I. INTRODUCTION

Colloidal semiconductor quantum dots �QDs� have at-
tracted much attention because of their interesting optical
properties, i.e., the quantum confinement effect.1,2 The pho-
tophysical and electronic properties of QDs have been ex-
posed by longstanding intensive studies,3–7 and various op-
toelectronic devices, such as lasers,3 light-emitting diodes,4

and photovoltaic cells,5 have been made as a result. QDs
have also been used as luminescent labels for biological
substances.8,9 One of the striking characteristics of QDs is
the fluorescence intermittency observed when a single QD is
continuously excited, which is more commonly known as a
“blinking” phenomenon.6,7,10 The fluorescence intermittency
has been found to be sensitive to environmental conditions.
For example, the fluorescence “on” probability is dramati-
cally enhanced when a QD is exposed to air immediately
after being under vacuum conditions.10 It means that the
steady-state photoluminescence �PL� intensity of a QD en-
semble is particularly sensitive to chemical species existing
around the QDs. Based on this sensitivity, and the ease with
which QDs can be surface functionalized, QDs are also ex-
pected to behave as good molecular sensors.11–13

We have recently reported the nonlinear spontaneous os-
cillation of the PL intensity of QDs, which is different from
the fluorescence intermittency of a single QD.14,15 The PL
intensity of a QD ensemble �colloidal dispersion of QDs�
slowly oscillates with time under continuous illumination.
The PL oscillation behavior is also sensitive to the environ-

ment, such as pH �Ref. 14� and temperature,15 and responds
to the surroundings nonlinearly. In general, living organisms
generate a nonlinear response to environmental conditions,
while many artificial sensors are designed to produce a linear
response. Thus, living things can gain much finer and more
complicated information from the environment than artificial
sensors. Therefore, it is expected that the PL oscillation is
applicable to a nonlinear-response sensor, such that by func-
tionalizing the QD surface, it becomes possible to analyze
the change in oscillatory behavior with respect to different
analytes and environmental conditions. In order to realize the
potential of a nonlinear-response sensor based on PL oscilla-
tion, it is first necessary to clarify the mechanisms involved.

We have already found that PL oscillation is observed
only over the course of QD aggregation.15 Hence, it was
inferred that the coverage dynamics of the functionalizing
ligand is responsible for the PL oscillation. In this paper, we
propose a theoretical model and compare the observed re-
sults with the obtained experimental results to reveal the un-
derlying physics of the PL oscillation in a QD dispersion.

II. EXPERIMENTAL AND ANALYTICAL
PROCEDURES

A. Materials

Tri-n-octylphosphine oxide �TOPO� �99% purity�,
tri-n-octylphosphine �TOP� �90% purity�, and hexane
�99% purity� were purchased from Aldrich, while
n-tetradecanephosphonic acid �TDPA� �98% purity� was pur-
chased from Avocado Research Chemicals. Dimethylcad-
mium �CdMe2� �97% purity, 10 wt % in hexane� and sele-
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nium �Se� powder �99.99% purity� were purchased from
Strem Chemicals. Tetradecane �99.0% purity� and tri-
n-butylphosphine �TBP� �98.0% purity� were purchased from
Kanto Kagaku. Diethyldithiocarbamic acid zinc salt
�Zn�S2CNEt�2� 99% purity� was purchased from Tokyo
Kasei Kogyo. Toluene �99.5% purity�, heptane �99.0% pu-
rity�, octane �98.0% purity�, nonane �98.0% purity�, decane
�99.0% purity�, undecane �99.0% purity�, dodecane �99.0%
purity�, tridecane �99.0% purity�, pentadecane �97.0% pu-
rity�, 1-octanol �98.0% purity�, and 1-butanol �99.0% purity,
dehydrated� were purchased from Wako Pure Chemical In-
dustries.

B. Synthesis of CdSe/ZnS core/shell nanocrystals

CdSe core QDs were synthesized according to a previ-
ously published procedure that utilizes CdMe2 as a cadmium
source.16 TOPO �2.931 g� and TDPA �0.069 g� were placed
into a flask and heated up to 360 °C under an Ar atmosphere.
Then, 2.0 ml of CdMe2/Se/TBP mixture �molar ratio,
Cd:Se:TBP=1.2:1.0:16.8� was rapidly injected into the
hot-melted TOPO/TDPA matrix to form CdSe QDs cap-
ped with TOPO molecules. After injection of the
CdMe2/Se/TBP solution, the reaction temperature was
maintained at 300 °C and CdSe QDs were allowed to grow
for 10 min. Monodisperse CdSe QDs were separated from
the matrix by antisolvent precipitation and decantation. The
average diameter of the synthesized CdSe core QDs is ca.
2.6 nm, as estimated from the absorption peak �525 nm�.17

Two monolayers of ZnS shells were subsequently grown
on the CdSe cores using Zn�S2CNEt�2 as single-molecule
precursors.18 TOPO �3.00 g� and TOPO-capped CdSe QDs
�0.080 g� were placed into a flask and heated up to 230 °C
under an Ar atmosphere. A TOP solution of Zn�S2CNEt�2

�1.675 g, 10.0 wt %� was injected into the mixture, and the
reaction temperature was maintained at 230 °C for 120 min.
Then, 5.0 ml of 1-butanol was added to the flask. Monodis-
perse CdSe/ZnS core/shell QDs capped with TOPO mol-
ecules were separated from the matrix by antisolvent precipi-
tation and decantation. The synthesized QDs were dried
under vacuum and then stored in a vacuum desiccator. The
average diameter of the CdSe/ZnS QDs was estimated to be
ca. 4.2 nm, by taking into account the bulk lattice parameter
of ZnS.19

C. PL measurement

CdSe/ZnS core/shell QDs were dissolved in various al-
kanes, toluene, and 1-octanol. A 2.0 ml portion of the QD
dispersion was poured into a 10�10 mm2 square quartz cu-
vette fitted with a screw cap. The concentration of the QD
dispersions is varied from 5.0�10−4 to 0.20 mg/ml. The PL
intensity was monitored at 540 nm using a fluorescence
spectrophotometer �FP-6300, Jasco� and was recorded every
0.5 s for a period of 7500 s under continuous irradiation with
a 400 nm excitation light �intensity Iexc=10 mW/cm2�. If
necessary, Iexc was attenuated using neutral density �ND� fil-
ters. Figure 1 shows a schematic illustration of the experi-
mental setup. The volume of the irradiated part of the disper-
sion in a square cuvette is about 0.24 cm3 �12 vol % � �Fig.

1�a��. The PL intensity at the center of the dispersion was
measured. For the complete irradiation experiment, a 20 �l
portion of the QD dispersion was poured into a 2
�10 mm2 microquartz cuvette with a screw cap and the cu-
vette position was raised using a pedestal in the spectropho-
tometer �Fig. 1�b��. The QD dispersion temperature was
tuned to 15 °C, at which point clear period-1 PL oscillations
were observed15 using an air-cooled Peltier device �EHC–
573T, Jasco�. The measurement was started 10 min after the
cuvette was placed in the spectrophotometer to allow the
temperature to equilibrate.

D. Analysis of time-series data

The time-series data of the PL intensity were analyzed
by fast Fourier transform �FFT� to evaluate the frequency
and power of the PL oscillation. The PL time-series data
from 2500 to 7500 s were used for analysis, because the os-
cillatory behavior at the initial stage ��2500 s� is unsuitable
for analysis. The data were normalized to the PL intensity at
2500 s and then the linear trend was removed. The normal-
ized and trend-removed 5000 s data row x�n� �n
=0,1 ,2 , . . . ,N−1; N=10001� was multiplied using a Ham-
ming window w�n� before FFT in order to avoid discontinui-
ties at the beginning and end of a data set:

xw�n� = x�n�w�n� , �1�

w�n� = 0.54 − 0.46 cos� 2�n

N − 1
� . �2�

Magnitude spectrum �Xw�k�� was obtained by computing FFT
of xw�n�:

Xw�k� = �
n=0

N−1

xw�n�exp�− j
2�

N
kn�, k = 0,1,2, . . . ,N − 1.

�3�

k is converted to frequency f ,

FIG. 1. Schematic illustrations of experimental setup. �a� Partial illumina-
tion and �b� complete illumination.
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f =
k

N
fs, �4�

where fs is the sampling frequency �2 Hz�. Although the
magnitude spectra of the PL oscillation are broad, we defined
the peak frequency in the spectrum as a representative value.
The power of the oscillation P is calculated by

P = �
n=0

N−1

�xw�n��2 =
1

N
�
n=0

N−1

�Xw�k��2 �Parseval’s relation� .

�5�

A short-time Fourier transform �STFT� was also applied to
the time-series data for time-frequency analysis. In STFT, the
5000 s data were analyzed by FFT and the data region for
FFT was moved every 500 s. The numerical simulation re-
sults of the mathematical model were also analyzed in the
same manner and compared with the experimental results.

III. MODEL

The Gray-Scott model displays a wide range of patterns,
such as temporal oscillations or multistabilities, although it
consists of very simple differential equations.20–22 In the
typical Gray-Scott model, the following reactions are consid-
ered:

A + nB ——→
k1

�n + 1�B , �6�

B ——→
k2

C , �7�

where k1 and k2 denote the reaction rate constants. The Gray-
Scott model shows sustained oscillations in open systems.20

In particular, two kinds of open system have been analyzed
in the Gray-Scott model. The first is a continuously fed, well-
stirred tank reactor20,21 �CSTR� and the second is a reaction-
diffusion cell.20,22 In the CSTR model, reactants are fed from
reservoirs and the products are delivered by flow. The Gray-
Scott model in the case of CSTR is expressed by the follow-
ing ordinary differential equations:

da

dt
= kf�a0 − a� − k1abn, �8�

db

dt
= kf�b0 − b� + k1abn − k2b , �9�

where a and b are the normalized concentrations of species A
and B in the reactor, a0 and b0 are the normalized concentra-
tions of species A and B in the reservoir, and kf is the flow
rate. The terms a and b are normalized to the total concen-
tration of species used and fall within the range of 0–1. The
first terms on the right-hand side in Eqs. �8� and �9� represent
the flow of the species, while the remaining terms represent
the chemical reactions corresponding to Eqs. �6� and �7�.

In the case of a reaction-diffusion cell, the model is de-
scribed by the following partial differential equations:

�a

�t
= D�2a − k1abn, �10�

�b

�t
= D�2b + k1abn − k2b , �11�

where D is a diffusion coefficient. The space in the cell is
divided into two zones: reaction and reservoir zones. Many
qualitative similarities, such as the dependence of solutions
on kinetic parameters, are found between the reaction-
diffusion cell and the CSTR models.20,22 Therefore, one can
discuss the underlying physics qualitatively by using the
CSTR model even in the case of a reaction-diffusion cell.

Here, we apply the Gray-Scott model to elucidate the PL
oscillation phenomenon. The validity of the basis for apply-
ing the Gray-Scott model to the PL oscillation will be ad-
dressed in Sec. V in detail. We assume that A, B, and C
correspond to the TOPO-adsorbed, vacant, and water-
adsorbed sites, respectively. Equations �6� and �7� represent
the photodesorption of TOPO molecules15 and the photoad-
sorption of impurities, such as water molecules,23,24 respec-
tively. A partially illuminated QD dispersion in a cuvette is
regarded as a reaction-diffusion cell, since both reactions
�Eqs. �6� and �7�� are photoinduced processes and take place
only in the illuminated region �Fig. 2�. The illuminated and
dark regions correspond to the reaction and reservoir zones
in the reaction-diffusion cell model, respectively. However,
for simplicity, we focus only on the region where the oscil-
lation takes place and use the CSTR model instead of the
reaction-diffusion model. Applying the CSTR model to our
case assumes that the oscillatory region is spatially homoge-
neous. This simplified model is sufficient for the purposes of
this paper, because the CSTR model is qualitatively equiva-
lent to the reaction-diffusion cell model,20,22 and because we
focus only on the temporal pattern of the system.

The flow of species corresponds to the diffusion of QDs
between the reaction and reservoir zones. In the reaction
zone, the dangling bonds �vacant sites� on the QD surfaces
are formed by irradiation. As such, the low-TOPO-coverage
QDs diffuse from the reaction zone to the reservoir zone,

FIG. 2. Schematic illustration of the model for the PL oscillation. A, B, and
C correspond to TOPO-adsorbed, vacant, and water-adsorbed sites,
respectively.
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while the high-TOPO-coverage QDs diffuse in the reverse
manner. Based on the above considerations, we modified
Eqs. �8� and �9� as follows:

da

dt
= kf�a0 − a� − k1ab , �12�

db

dt
= kf�b0 − b� + k1ab −

k2b

r + b
, �13�

assuming n=1 in Eqs. �6� and �7�. The kinetic rate of Eq. �7�
is changed from k2b to the Michaelis-Menten �MM� function
k2b / �r+b�.21 The MM-type reaction formulation arises if, for
instance, the conversion from B to C proceeds on the
surface.21 In our case, Eq. �7� corresponds to the adsorption
of water molecules onto the surface of the QDs, in which the
rate is suppressed by increasing b, as mentioned in Sec. V.

To simplify the model, the following assumptions are
introduced: �1� TOPO desorption and water adsorption are
irreversible reactions; �2� the water concentration in the bulk
phase is constant, since its concentration is much higher than
a and b, as discussed later; �3� the coverage distribution from
QD to QD is not considered; �4� the decrease in the diffusion
coefficient of the QDs due to aggregation is not considered,
i.e., kf =const, because the size of the aggregates is only two
to three times larger than that of a single QD at a
maximum;15 and �5� the concentrations of all species in the
reservoir zone are constant, because the volume of the reser-
voir zone is seven times larger than that of the reaction zone
�see below in the text�.

The adsorption sites on the QD surfaces are thought to
be completely occupied by TOPO molecules before irradia-
tion, i.e., �a ,b�= �1,0�. Based on assumption 5, a0=1 and
b0=0, where �a ,b�= �1,0� represents one of the stationary

solutions, meaning that no reactants are converted �zero con-
version solution�. The stability of this solution depends on
the kinetic parameters, which become unstable when the
other solution emerges.21 As an initial condition, �a ,b�
= �0.999,0.001� is chosen when taking the perturbation into
account. Since the emission efficiency of the QDs depends
mainly on the coverage of TOPO molecules, we use a in
place of the PL intensity, assuming that the PL intensity is
proportional to a. The standard values of the parameters used
in the simulation are summarized in Table I.

IV. RESULTS

A. QD concentration

Figures 3 and 4 show the concentration dependence of
the PL oscillation in a QD/octane dispersion. In Fig. 3, the
time-series data of the PL intensity after removing the linear
trend are shown. Before removing the linear trend, the PL
intensity gradually decreases with oscillation under continu-
ous irradiation. The power of the oscillation P increases with
decreasing QD concentration CQD as shown in Figs. 3 and
4�a�. The PL oscillation was not clearly observed in the QD/
octane dispersion in our previous study, because CQD

=0.19 mg/ml.15 On the other hand, the oscillation frequency
f is almost independent of CQD, as shown in Fig. 4�b�.

The PL intensity time-series data �5000 s� taken imme-
diately after the initial 2500 s irradiation period were used
for the Fourier analysis, and used defined the PL decay rate
�IPL �%� as

TABLE I. Standard kinetic parameters used in numerical simulations.

Parameter Value

kf �s−1� 0.035
k1 �s−1� 14
k2 �s−1� 0.7
r ��� 0.1

TABLE II. QD concentration dependence on PL decay rate.

QD concentration �mg/ml�

�IPL �%�

Illuminated Dark

5.0�10−4 46.4±8.7 31.8±13.7
0.02 18.5±2.1 −1.1±1.1

FIG. 3. Time evolutions of the PL intensity after normalization and remov-
ing linear trends in the QD/octane dispersions ��=0.58 mPa s and Iexc

=10 mW/cm2�. The QD concentrations are �a� 5.0�10−4 mg/ml, �b�
0.020 mg/ml, and �c� 0.20 mg/ml.

FIG. 4. QD concentration dependences of �a� P and �b� f in the case of
QD/octane dispersion ��=0.58 mPa s and Iexc=10 mW/cm2�. The solid
lines are drawn as guides.
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�IPL = 100 � �1 −
IPL

2

IPL
1 � �%� , �14�

where IPL
1 and IPL

2 are the PL intensities at 2500 and at 7500 s
in the original time-series data, respectively, before removing
the linear trend. As shown in Table II, the PL decay rate
increases with decreasing QD concentration. This decay is
presumably due to the desorption of TOPO molecules, deter-
mined according to our previous study.15 Even in dark con-
ditions, the PL intensity gradually decreases with time when
CQD�0.020 mg/ml. Since this gradual PL decay disturbs
the analyses of the PL oscillation, the QD concentration is
fixed at CQD=0.020 mg/ml hereafter.

B. Solvent viscosity

The Belousov-Zhabotinsky �BZ� reaction is a well-
known oscillatory system, whose behavior in a closed, un-
stirred system is known to be affected by both medium
viscosity25 and temperature.26 We have previously confirmed
that the temperature dependence of the PL oscillation is simi-
lar to that of the closed, unstirred BZ system.15 The transition
from periodic to chaotic oscillation through period doubling
�Ruelle-Takens-Newhouse �RTN� scenario� was observed as
the temperature increases. In the closed, unstirred BZ sys-
tem, the chaotic attractor disappears with increasing medium
viscosity �inverse RTN scenario�.25 Here, hydrodynamic ef-
fects such as convection are considered to be responsible for
the inverse RTN scenario. Thus, we investigate the effect of
solvent viscosity on the PL oscillation behavior. The viscos-
ity was varied by using various alkane �C6–C15� solvents,
since the viscosity of alkanes is known to increase with in-
creasing chain length.27–29 The solvent viscosity � at 15 °C
is obtained by interpolating or extrapolating the value at each
temperature reported in Refs. 27–29. Figure 5�a� shows the
dependence of the PL oscillation power P on �, indicating
that P is only marginally dependent on � when �
�3 mPa s, while P appears to decrease with increasing �

when �	3 mPa s. As shown in Fig. 5�b�, the oscillation
frequency f clearly decreases with increasing �. Note that
the inverse RTN scenario is not observed in the PL oscilla-
tion, unlike in the closed unstirred BZ reaction.

It is possible that f is changed by some of the other
physical properties associated with alkanes, namely, the di-
electric constant, surface tension, or heat capacity. However,
the f value of the QD/toluene dispersion is identical with that
of the QD/alkane dispersion, whose viscosity is approxi-
mately the same as that of toluene �Fig. 5�b��. Since the
physical properties of toluene �except for viscosity� are
vastly different from those of alkanes,27 f is also considered
to be determined by � in the QD/toluene dispersion. In ad-
dition, 1-octanol is used as a high-viscosity solvent to exam-
ine the viscosity dependence of f . As shown in Fig. 5�b�, f in
the case of the QD/1-octanol dispersion is much lower than
in the cases of the QD/alkane dispersions, as determined
from the viscosity-frequency master curve. Consequently, it
is highly possible that � is one of a number of governing
parameters for f .

C. Volume fraction of irradiated region

To investigate the dependence of the oscillatory behavior
on the volume fraction of the irradiated region, the QD/
octane dispersion was completely irradiated by placing it in a
microcuvette and reducing the dispersion volume �see Fig.
1�b��. The PL oscillation is fully diminished when the dis-
persion is completely irradiated �Fig. 6�. Additionally, the PL
oscillation was fully diminished also when the dispersion
was stirred vigorously �data not shown�. These results indi-
cate that the PL oscillation requires mass transfer processes
between the illuminated and dark regions. As shown in Fig.
6, the PL intensity decays rapidly soon after irradiation be-
gins under complete illumination, but decays slowly under
partial illumination. This rapid PL decay is similar to the
statistical aging, which is due to the nonergodicity of the
blinking statistics of the QDs and observed in dispersed-QD
films.30,31 Here, however, the PL intensity did not recover
when the dispersion was kept in the dark after illumination,
unlike in the case of statistical aging.31 Therefore, statistical
aging can be ruled out as an origin of the rapid PL decay. On
the other hand, the PL decay rate decreases as the volume

FIG. 5. Solvent viscosity dependences of �a� P and �b� f �CQD

=0.020 mg/ml and Iexc=10 mW/cm2�. The viscosity was varied by using a
range of solvents. The filled circles, open squares, and open triangles repre-
sent the values in the QD/alkane, QD/toluene, and QD/1-octanol disper-
sions, respectively. The solid lines are drawn as guides.

FIG. 6. Effect of the volume fraction of the irradiated region on temporal
variation in the PL intensity ��=0.58 mPa s, CQD=0.020 mg/ml, and Iexc

=10 mW/cm2�. In the case of partial irradiation, the volume fraction of the
irradiated regions is 12 vol %.
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fraction of the dark part is increased. Thus, the enhancement
of the PL decay rate in the case of complete illumination is
possibly due to the lack of diffusion of fresh �nonilluminated,
high-TOPO-coverage� QDs from the dark to illuminated re-
gions.

D. Transient behavior and irradiation intensity
dependence of PL oscillation

The PL oscillation is a transient phenomenon because
the QD dispersion is a closed system, as pointed out in our
previous study.15 Figures 7�a� and 7�b� show the transient
behaviors of the oscillation power P and the frequency f ,
extracted by STFT analysis. During the long-term irradiation
of the QD dispersion, P gradually decreases with time �Fig.
7�a��, while f does not change �Fig. 7�b��. The gradual decay
of P is consistent with the result in our previous study. This
indicates that the system gradually approaches the equilib-
rium state with QD aggregation.

Figure 8 shows the time evolutions of PL intensity when

the irradiation intensity Iexc is reduced. In Fig. 8�a�, the ex-
tinction of the PL oscillation through the damped oscillation
is observed when Iexc=0.27 mW/cm2. As shown in Fig. 8�b�,
the amplitude of the PL oscillation drastically decreases
when Iexc=0.11 mW/cm2, as compared with Fig. 3�b� where
the distinct oscillation is observed �Iexc=10 mW/cm2�.

V. DISCUSSION

A. Physical meanings of the model

1. Autocatalytic reaction

Firstly, we discuss the validity of the basis for applying
the Gray-Scott model to the PL oscillation. Our previous
study indicated that TOPO molecules desorb from the QD
surface under continuous excitation �photodesorption�,
where the photodesorption of TOPO molecules plays an im-
portant role in PL oscillation.15 On the basis of previous
reports, we attribute the origin of photodesorption to the
photoionization of QDs in the course of the PL blinking. The
blinking is caused by switching between the neutral �emis-
sive, “on”� and ionized �dark, “off”� states of a QD.7,30,32 The
off period is produced by the ejection of excited electrons
from a QD into neighboring trap sites, which exist either on
the QD surface or in the surrounding materials.7 In the QD
dispersion, the neighboring solvent molecules are unable to
trap electrons efficiently, since the electron affinity of or-
ganic solvents is much weaker than that of metal
compounds.27,33 Thus, the ejected electrons are considered to
be mostly trapped by defects on the QD surfaces. Even if the
electrons are transferred to a solvent molecule or other solute
molecules, e.g., free TOPO molecules, water molecules, or
other impurities, an electrostatic attraction between the posi-
tively charged QD core and the negatively charged �electron-
captured� molecule is presumed to arrest charge separation.
This is because the electrostatic energy between the posi-
tively charged QD and an electron located 5 nm away from
the QD center is calculated to be 146 meV, which is six
times larger than kT �25 meV at 15 °C�. Hence, most elec-
trons ejected from the QD cores are thought to exist on the
QD surface, and thus, the electrostatic potential near the pho-
toionized QD surface is estimated to be predominantly
negative.34 Since the coordinating site of the TOPO mol-
ecules �oxygen atom� is negatively polarized, the photoion-
ization of the QDs destabilizes the adsorption of TOPO mol-
ecules. A first-principles calculation also suggested that the
adsorption of ligand molecules onto the polar facet of QDs is
less stable than adsorption onto nonpolar facets because of
the higher electron density at the polar facet.35 Moreover, the
solvent molecules around the photoionized QDs would be
polarized, causing a reduction in the activation energy for
TOPO molecule desorption, because the isolated TOPO mol-
ecules are more stable in a slightly polarized solvent than in
a nonpolar solvent.36,37 Hence, desorption of the TOPO mol-
ecules from even neutral QDs would be induced when QDs
form colloids with photoionized QDs.

On the other hand, the probability of off time occurring
increases with decreasing TOPO coverage, since trap sites
�i.e., vacant sites� at the QD surface are formed. As in similar
cases, a longer off time is observed under vacuum, because

FIG. 7. Transient behavior of �a� P and �b� f ��=0.58 mPa s, CQD

=0.020 mg/ml, and Iexc=10 mW/cm2�. The solid lines are drawn as guides.

FIG. 8. Effect of irradiation intensity on the temporal variation of PL inten-
sity ��=0.58 mPa s and CQD=0.020 mg/ml�: �a� Iexc=0.27 mW/cm2 and
�b� Iexc=0.11 mW/cm2. A reduction in the irradiation intensity causes an
apparent decrease in the magnitude of the oscillation, as compared with Fig.
3�b� �Iexc=10 mW/cm2�.

114705-6 A. Komoto and S. Maenosono J. Chem. Phys. 125, 114705 �2006�

Downloaded 10 Jun 2008 to 150.65.7.70. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/jcp/copyright.jsp



the QD surfaces are not passivated by water or oxygen
molecules,10 and the ZnS coating on the CdSe QDs increases
the probability of an on state occurring.6 As a consequence,
since the photodesorption of TOPO molecules and the photo-
ionization of QDs mutually accelerate the other process, the
vacant sites are considered to be formed quasiautocatalyti-
cally. The rapid photoionization rate is 105–108 s−1,7 and the
QD collision rate is calculated to be �ca. 5000 s−1 using the
Smoluchowski theory.38 The time scale of these processes,
which are considered to be responsible for the photodesorp-
tion of the TOPO molecules, is much smaller than the period
of PL oscillation ��ca. 50 s�. Thus, it is considered that QD
blinking reaches preequilibrium with respect to TOPO de-
sorption, and then some fraction of the excited QDs is al-
ways considered to be in the photoionized state, accelerating
the photodesorption of TOPO molecules. Since a fraction of
the photoionized QDs are thought to be an increasing func-
tion of b, the autocatalytic rate k1ab could be applied to the
photodesorption of TOPO molecules.

2. Mass transfer process and feedback reaction

As mentioned in Sec. IV, our experiments suggested that
the PL oscillation requires the nonilluminated region in the
QD dispersion. In the case of partial irradiation, only
12 vol % of the dispersion was illuminated by the excitation
light �see Fig. 1�a��. The decrease in the total coverage of
TOPO molecules due to the photodesorption process in the
illuminated region is relaxed by diffusion of the QDs be-
tween the illuminated and dark regions �Fig. 2�. Hence, these
two regions in the dispersion can be considered as the reac-
tion zone �illuminated part� and reservoir zone �dark part� in
a reaction-diffusion cell, respectively. The diffusion of QDs
between the reaction and reservoir zones is expressed as the
first terms on the right-hand side of Eqs. �12� and �13�.

The Gray-Scott model without Eq. �7� in the reaction-
diffusion cell, however, does not show oscillatory behavior,
although it does show multistability.20,22 Equation �7� repre-
sents the deactivation of the catalysis of B, which corre-
sponds to the passivation of the vacant sites by water mol-
ecules in our case, as discussed in the following. It is known
that the photoadsorption of water molecules passivates the
surface states of a QD under continuous excitation, resulting
in the enhancement of the emission quantum yield.23,24 This
PL enhancement results from the decrease in the photoion-
ization probability of a single QD.10 To calculate the concen-
tration of adsorption sites and to compare this value with that
of water, it is necessary to determine the molecular weight of
the QD and the number of adsorption sites per dot. Here, the
adsorption site is defined as a site available for TOPO ad-
sorption. The molecular weight of CdSe QDs can be calcu-
lated by assuming that the QD is a sphere, where the density
of each QD is equal to that of the bulk crystal, and the QD
surface is coated with ten TOPO molecules per nm2.39 The
number of adsorbed TOPO molecules is estimated to be 542
per dot in the case of as-synthesized QDs. According to this,
we calculate the molecular weight of CdSe/ZnS QDs by

MQD = 	4

3
�rCdSe

3 dCdSe +
4

3
��rCdSe/ZnS

3 − rCdSe
3 �dZnS

+ 4�rCdSe/ZnS
2 �10

MTOPO

NA
�
NA, �15�

where d is the bulk density, r is the radius of QD, M is the
molecular weight, and NA is Avogadro’s number. By using
dCdSe=5.81�10−21 g /nm3, dZnS=4.10�10−21 g /nm3,
rCdSe/ZnS=2.1 nm, rCdSe=1.3 nm, and MTOPO=386.68, we
obtain MQD=3.1�105. From these values, the concentration
of adsorption sites is calculated to range from 0.87 �M
�CQD=5.0�10−4 mg/ml� to 350 �M �CQD=0.20 mg/ml� in
our experiments. On the other hand, the concentration of
water in the octane used in the experiments was measured to
be 30.3 ppm �1.18 mM�, using a Karl Fisher coulometer
�Metrohm�. This value is much greater than the concentra-
tion of adsorption sites, i.e., total number of TOPO mol-
ecules. Therefore, once vacant sites are formed, these are
preferentially passivated by the water molecules rather than
by free TOPO molecules. Although the mechanism by which
the water molecules become photoadsorbed onto the QD sur-
face is still unknown, it is considered that these molecules, as
well as TOPO molecules, stabilize the QD surface by coor-
dination through their respective oxygen atoms.24 The coor-
dination of water molecules becomes increasingly difficult
with increasing b due to the electrostatic potential near the
photoionized QD surface, as indicated in the discussion for
TOPO molecules. That is, the rate constant k2 would appear
to decrease in Eq. �9�. As a result, the water adsorption rate
tends to saturation as b increases. Hence, we adopt the MM-
type function for the water adsorption reaction, as described
in Eq. �13�.

B. Comparison with experiment

1. QD concentration

As described in Sec. IV, the oscillation power P in-
creases with decreasing QD concentration CQD �Figs. 3 and
4�a��. Since the PL oscillation is based on the instability in
the TOPO molecule adsorption onto the QDs, as mentioned
above and in Ref. 15, the decrease in CQD is thought to
induce instability in the TOPO adsorption, as reported by
Dollefeld et al.40 In addition, the PL decay rate is larger in
low-concentration dispersions than in high-concentration
ones, as shown in Table II. According to the Smoluchowski
theory,38 the collision rate between desorbed TOPO mol-
ecules and the QDs decreases with decreasing CQD. Since the
TOPO readsorption rate is determined by the sticking prob-
ability and the collision rate, the readsorption rate decreases
with CQD,36 providing a suitable explanation for the instabil-
ity of the adsorbed TOPO molecules when CQD is low.

2. Solvent viscosity

The frequency of the PL oscillation, f , decreases with
increasing solvent viscosity � �Fig. 5�. Since kf is related to
the diffusion coefficient of the QD, DQD, as mentioned
above, kf is inversely proportional to �. On the other hand, k1

and k2 are expected to be independent of �, since f is found
to be independent of CQD, which determines the diffusion
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length in the reactions on the QD surface �Fig. 4�b��. In
addition, we confirmed through theoretical means that the
time constants in which the TOPO molecules, water mol-
ecules, and QDs diffuse between QDs are much larger than
the PL oscillation period. Thus, we conclude that � only
influences kf, and compare the dependences of the oscillatory
behavior on kf in the model and DQD in the experimental
results.

Figure 9�a� shows f plotted versus DQD. Assuming that
the molecular length of TOPO is 0.7 nm, as reported in Ref.
41, and that the hydrodynamic diameter of the QD, dQD, is
5.6 nm �QD diameter is 4.2 nm�, DQD is estimated by the
Stokes-Einstein equation to be38

DQD =
kBT

3��dQD
, �16�

where kB is the Boltzmann constant and T is the temperature
of dispersion. The dependence of f on kf in the simulation is
also shown in Fig. 9�a�. The range of kf is determined from
the simulated curve fitting applied to the experimental val-
ues. As well as in the experimental results, f is also an in-
creasing function of kf in the simulation study. However, the
value of f is found to be greater in the simulation study than
in the experiments in the low-viscosity region �DQD	1.0
�10−10 m2 s−1, kf 	0.026 s−1�. This discrepancy is probably

due to the intrinsic properties of the discrete-time Fourier
transform �DFT�, where FFT is one of the computational
algorithms used in the DFT determination. Unlike in the ide-
alized model, the actual PL oscillation contains various fre-
quency components. The magnitude spectrum in the case of
a low-viscosity �high-diffusivity� dispersion is calculated to
be broader than in the case of a high-viscosity �low-
diffusivity� dispersion, as shown in Fig. 9�b�, since the fre-
quency resolution increases with f in DFT. Additionally, the
magnitude �Xw� is overestimated by DFT as f decreases, re-
sulting from convolution by window function �i.e., the Ham-
ming window w in our case�. Hence, f in the cases of the
lower-viscosity dispersions is underestimated by our analy-
sis. Since the steric repulsion between the QDs is reduced by
photodesorption of the TOPO molecules, the QDs gradually
aggregate during the course of PL oscillation.15 Thus, kf, i.e.,
DQD, is likely to decrease with time. The term f , however,
does not decrease over time �Fig. 7�b��. It is believed that the
aggregates formed under irradiation consist of only a few
dots,15 and thus DQD is only slightly reduced via aggregation.

Figure 10 shows the dependences of P on DQD and kf.
To compare the simulation study with the experimental re-
sults, the calculated values of P are reduced 300 times from
their original values. This discrepancy between the calcu-
lated and experimental values of P will be discussed later.
When DQD	2.5�10−11 m2 s−1 �kf 	0.006 s−1�, P does not
depend on DQD �kf� both in the cases of the experimental and
simulation results �Fig. 10�. When DQD�2.5�10−11 m2 s−1

�kf �0.006 s−1�, however, the experimental values of P de-
crease with decreasing DQD, thus differing from the simula-
tion results. The calculated values of P fall abruptly when
kf �0.002 s−1. In the model, kf =0 represents the system
without a reservoir zone, corresponding to the case of the
complete irradiation in Fig. 6. Thus, the decrease in DQD

converts the open system to a virtual closed system, decreas-
ing P. In the actual system, there are many distributions,
such as QD size and coverage distributions. Thus, the abrupt
fall in P was not observed when DQD�2.5�10−11, because
the PL oscillation consists of various frequencies. Moreover,
the experimental values of P would be underestimated at low
DQD, since it is difficult to differentiate the low-frequency
components from the PL linear trend.

FIG. 9. �Color online� �a� Dependence of f on DQD. The dashed line repre-
sents the calculated values of f , which is plotted vs kf. �b� Magnitude spectra
for QD/hexane �dotted line, DQD=1.3�10−10� and QD/pentadecane �solid
line, DQD=2.3�10−11� dispersions.

FIG. 10. Dependence of P on DQD. The dashed line represents the calcu-
lated values of P, which is plotted vs kf. The calculated values of P are
reduced 300 times from their original values.
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3. Irradiation intensity

Since Eqs. �6� and �7� are photoinduced processes in the
PL oscillation, as mentioned above, the kinetic rate constants
�k1 and k2� are considered to be increasing functions of Iexc.
The dependence of k1 and k2 on Iexc, however, cannot be
determined precisely. For simplicity, the values of k1 and k2

in the simulation were varied while keeping the ratio k1 /k2

constant in order to examine the effect of Iexc. In the model,
we define normalized kinetic constant 
, which corresponds
to Iexc:


 =
k1

k1
� =

k2

k2
� , �17�

where k1
� =14 s−1 and k2

� =0.07 s−1 �i.e., the values of k1 and
k2 when Iexc=10 mW/cm2; Table I�. As shown in Figs.
11�a�–11�c�, the Gray-Scott model predicts that the oscilla-
tory behavior diminishes through damped oscillation as 

decreases. The transition from the sustained oscillation �Fig.
3�b�� to the stationary state �Fig. 8�b�� via damped oscillation
�Fig. 8�a�� with decreasing Iexc is also observed in the experi-
ment, indicating that the model prediction is proper.

In Figs. 12�a� and 13�a�, the phase diagrams calculated

by the model are shown. As shown in Fig. 12�a�, there is a
critical value of 
, 
c, and the oscillation does not take place
when 
 is smaller than 
c. 
c decreases with decreasing kf;
that is, the model predicts that the oscillation can be ob-
served in the case of high-viscosity dispersions even when
Iexc is reduced. As shown in Fig. 13�a�, f is found to be
hardly dependent of Iexc and is expected to increase with kf.
To confirm these predictions, we made the phase diagrams
corresponding to Figs. 12�b� and 13�b� from the experimen-
tal data �data points: 7�7� as shown in Figs. 12�b� and
13�b�. The experimentally obtained phase diagrams �Figs.
12�b� and 13�b�� qualitatively agree with the theoretically
predicted diagrams �Figs. 12�a� and 13�a��. In the case of
experiment, however, the region where the PL oscillation
takes place is slightly larger than that in the case of theory. In
short, the distinct boundary between the oscillatory and
nonoscillatory regions cannot be seen in Fig. 12�b�. This dis-
crepancy is presumably because the transition region where
the damped oscillation is observed is large in the case of
experiment. As seen in Figs. 8�a� and 8�b�, the PL oscillation
was not diminished completely and small-amplitude oscilla-
tion was observed, even when Iexc was significantly de-
creased in the experimental system. Thus, f has a certain
value even when Iexc is very low and P is quite small, as
shown in Fig. 13�b�. As mentioned above, the actual system
contains various distributions, such as QD size and TOPO
coverage, which are neglected in the model. Hence, the
model could not reproduce the gradual transition from the
oscillatory to the nonoscillatory state in the actual system.
The emergence and the extinction of the PL oscillation are
considered to be determined by the balance between the dif-
fusion rate and the photoreaction rate in the reaction zone.

4. Evaluation

The emission quantum yield is assumed to be linearly
proportional to a in the model, as mentioned above. The
magnitude of the PL oscillation is determined to be a small

FIG. 11. Effect of irradiation intensity on the PL oscillation in the simula-
tion: �a� 
=1.0, �b� 
=0.065, and �c� 
=0.010.

FIG. 12. �Color� Phase diagram of P with respect to QD diffusivity and
irradiation intensity: �a� simulation and �b� experiment. The area surrounded
by the dashed line in �a� corresponds to that in the experiment.

FIG. 13. �Color� Phase diagram of f with respect to QD diffusivity and
irradiation intensity: �a� simulation and �b� experiment. The area surrounded
by the dashed line in �a� corresponds to that in the experiment.
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percentage of the average PL intensity in the experiment
�Fig. 6�, while the oscillation magnitude of a is a significant
percentage of the average value of a in the simulation �Fig.
11�a��. We infer that the smaller variation in the PL intensity
in the experiment originates from the following: �1� The re-
gion which plays a role in the PL oscillation is expected to be
of the order of a few percent of the total illuminated region.
In the Gray-Scott model, the time scale of the flow rate in the
CSTR model, kf

−1, is equivalent to that of the diffusion in the
reaction-diffusion model, �diff=DQD/�2, where � represents
characteristic diffusion length.20 Assuming that kf

−1 is equal
to �diff, the characteristic diffusion length, �=�DQD/kf, is
estimated to be 62 �m, which is constant for all kf values.
This result implies that the PL oscillation takes place only
near the boundary between the two zones, and the oscillating
region is only a few percent of the total irradiated region.
Actually, when we directly solve the reaction-diffusion cell
model �Eqs. �10� and �11�� without simplification, the thick-
ness of � is less than 5% of the characteristic length of the
illuminated spot. Hence, the kf values are considered reason-
able and proper. �2� The phase separation among QDs �low-
and high-TOPO-coverage QDs� takes place due to readsorp-
tion of the TOPO molecules. It is highly likely that the
TOPO molecules are selectively desorbed from certain QDs
in order to stabilize other QDs. As a result, the QDs in the
dispersion could be separated between TOPO-adsorption
dominant QDs �ADQDs� and TOPO-desorption dominant
QDs �DDQDs�. In short, TOPO molecules desorbed from
DDQDs could stabilize the ADQDs. The readsorption of
TOPO molecules possibly reduces P when CQD is higher
�Fig. 4�a��, and the dispersion contains excess TOPO
molecules.15 Actually, the stationary state �a ,b�= �1,0� �no
conversion solution� becomes stable and no oscillatory dy-
namics are observed when the rapid readsorption of TOPO
molecules is considered in the model. In consequence, the
ADQDs-DDQDs partition coefficient might be responsible
for the power of the PL oscillation P.

Jones et al. reported that the observed time constant of
the photoenhancement in a dissolved-methanol QD/hexane
suspension is 5077 s in the case of Iexc�70 mW/cm2.24

They assumed that the photoenhancement is due to the pho-
toadsorption of methanol molecules, which is thought to be
same as that of water molecules. In this study, however, the
time constant of the water photoadsorption is calculated to be
k2

−1=1.43 s in the case of Iexc=10 mW/cm2. Despite the
lower illumination intensity, this value is much smaller than
the observed value. k2 is a function of dissolved-water con-
centration, because the model assumes that the water concen-
tration is constant with respect to the variation of concentra-
tion of adsorption sites on QD surfaces. However, since the
dissolved-methanol concentration is not specified in Ref. 24,
we cannot compare the value used in the model with the
observed value at the present time.

Previous studies on the Gray-Scott model revealed that a
biperiodic oscillation emerges in the one-dimensional
reaction-diffusion cell whose boundary conditions on the two
sides are different.42 Here, the volume of the dark region is
finite and the dispersion is illuminated asymmetrically �Fig.
1�a��. Therefore, the concentrations of each species near the

interfaces between the irradiated and dark parts probably
start to differ according to their location as the PL measure-
ment proceeds. The boundary condition is assumed to be
more complicated in our PL measurement than disclosed in
the previous reports on the Gray-Scott model. Hence, the PL
oscillation in the dispersion probably contains various fre-
quency signals. In order to avoid the difficulty associated
with the boundary conditions, the experimental setup should
be changed from the reaction-diffusion cell to the CSTR.
Then, the behaviors of the PL oscillation can be measured in
the wide range of the parameters, e.g., the irradiation inten-
sity and the flow rate. By comparing these experimental re-
sults with those obtained from the model, a wider and deeper
understanding of the PL oscillation mechanism can be estab-
lished.

VI. CONCLUSION

In a physical sense, the PL oscillation in the QD disper-
sion has some similarities with the Gray-Scott model in a
reaction-diffusion cell. By applying the Gray-Scott model,
the PL oscillation is considered to result from three pro-
cesses: �1� the diffusion of QDs between the illuminated and
dark regions in the dispersion, �2� the autocatalytic formation
of the vacant sites due to the photoionization of QDs, and �3�
the passivation of the vacant sites due to the photoadsorption
of water molecules. The complex behaviors of the PL oscil-
lation are suggested to be governed by the adsorption-
desorption dynamics of the chemical species on the QD sur-
faces. In addition, we indicate the possibility that the ligand
molecules �TOPO� adsorbed onto the QD surfaces are desta-
bilized by the photoionization of QDs. To the best of our
knowledge, this idea with respect to the photodesorption of
ligands is new, and thus, provides new insights on the surface
chemistry of the QDs, which is one of the most important
issues for the QD research. Although there are several sim-
plifications, the Gray-Scott model successfully reproduces
important characteristics of the PL oscillation. In addition,
the balance between the solvent viscosity �i.e., QD diffusiv-
ity� and the irradiation intensity �i.e., photoreaction rates� is
found to play an important role in the PL oscillation. In the
future, the oscillatory behaviors will be investigated in the
wider range of the two parameters in order to understand the
mechanism of the PL oscillation in detail.
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