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EXIT Chart-Aided Adaptive Coding for
MMSE Turbo Equalization with Multilevel BICM

Shinsuke Ibi, Student Member, IEEE, Tad Matsumoto, Senior Member, IEEE,
Seiichi Sampei, Senior Member, IEEE, and Norihiko Morinaga, Fellow, IEEE

Abstract— This letter proposes adaptive coding (AC) for multi-
level bit interleaved coded modulation (ML-BICM) with MMSE
turbo equalization, of which aim is to minimize the information
rate loss due to the mismatch between the channel realization and
channel coding. With the aid of the knowledge about extrinsic
information transfer (EXIT) characteristics at the receiver, the
code parameters such as code rates and/or generator polynomials
are adaptively selected independently in each the ML-BICM
layer. Numerical results show that throughput efficiency can be
significantly improved with the proposed AC technique over the
automatic repeat request (ARQ) technique with fixed code rate.

Index Terms— Turbo equalization, soft interference cancel-
lation, frequency domain MMSE equalization, EXIT analysis,
adaptive coding.

I. INTRODUCTION

MMSE turbo equalization has been recognized as one of
the most promising techniques for broadband mobile

communication applications using single-carrier signaling [1],
[2]. Reference [3] extends the MMSE turbo equalization
to bit interleaved coded modulation (BICM) using higher-
order modulation such as quadrature amplitude modulation
(QAM), constructed with arbitrary mapping rules. Reference
[4] uses a different technique, where the QAM constellation
is constructed by linearly weighted multiple binary sequences,
for which this technique is referred to as multi-level (ML)-
BICM. A beneficial point of the ML-BICM approach is that
the equalizer can separate the binary sequences constituting
the QAM layers. In fact, Ref. [4] utilizes the benefit of the
cross-layer separability in automatic repeat request (ARQ)
where re-transmission control takes place independently in
each the layer. With this technique, much higher throughput
efficiency, as a whole, can be achieved over BICM with single
ARQ. Despite the throughput merit achieved by ML-BICM
with stream-wise ARQ, there is still a mismatch between the
given channel realization and the coding scheme used by the
each stream, resulting in two detrimental situations: One is
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Fig. 1. Block diagram of the considered system (16QAM: M = 4).

the case where turbo equalization does not converge, and the
other where the code redundancy is too high to maintain the
information rate inherently achievable by the channel itself.

The focus point in this letter is on adaptive coding (AC)
for ML-BICM with MMSE turbo equalization, of which aim
is to minimize the information rate loss due to the mismatch.
With the aid of the knowledge about extrinsic information
transfer (EXIT) characteristics [5], the code parameters such
as code rates and/or generator polynomials are adaptively
selected independently in the each QAM layer, so that the
information rate loss is minimized.

After the brief explanation of the system model in Section
II, this letter describes the proposed AC technique for ML-
BICM MMSE turbo equalization in Section III. Section IV
presents numerical results to demonstrate the throughput en-
hancement achieved by the proposed AC technique.

II. CONSIDERED SYSTEM

A block diagram of the system considered in this letter is
shown in Fig. 1, where 16 QAM is assumed as an example.
In ML-BICM, signals to be transmitted are constructed from
M/2 independent binary coded sequences that are linearly
weighted and summed up to construct 2M QAM constellation
points. There are M/2 layers, each having the same amplitude.
Each of the M/2 binary sequences are encoded by their
encoders selected by the receiver from among the available
code set, and the selected codes are notified via the feedback
channel. The coded sequences, each having 2K symbols, are
interleaved and serial-to-parallel converted into two length K
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Fig. 2. Extrinsic information transfer characteristics of (a) equalizer and (b)
decoders: (a) example snapshot of L = 10 and instantaneous Es/N0 = 8
dB, (b) coding rates R =7/8, 6/7, 5/6, 4/5, 3/4, 2/3, 1/2, 1/3, 1/4, 1/5, 1/6,
1/7, and 1/8 with constraint length 3 from top to bottom.

bit-streams to be transmitted over the inphase- and quadrature-
channels, respectively, of the corresponding layer. The M
streams for the all layers are then mapped on to 2M QAM
constellation points, according to the linear mapping rule
described in Introduction. A length P -symbol cyclic prefix is
appended to the head of the frame to be transmitted, allowing
for frequency domain processing at the receiver, resulting in
K + P symbols in each frame.

The transmitted signal propagates over L-path frequency-
selective fading channels, and received by a receiver having
NR antennas. It is assumed that the channels remain static
over each transmitted frame. At the receiver, turbo equalization
using soft cancellation and frequency domain MMSE filtering
is used to mitigate inter-symbol interference (ISI). The deriva-
tion of the equalization algorithm is detailed in Ref. [6]. Even
though we assume ML-BICM, the MMSE turbo equalizer first
calculates the symbol-wise log likelihood ratio (LLR) for the
linear mapping used by ML-BICM, and then convert it into a
set of bit-wise LLRs for the each layer. The derivation of the
bit-wise LLR follows Ref. [3]. The extrinsic LLR for the q-th
layer is propagated between the equalizer and the decoder, of
which flows are denoted by LDec

q → LEqu
q and LEqu

q → LDec
q ,

respectively, via deinterleaver and interleaver.

III. ADAPTIVE CODING SCHEME

A. EXIT Properties for ML-BICM

The mutual information (MI) I between the coded bits S ∈
±1 with equiprobable occurrence and the LLR L is given by
[5]

I = 1 −
∫ ∞

−∞
pL|S(ξ| + 1) log2

(
1 + e−ξ

)
dξ (1)

where pL|S(ξ|b) is the probability density function (PDF) of
LLR being ξ conditioned upon the coded bit b.

The EXIT charts for the equalizer and the decoders are
depicted in Figs. 2 (a) and (b), respectively, for the parameter
described in the figure caption. In 2 (a), the symbol energy-to-
noise density ratio (Es/N0) is set at 8 dB. MI for the equalizer
and decoder, IEqu

q and IDec
q , are calculated by substituting the

measured LLR histograms, given LEqu
q and LDec

q , into Eq.
(1). The equalizer MI transfer characteristics are expressed by
planes since the MI depends on the feedback MI from each
layer’s decoder, as

IEqu
q = Fq(IDec

1 , IDec
2 ), (q = 1, 2 for 16QAM). (2)

Fig. 3. Snapshots of trajectories in iterative decoding: (a) codes with R =
1/2 and 1/4 are used for layer 1 and 2, respectively (b) codes with R = 3/4
and 1/2 are used for layer 1 and 2, respectively.

As seen in the figure, the EXIT planes corresponding to the
layers 1 and 2 are separated with each other because ML-
BICM constructed with linearly weighted coded sequences.
In fact, the planes vary depending on the channel realization,
which suggests that different codes should be used in the each
layer.

Fig. 2 (b) shows the MI transfer characteristics of the
channel decoders for the constraint length 4 convolutional
codes [7] having rates described in the figure caption. Their
MI transfer characteristic is denoted as

IDec
q = GR(IEqu

q ). (3)

In order to examine the convergence property, the both equal-
izer and decoder’s MI transfer characteristics are plotted in
Figs. 3 (a) and (b). The figures show examples of the trajectory
until the eighth iteration. Note that equalizer planes shown
in Fig. 2 (a) are depicted by projection, so that the lower-
bound F1(IDec

1 , 0) and the upper-bound F1(IDec
1 , 1) are shown

instead of the plane for layer 1, similarly, F2(0, IDec
2 ) and

F1(1, IDec
2 ) for layer 2. Figure 3 (a) is for the case where

higher decoder MI can be achieved even at the first iteration,
where the information rate loss is incurred, and by using a
higher code rate, such rate loss may be reduced. In contrast,
Fig. 3 (b) shows the case where convergence is stuck, resulting
in high frame error rate (FER).

B. Adaptive Coding Using EXIT Chart

To minimize the rate loss due to the code-equalizer mis-
match, given the channel realization, the optimal codes for
the each layer of ML-BICM can be found based on the
rate-capacity property analysis [8]. However, in practice, this
is not feasible because finding EXIT plane requires heavy
computational burden, and the planes vary according to the
channel variations. Therefore, adjusting the code parameters
in real-time such that the code optimality is always exactly
guaranteed is not practical.

Now recall the trajectory plots shown in Fig. 3(a). The
trajectory in each layer is not affected by the other layer, if
the both layers converge. This suggests that code rate may be
determined only by examining the point where the equalizer
MI curve crosses the decoder MI curve. For convenience, this
point is refereed to as T end

q (q = 1, 2, for 16QAM). The code
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having a rate Rmax
q is then selected such that

Rmax
q = max

R

{
γα

R < T end
q

}
, (4)

where γα
R denotes the required decoder input MI yielding FER

≤ α with α being a system design parameter. Note that γα
R is

uniquely determined by the decoder input, and although the
bit error ratio can be estimated from decoder output MI, FER
depends on the code length. Therefore, the required decoder
input MI γα

R for FER ≤ α has to be pre-calculated for the
specific parameter of each code in the set through simulations
as shown in Sec. IV. Note further that, the MI exchange is
stuck even though the criterion Eq. (4) is satisfied. The event
is counted as frame error in the numerical evaluation presented
in Sec. IV.

C. Empirical Method for Mutual Information Calculation

In order to exactly calculate the MI, perfect knowledge
about transmitted bits sequence is needed when evaluating
histograms pL|S(ξ|b). However, in practice, MI has to be
calculated without having to know the transmitted coded
sequence at the receiver side. Applying Bayes’ theorem
pL|S(ξ|b)p = 2pL(ξ)pS|L(b|ξ) to Eq. (1), the MI is rewritten
as

I = 1 − 2
∫ ∞

−∞
pL(ξ)pS|L(+1|ξ) log2

(
1 + e−ξ

)
dξ

= 1 − 2E
{
pS|L(+1|ξ) log2

(
1 + e−ξ

)}
(5)

where E {·} denotes expectation, pL(ξ) is obtained by the LLR
histogram measurement, and pS|L(b|ξ) is approximated by

pS|L(+1|ξ) ≈ [
1 + e−ξ

]−1
. (6)

Note that the approximation may deteriorate the LLR accuracy
in the presence of inferior soft output LLRs such as that
obtained by the Max Log-MAP algorithm. Furthermore, by
invoking the ergodicity, the expectation can be replaced by
time average as

I = 1 − 2
K

K∑
k=1

log2

(
1 + e−Lk

)
1 + e−Lk

(7)

where Lk is the LLR of the k-th bit in the burst.

IV. NUMERICAL RESULTS AND REMARKS

Results of the numerical calculations conducted to verify the
throughput efficiency enhancement with the AC technique is
presented in this section. Spatially uncorrelated two receive
antennas were assumed (NR = 2). A ten-path (L = 10)
channel having equal average power delay profile was assumed
for each of the transmitter-receiver antenna pairs. Perfect
knowledge about the channels was assumed available at the
receiver. To make Eq. (6)’s approximation accurate, the Max-
Log-MAP algorithm with a correcting factor proposed by [9]
was used in the each layer’s SISO decoder. K=2048 and P=64
were assumed.

Throughput efficiencies with selective-repeat ARQ [4] and
this letter’s proposed AC scheme, both with 16QAM ML-
BICM MMSE turbo equalization, are shown in Fig. 4 (a)
and (b), respectively. In AC, the FER requirement was set

Fig. 4. Throughput efficiencies of (a) ARQ and (b) AC: (a) only constraint
length 3 half-rate codes are used for each layer, (b) available code set is
described in the caption of Fig. 2 (b).

at α = 0.1. The throughput efficiency for the q-th layer was
defined as [summation of number of source bits in successful
received frames]/[number of received symbols] for q = 1 and
2. The AC’s throughput efficiency totaling the layers 1 and 2 is
much higher than with ARQ; With ARQ, the Layer-2 does not
make any contribution to the total throughput when average
Es/N0 ≤ 5 dB; This is because the code rate is fixed. In
contrast, the AC allows the both layers to adaptively adjust the
code rate, depending on channel realizations. When average
Es/N0 is large enough, the total throughput plateaus at the
sum of the code rates allocated for the both layers for both
AC and ARQ. However, AC achieves much higher throughput
because it uses higher rate code, whereas it is fixed with ARQ.
If higher order modulation is used, the throughput plateau shall
be increased with AC.
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