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Space–Time Turbo Equalization in
Frequency-Selective MIMO Channels

Tetsushi Abe and Tadashi Matsumoto, Senior Member, IEEE

Abstract—A computationally efficient space–time turbo
equalization algorithm is derived for frequency-selective mul-
tiple-input–multiple-output (MIMO) channels. The algorithm is
an extension of the iterative equalization algorithm by Reynolds
and Wang for frequency-selective fading channels and of iterative
multiuser detection for code-division multiple-access (CDMA) sys-
tems by Wang and Poor. The proposed algorithm is implemented
as a MIMO detector consisting of a soft-input–soft-output (SISO)
linear MMSE detector followed by SISO channel decoders for the
multiple users. The detector first forms a soft replica of each com-
posite interfering signal using the log likelihood ratio (LLR), fed
back from the SISO channel decoders, of the transmitted coded
symbols and subtracts it from the received signal vector. Linear
adaptive filtering then takes place to suppress the interference
residuals: filter taps are adjusted based on the minimum mean
square error (MMSE) criterion. The LLR is then calculated for
adaptive filter output. This process is repeated in an iterative
fashion to enhance signal-detection performance. This paper also
discusses the performance sensitivity of the proposed algorithm
to channel-estimation error. A channel-estimation scheme is
introduced that works with the iterative MIMO equalization
process to reduce estimation errors.

Index Terms—Iterative channel estimation; multiple-input–mul-
tiple-output (MIMO) system, turbo equalization.

I. INTRODUCTION

POST-IMT-2000 broad-band mobile-communication sys-
tems will be required to transmit signals at 10–100 Mb/s

and to accommodate as many users as possible within the avail-
able frequency bandwidth. To realize these goals, spectrally
efficient broad-band signaling schemes have to be created.
Multiple-input–multiple-output (MIMO) communication sys-
tems allow multiple users to send information sequences using
the same time and frequency slots. References [3] and [4] show
that MIMO channels offer enormous channel-capacity gains
over independent narrow-band channels having the same total
bandwidth. Hence, the MIMO concept is seen as one of the key
technologies for future wireless communication systems.

Since intersymbol interference (ISI) and multiple-access
interference (MAI) occur in the multiuser broad-band commu-
nication scenario, MIMO receivers must suppress the ISI and
MAI effects to adequately detect the multiple users’ signals.
The iterative equalization technique [5] and [6], which is an
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extension of the turbo-coding concept, is attracting much
attention for realizing ISI equalization. However, when it
is used in MIMO channels, the computational complexity
required to derive thea posteriori log likelihood ratio (LLR)
is excessive. This is because the number of states in the trellis
diagram for the frequency-selective MIMO channels increases
exponentially against the product of the number of users and
their channel memory lengths.

Reynolds and Wang recently proposed a computationally ef-
ficient iterative equalization algorithm for severe ISI channels
[1], which was derived from an iterative multiuser detector for
code-division multiple-access (CDMA) systems [2]. Its concep-
tual basis is to replicate the ISI components by using the LLR
of the interferers’ coded bits fed back from their channel de-
coder and to subtract the soft replica from the received com-
posite-signal vector. Adaptive linear filtering is used to remove
the interference residuals: taps of the linear filter are determined
adaptively in order to minimize the mean square error (MSE)
between the filter output and the signal point corresponding to
the desired user’s coded symbol. The LLR of the filter output
is then calculated. After deinterleaving, the LLR values of the
filter output are brought to a channel decoder as extrinsic infor-
mation. Soft-input–soft-output (SISO) decoding is performed
by the channel decoder. The process discussed above is repeated
in an iterative manner. The key point of this scheme is that it
offers much lower computational complexity than turbo equal-
izers using a trellis diagram of the channel.

This paper aims to create a new ISI and MAI cancellation
technique for frequency-selective MIMO channels based on
Reynolds and Wang’s method. Since the received composite
signal suffers both ISI and MAI in frequency-selective MIMO
channels, the detector first forms the soft replica of the ISI and
MAI components and subtracts it from the received composite
signal vector. Residual ISI and MAI components are then
removed by a linear adaptive filter. SISO channel decoding
takes place for each user independently. It is shown that the
proposed detector can substantially increase BER performance.

Despite the computational simplicity of Reynolds and
Wang’s algorithm, it assumes that the detector knows all of the
parameters related to the channels. In practice, however, the
parameters have to be estimated and the estimation error can
degrade the detector’s performance. This paper assumes non-
blind parameter estimation: each user’s information sequence
is headed by a unique word sequence whose waveform and
timing are known to the detector. This paper also proposes a
new iterative channel-estimation technique that enhances the
performance of the MIMO detector by reducing the severity of
channel-estimation errors.

0018-9545/03$17.00 © 2003 IEEE
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Fig. 1. MIMO channel model.

This paper is organized as follows: Section II describes
the MIMO communication-channel model used in this paper.
A mathematical space–time representation of the channel is
given. Section III proposes a new MIMO turbo-equalization
algorithm based on [1] and [2] and Section IV proposes a new
iterative channel-estimation technique. Section V shows the
results of the computer simulations conducted to verify the
effectiveness of the proposed algorithm. Finally, in Section VI
we make a conclusion.

II. MIMO C HANNEL MODEL

Fig. 1 shows a MIMO communication-channel model; there
are users and the receiver is equipped withantennas. All

users transmit information symbols at the same time and fre-
quency slots without spreading their signals in the frequency
domain.

This paper assumes a coded MIMO system as shown in Fig. 2.
The information symbols s are first encoded by each user’s
channel encoder whereand denotes the symbol and user
indices, respectively. The coded symbols are then interleaved
and modulated according to the modulation format used. The
modulated symbols are then transmitted over frequency-
selective channels. denotes the symbol index of modulated
symbols. At the receiver, discrete time measurement at theth
antenna yields the sampled value series of the antenna
output as

(1)

where is the channel-memory length.1 Without loss of gen-
erality, the channel-memory length is assumed to be identical
for all users. is a discrete time representation of the
channel between theth user and the th receiver antenna,

is the th user’s transmitted symbol, and is
additive white Gaussian noise (AWGN).

Stacking those measurements into a vector form, which is
equivalent to sampling in the space domain, results in

(2)

1Equation (1) is valid regardless the synchronization in symbol timing among
the users. In fact, impulse responses of the channel and filters in the transmitter
and the receiver are folded intoh (l) (see [7]).

(3)

where

...
...

... (4)

(5)

and

(6)

Finally, temporal sampling to capture the multipath signals for
diversity combining yields the following space–time represen-
tation of the received signal

(7)

(8)

where

...
... (9)

is the channel matrix with and being

(10)

and

(11)

III. SPACE–TIME TURBO EQUALIZATION

A. System Model

Fig. 2 shows a block diagram of the space–time turbo equal-
izer for frequency-selective MIMO channels. The equalizer is
comprised of a SISO MMSE detector and SISO channel de-
coders. The basic concept of this configuration follows [1] and
[2]; our aim is to extend their concept to cover frequency-selec-
tive MIMO channels.
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Fig. 2. Block diagram for MIMO equalizer.

Binary phase-shift keying (BPSK) is assumed to be a modu-
lation scheme that was used. The detector produces the LLR for
each coded bit as

(12)

(13)

where is the extrinsic information fed to theth user’s
channel decoder following the MMSE detector and
is the a priori information provided by theth user’s channel
decoder.

The channel decoders derive the LLR for each coded bit as

(14)

(15)

where, with as the symbol index after de-interleaving,
is the extrinsic information fed back to the MMSE

detector and is the a priori information provided by
the channel detector. is the burst length.

Estimates of each user’s information symbols can be obtained
as

(16)

after sufficient times of iterations, where

(17)

B. SISO MMSE Detector

Utilizing the extrinsic information provided by theth user’s
channel decoder, the MMSE detector first forms a soft symbol
estimate of the th user’s th symbol as

(18)

which is used to form the soft replica of the MAI
and ISI components. The soft replica is subtracted from the re-
ceived signal vector to produce the th user’s signal esti-
mate vector as

(19)
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where

(20)

with

(21)

If

(22)

with the th element being zero. Equation (19) yields soft in-
terference cancellation. Note that [1]’s equalizer aims to soft-
cancel only ISI components, whereas the MIMO detector aims
to soft-cancel both ISI and MAI components.

The objective of the rest of the algorithm is to suppress the
ISI and MAI residuals left after soft interference cancellation.
An adaptive linear filter is used for this purpose: the
vector of the filter taps is determined so that the MSE
between the filter output and the signal point corresponding to
the detected desired user’s symbol is minimized as

(23)

Since the derivation of the optimum vector follows [1]
and [2], only the results are shown below as

(24)

where

(25)

(26)

with

(27)

For

(28)

with the ( , ) element being one. By approximating the error at
the MMSE filter output by a Gaussian process [1], the extrinsic
information to be delivered to the channel decoder can be de-
rived as

(29)

(30)

where s are the filter outputs

(31)

and

(32)

IV. I TERATIVE CHANNEL ESTIMATION

The sensitivity of turbo-equalization performance to channel-
estimation error was reported in [6]. It is obvious that increasing
the accuracy of channel estimation enhances the performance.
In deriving the algorithm described in Section III, all elements
of channel matrix are assumed to be known. This section pro-
poses a new channel-estimation scheme that effectively utilizes
the iterative mechanism of the MIMO turbo equalizer.

The objective of the channel estimation is to find the optimal
estimates of the channel-impulse responses of multiple users
given (1)’s received signal-sample sequence of the th

receiver antenna. The estimation optimality in
this case is in the least-square (LS) sense expressed as

(33)

where

(34)

and

(35)

with

(36)

being th user’s reference signal. The recur-
sive least-square (RLS) algorithm can be used to properly solve
(33)’s optimization problem. It is assumed that each user’s
information sequence is headed by a unique word sequence,
whose waveforms and timings are known to the receiver. Prior
to the first iteration for the MIMO channel equalization, the
channel-impulse responses are estimated adaptively by using
the known unique word waveforms as the signal references. All
the users are assumed to be frame synchronized.2 Hence, an
estimate of is obtained at the end of the unique word period.
The detector then runs the first iteration for the MIMO equal-
ization described in Section III. The first iteration produces
initial soft estimates of the users’ transmitted coded bits as

(37)

Obviously, the larger the values, the more reliable they
are, which suggests that the hard decision results of
having relatively large values can be used as additional
signal references for the channel estimation. Thresholding may
properly identify the reliable soft estimates.

Prior to the second iteration, the RLS parameter-estimation
algorithm is run again. The unique word waveform as well as
the information symbols can be used if, as illustrated in Fig. 3,
the period during which all users’ information symbols are iden-
tified as being reliable is larger than the ISI length. The esti-
mates of the channel-impulse responses are then updated. The
detector runs the second iteration for the MIMO equalization
using the updated channel estimates. This process is repeated.

2This assumption does not impose a requirement on the synchronization of
symbol timing. Unique word sequences on the earliest paths may be received at
different times, which may spread over the unique word periods. The receiver
has to know their unique word-reception timings.
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Fig. 3. An example of reliable symbol determination for the proposed iterative channel estimation forN = 2, L = 3.

Due to the turbo principle, the values increase with the
iteration number, thereby yielding more additional reference
signals. This results in better estimates of the channel-impulse
responses.

V. SIMULATION RESULTS

This section presents the results of computer simulations con-
ducted to evaluate the performance of the proposed MIMO turbo
equalizer. All simulations assumed that channel-frequency se-
lectivity was the result of -path propagation with each path
experiencing frequency-flat Rayleigh fading. A rate 1/2 nonsys-
tematic convolutional code with the constraint length of 3 and
generators was used. There are
path components and all are assumed to have the same average
power. One burst has 900 coded symbols headed by a unique
word sequence for channel estimation. It is assumed that all

users are symbol and frame synchronized for simplicity. A
random interleaver with size 900 was used, which is the same
size as the frame length. The forgetting factor of the RLS al-
gorithm was set at 0.99. The max-log maximuma posteriori
probability (MAP) algorithm was used in the SISO channel de-
coders.

Figs. 4 and 5 show for and bit-error rate
(BER) performance curves for and , respec-
tively. Each curve was obtained by averaging over all users’
BERs. Channel matrix was assumed to be known in this case.
Very slow fading was assumed for each user and, hence, channel
matrix was fixed during each burst. is defined as the av-
erage per-information bit energy of each user’s signal received
by one antenna element. The figure also shows, as a perfor-
mance reference, the performance curve of an order-10
maximum ratio combining (MRC) diversity followed by Viterbi
decoding for mono antenna receiver added with 3 dB antenna
gain . This curve corresponds to the case that the
derived MIMO equalizer can fully exploit the -order
diversity gain due to frequency-selective fading, while com-
pletely eliminating the MAI and ISI components from the re-
ceived signal . Results show that the derived MIMO equal-
izer offers substantial iteration gains and achieves BER perfor-
mances almost equivalent to the MRC BER curve.

Fig. 6 shows the BER performances of the MIMO equalizer
for , , and . It is found from the figure

Fig. 4. BER performance:N = 2,L = 5, andM = 2, channel known.

that increasing the number of antenna elements improves BER
performance.

Fig. 7 shows the BER performance of the proposed MIMO
equalizer with the proposed iterative channel-estimation
scheme versus threshold value for , ,

, and dB. The normalized maximum
Doppler frequency , normalized by the symbol duration

, is 1/20 000. Each unique word sequence is 25 symbols long.
The RLS algorithm was used to estimate the channel matrix.
The loss of signal-to-noise ratio (SNR) due to unique word se-
quence is not taken into account.3 Note that with , the
channel estimator uses just the unique word sequences and with

3TheE =N values in Figs. 7 and 8 do not reflect the bandwidth expansion
factor due to the unique word. This is because a major purpose of Figs. 7 and 8
is to compare performances with and without channel estimation.
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Fig. 5. Performance:N = 3,L = 5, andM = 2, channel known.

Fig. 6. BER performance:N = 3,L = 5, andM = 4, channel known.

Fig. 7. BER performance versus threshold value of the proposed equalizer
with iterative channel estimation:N = 2, L = 5, andM = 2.

, it uses entire portion of the information sequences.
With a smaller value, more symbols in the information
sequences can be used for channel estimation, but they are less
reliable. Hence, it is obvious that there is an optimal threshold
value that achieves the best performance. Obviously, the BER
with iterative estimation is lower-bounded by a certain value,
which corresponds to the case in which perfect knowledge
about the channel is available. It is found from Fig. 7 that the
optimal threshold is approximately .

Fig. 8 shows BER performances with and without iterative
channel estimation and with perfect knowledge about the
channel. Without iterative channel estimation, channel was
estimated only once by using the unique word sequence before
the first iteration and the equalizer used the same channel
estimates later on (channel estimates were not updated). With
iterative channel estimation, channel was re-estimated at the
beginning of every iteration using the technique described in
Section IV. The optimal threshold value was used
for the iterative estimation. Four iterations were performed.
It is found that the iterative channel-estimation scheme can
significantly improve system performance.

VI. CONCLUSION

We extended Reynolds and Wang’s iterative ISI equalizer
to create a space–time turbo equalizer for frequency-selective
MIMO channels. Its performance was evaluated by computer
simulations. Results show that the MIMO equalizer offers
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Fig. 8. BER performance with perfect, iterative, and without iterative channel
estimation:N = 2, L = 5, andM = 2.

substantially enhanced BER performance even in the presence
of both multiple users and propagation paths. Since the com-
plexity of the MMSE detector is not prohibitive and the SISO
channel decoders’ computational complexity is comparable to
that of practical Viterbi channel decoders, the derived MIMO
equalizer is, as a whole, computationally efficient. We also
proposed a new channel-estimation scheme that effectively
works within the iterative-equalization process. Computer sim-
ulations showed that the proposed channel-estimation scheme
significantly improves MIMO turbo equalizer performance.
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