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PAPER

Modified Hierarchical 3D-Torus Network

M.M. Hafizur RAHMAN†a), Student Member, Yasushi INOGUCHI††, and Susumu HORIGUCHI†††, Members

SUMMARY Three-dimensional (3D) wafer stacked implementation
(WSI) has been proposed as a promising technology for massively parallel
computers. A hierarchical 3D-torus (H3DT) network, which is a 3D-torus
network of multiple basic modules in which the basic modules are 3D-mesh
networks, has been proposed for efficient 3D-WSI. However, the restricted
use of physical links between basic modules in the higher level networks
reduces the dynamic communication performance of this network. A torus
network has better dynamic communication performance than a mesh net-
work. Therefore, we have modified the H3DT network by replacing the
3D-mesh modules by 3D-tori, calling it a Modified H3DT (MH3DT) net-
work. This paper addresses the architectural details of the MH3DT network
and explores aspects such as degree, diameter, cost, average distance, arc
connectivity, bisection width, and wiring complexity. We also present a
deadlock-free routing algorithm for the MH3DT network using two virtual
channels and evaluate the network’s dynamic communication performance
under the uniform traffic pattern, using the proposed routing algorithm. It
is shown that the MH3DT network possesses several attractive features in-
cluding small diameter, small cost, small average distance, better bisection
width, and better dynamic communication performance.
key words: MH3DT network, static network performance, wormhole rout-
ing, deadlock-free routing, dynamic communication performance

1. Introduction

Interconnection networks are the key elements for building
massively parallel computers [1]. In massively parallel com-
puters with millions of nodes, the large diameter of conven-
tional topologies is intolerable. Hierarchical interconnec-
tion networks [2] are a cost-effective way to interconnect a
large number of nodes. A variety of hyper-cube based hier-
archical interconnection networks have been proposed [3]–
[8], but for large-scale multicomputer systems, the number
of physical links becomes prohibitively large. To alleviate
this problem, several k-ary n-cube-based hierarchical inter-
connection networks: TESH [9], [10], H3D-torus [11]–[13],
and Cube Connected Cycles (CCC) [14], have been pre-
sented. However, the dynamic communication performance
of these networks is still very low, especially in terms of
network throughput.

An H3DT network [12], [13] has been put forward as a
new interconnection network for large-scale 3D multicom-

Manuscript received May 26, 2004.
Manuscript revised September 30, 2004.
†The author is with the Graduate School of Information Sci-

ence, JAIST, Ishikawa-ken, 923–1292 Japan.
††The author is with the Center for Information Science, JAIST,

Ishikawa-ken, 923–1292 Japan.
†††The author is with the Graduate School of Information Sci-

ence, Tohoku University, Sendai-shi, 980–8579 Japan.
a) E-mail: rahman@jaist.ac.jp

puters. The H3DT network consists of multiple basic mod-
ules (BM) which are 3D-mesh of size (m × m × m). The
BMs are hierarchically interconnected by a 3D-torus of size
(n × n × n) to build higher level networks. The restricted
use of physical links between basic modules in the higher
level networks reduces the dynamic communication perfor-
mance of this network. Even when the inter-BM links are
increased, the network throughput of the H3DT network is
still lower than that of the conventional mesh network. It has
already been shown that a torus network has better dynamic
communication performance than a mesh network [1]. This
is the key motivation that led us to replace the 3D-mesh net-
work by a 3D-torus network.

The modified hierarchical 3D-torus (MH3DT) network
consists of BMs which are themselves 3D-tori (m ×m ×m),
hierarchically interconnected in a 3D-torus (n × n × n) net-
works. In the MH3DT network, both the BMs and the inter-
connection of higher levels have toroidal interconnections.

In massively parallel computers, an ensemble of nodes
works in concert to solve large application problems.
The nodes communicate data and coordinate their efforts
by sending and receiving messages in the multicomputer
through a router, using a routing algorithm. The routing al-
gorithm specifies how a message selects its network path to
move from source to destination. Efficient routing is critical
to the performance of interconnection networks. In a prac-
tical router design, the routing decision process must be as
fast as possible to reduce network latency.

Wormhole routing [15], [16] has become the dominant
switching technique used in contemporary multicomput-
ers. This is because it has low buffering requirements, and
more importantly, it makes latency independent of the mes-
sage distance. Since wormhole routing relies on a blocking
mechanism for flow control, deadlock can occur because of
cyclic dependencies over network resources during message
routing. Virtual channels [17], [18] were originally intro-
duced to solve the problem of deadlock in wormhole-routed
networks.

Deterministic, dimension-order routing is popular in
multicomputers because it has minimal hardware require-
ments and allows the design of simple and fast routers. Al-
though there are numerous paths between any source and
destination, dimension-order routing defines a single path
from source to destination to avoid deadlock.

Neither the static network performance nor the dy-
namic communication performance of the MH3DT network
have been evaluated yet. The first objective of this paper
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is to address the architectural details of the MH3DT net-
work, and explore aspects such as the node degree, network
diameter, cost, average distance, arc connectivity, bisection
width and wiring complexity of the MH3DT network as well
as its applicability to several conventional and hierarchical
networks. The second objective of this paper is to propose
a deadlock-free routing algorithm for the MH3DT network
with a minimum number of virtual channels and evaluate the
dynamic communication performance of the network.

The remainder of the paper is organized as follows.
The basic structure of the MH3DT network and the routing
algorithm are explained in Sect. 2 and Sect. 3, respectively.
The proof that the proposed routing algorithm is free from
deadlock is presented in Sect. 4. Both the static network
performance and the dynamic communication performance
of the MH3DT network are discussed in Sect. 5. Section 6
presents our conclusions.

2. Interconnection of the MH3DT Network

The MH3DT network consists of basic modules (BMs) that
are hierarchically interconnected to form higher level net-
works. The BM of the MH3DT network is a 3D-torus net-
work of size (m×m×m), where m is a positive integer. The
BM of (4 × 4 × 4) torus, which is shown in Fig. 1, has some
free ports at the corners of the xy-plane. These free ports
are used for higher level interconnection. All ports of the
interior Processing Elements (PEs) are used for intra-BM
connections. All free ports of the exterior PEs are used for
inter-BM connections to form higher level networks. In this
paper, unless specified otherwise, BM refers to a Level-1
network.

Processing Elements (PEs) in the BM are addressed by
three base-m digits, the first representing the x-direction, the
second representing the y-direction, and the last represent-
ing the z-direction. The address of a PE in the BM is ex-
pressed by

ABM = (az)(ay)(ax), (0 ≤ az, ay, ax ≤ m − 1) (1)

All ports of the interior PEs are used for intra-BM con-
nections. Three PEs (0 ≤ az ≤ 2) have two free ports, as

Fig. 1 Basic module.

shown in Fig. 1, which are used for inter-BM connections to
form higher level networks. Let az = 0 be the z-direction
link, az = 1 be the y-direction link, and az = 2 be the x-
direction link. We define a gate node as a PE that has free
links to interconnect with PEs at the higher level. Thus each
gate node has two links and is hierarchically interconnected
with the PEs at the higher level by a 3D-torus network.

Successively higher level networks are built by recur-
sively interconnecting lower level subnetworks in a 3D-
torus of size (n × n × n), where n is also a positive inte-
ger. As illustrated in Fig. 2, a Level-2 MH3DT network,
for example, can be formed by interconnecting 64 BMs as a
(4 × 4 × 4) 3D-torus network. Each BM is connected to its
logically adjacent BMs. 2q gate nodes are used higher level
interconnection, where q is the inter-level connectivity. As
each xy-plane of the BM has 4 gate nodes, q ∈ {0, 1, 2}.
q = 0 leads to minimal inter-level connectivity, while q = 2
leads to maximum inter-level connectivity. By using the pa-
rameters m, n, L, and q, we can define the MH3DT network
as MH3DT(m, n, L, q).

Let N be the total number of nodes in a MH3DT net-
work. Then an MH3DT network with level L has N =[
m3 × n3(L−1)

]
. With q = 0, for example, Level-5 is the high-

est possible level to which a (4 × 4 × 4) BM can be inter-
connected. The total number of nodes in a network having
(4×4×4) BMs and a (4×4×4) Level-5 network is N = 230,
i.e, more than one billion. A PE in the Level-L is addressed
by three base-n numbers as follows:

AL =
(
aL

z

) (
aL

y

) (
aL

x

)
,
(
0 ≤ aL

z , a
L
y , a

L
x ≤ n − 1

)
(2)

The address of a PE at Level-L is represented by:

AL =
(
aL

z

) (
aL

y

) (
aL

x

)
L is the level number. (3)

More generally, in a Level-L MH3DT network, the node ad-
dress is represented by:

A = ALAL−1AL−2 . . . . . . A2A1

= aα aα−1 aα−2 aα−3 . . . . . . a3 a2 a1 a0

= a3L−1 a3L−2 a3L−3 a3L−4 . . . . . . a3 a2 a1 a0

Fig. 2 Interconnection of a Level-2 MH3DT network.
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= (a3L−1 a3L−2 a3L−3) . . . . . . (a2 a1 a0) (4)

Here, the total number of digits is α = 3L, where L is
the level number. Groups of digits run from group number
1 for Level-1 (i.e. the BM), to group number L for the L-th
level. In particular, i-th group (a3i−1 a3i−2 a3i−3) indicates the
location of a Level-(i−1) subnetwork within the i-th group to
which the node belongs; 2 ≤ i ≤ L. In a two-level network,
for example, the address becomes A = (a5 a4 a3) (a2 a1 a0).
The last group of digits (a5 a4 a3) identifies the BM to which
the node belongs, and the first group of digits (a2 a1 a0)
identifies the node within that basic module.

3. Routing Algorithm

Routing of messages in the MH3DT network is performed
from top to bottom. That is, it is first done at the high-
est level network; then, after the packet reaches its high-
est level sub-destination, routing continues within the sub-
network to the next lower level sub-destination. This pro-
cess is repeated until the packet arrives at its final destina-
tion. When a packet is generated at a source node, the node
checks its destination. If the packet’s destination is the cur-
rent BM, the routing is performed within the BM only. If the
packet is addressed to another BM, the source node sends
the packet to the outlet node which connects the BM to the
level at which the routing is performed. We have considered
a simple deterministic, dimension-order routing algorithm.
Routing of messages in the network is performed initially
in the z-direction, next in the y-direction, and finally in the
x-direction.

Routing in the MH3DT network is strictly defined by
the source node address and the destination node address.
Let a source node address be sα, sα−1, sα−2, . . . , s1, s0, a
destination node address be dα, dα−1, dα−2, . . . , d1, d0, and
a routing tag be tα, tα−1, tα−2, . . . , t1, t0, where ti = di −
si. The source node address of the MH3DT network is
expressed as s = (s3L−1, s3L−2, s3L−3), . . . , . . . , (s2, s1, s0).
Similarly, the destination node address is expressed as d =
(d3L−1, d3L−2, d3L−3), . . . , . . . , (d2, d1, d0). Figure 3 shows
the routing algorithm for the MH3DT network.

As an example, a routing between PE(123)(211) and
PE(333)(111) in the MH3DT network is given. First the
packet is moved to the gate node in the z-axis at Level-2,
PE(123)(000). Then the packet at PE(123)(000) is moved to the
node with the same address in the z-axis, PE(323)(000). Next,
routing in the y-axis is applied in the same manner. The
packet at PE(323)(000) is moved to the gate node PE(323)(100) in
the y-axis. The packet at PE(323)(100) is moved to PE(333)(100)

with the same address in the y-axis. Finally, the routing is
applied within the BM and terminated.

4. Deadlock-Free Routing

The most expensive part of an interconnection network is
the wire that forms the physical channels; for a particular
topology, the physical channel cost is constant. The second

Fig. 3 Routing algorithm of the MH3DT network.

most expensive elements are the buffers and switches. Since
the networks we consider are wormhole-routed, the main
factor in buffer expense is the number of virtual channels.
Virtual channels [18] reduce the effect of blocking; they are
used widely in parallel computer systems, to improve dy-
namic communication performance by relieving contention
in the multicomputer network and to design deadlock-free
routing algorithms. Since the hardware cost increases as the
number of virtual channels increases, the unconstrained use
of virtual channels is not cost-effective in parallel comput-
ers. Therefore, a deadlock-free routing algorithm for an ar-
bitrary interconnection network with a minimum number of
virtual channels is preferred. In this section, we discuss the
minimum number of virtual channels for deadlock-free rout-
ing of the MH3DT network. We also present a proof that the
MH3DT network is deadlock free.

To prove the proposed routing algorithm for the
MH3DT network is deadlock free, we divide the routing
path into three phases, as follows:

• Phase 1: Intra-BM transfer path from source PE to the
face of the BM.
• Phase 2: Higher level transfer path.

sub-phase 2.i.1 : Intra-BM transfer to the outlet PE of
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Level (L − i) through the z-link.
sub-phase 2.i.2 : Inter-BM transfer of Level (L − i)

through the z-link.
sub-phase 2.i.3 : Intra-BM transfer to the outlet PE of

Level (L − i) through the y-link.
sub-phase 2.i.4 : Inter-BM transfer of Level (L − i)

through the y-link.
sub-phase 2.i.5 : Intra-BM transfer to the outlet PE of

Level (L − i) through the x-link.
sub-phase 2.i.6 : Inter-BM transfer of Level (L − i)

through the x-link.

• Phase 3: Intra-BM transfer path from the outlet of the
inter-BM transfer path to the destination PE.

The proposed routing algorithm enforces some rout-
ing restrictions to avoid deadlocks [17]. Since dimension-
order routing is used in the MH3DT network, messages in
the network are routed first in the z-direction then in the y-
direction, and finally in the x-direction. The interconnection
of the BM and the higher levels of the MH3DT network is
a toroidal connection. The number of virtual channels re-
quired to make the routing algorithm deadlock-free for the
MH3DT network is determined using the following lemma.

Lemma 1: If a message is routed in the order z→ y→ x in
a 3D-torus network, then the network is deadlock free with
2 virtual channels.

Proof: In torus interconnection networks, cyclic depen-
dencies can occur in two ways, first as a result of the inter-
dimensional turns made by the messages, or second, as a re-
sult of a wrap-around connection in the same direction. To
avoid these cyclic dependencies, we need two virtual chan-
nels, one for inter-dimensional turns and another for wrap-
around connections. Initially, messages are routed over vir-
tual channel 0. Then, if the packet is going to use a wrap-
around channel, messages are routed over virtual channel 1.
For a 3D-torus network, the channels are allocated as shown
in Eq. 5. Enforcing this routing restriction and using vir-
tual channels means cyclic dependencies are avoided. Thus,
deadlock freeness is proved.

C =



(l, vc, n2), z+ channel,
(l, vc, 4 − n2), z− channel,

(l, vc, n1), y+ channel,
(l, vc, 4 − n1), y− channel,

(l, vc, n0), x+ channel,
(l, vc, 4 − n0), x− channel

(5)

Here, l = {0, 1, 2, 3,4, 5} are the links used in the BM, l =
{0, 1}, l = {2, 3}, and l = {4, 5} are the links used in the z–
direction, y–direction, and x–direction, respectively. vc =
{0, 1} are virtual channels, and n0, n1, and n2 are the PE
addresses in the BM.

Theorem 1: An MH3DT network with 2 virtual channels
is deadlock free.

Proof: Both the BM and the higher levels of the

MH3DT network have a toroidal interconnection. In phase-
1 and phase-3 routing, packets are routed in the source-BM
and destination-BM, respectively. The BM of the MH3DT
network is a 3D-torus network. According to Lemma 1,
the number of necessary virtual channels for phase-1 and
phase-3 is 2. Intra-BM links between inter-BM links are
used in sub-phases 2.i.1, 2.i.3, and 2.i.5. Thus, sub-phases
2.i.1, 2.i.3, and 2.i.5 utilize channels over intra-BM links,
sharing the channels of either phase-1 or phase-3. The gate
nodes, as mentioned earlier, are used for higher level in-
terconnection. The free links in these gate nodes are used
in sub-phases 2.i.2, 2.i.4, and 2.i.6, and these links form a
3D-torus network for the higher level network. According
to Lemma 1, the number of necessary virtual channels for
this 3D-torus network is also 2. The main idea is that mes-
sages are routed over one virtual channel. Then, messages
are switched over the other virtual channel if the packet is
going to use a wrap-around connection.

Therefore, the total number of necessary virtual chan-
nels for the whole network is 2.

5. Performance Evaluation

Comparing the performance of different hierarchical in-
terconnection networks such as MH3DT, H3DT [13],
TESH [9], and CCC [14] networks is not an easy task, be-
cause each network has a different interconnection architec-
ture, which makes it difficult to match the total number of
nodes. The total number of nodes in the MH3DT network is
N =
[
m3 × n3(L−1)

]
. If m = 4, n = 4, and L = 2, then the to-

tal number of nodes of the MH3DT network is 4096. Level-
2 H3DT network with m = 4 and n = 4, Level-3 TESH,
64×64 mesh, and 12-D hypercube networks also have 4096
nodes. The d-dimensional CCC network has d × 2d nodes.
If d = 9, then the total number of nodes of the CCC network
is 9×29 = 4608. According to the structure of the CCC net-
work [14], it is not possible to construct a 4096-node CCC
network. We have compared the static network performance
and dynamic communication performance of various 4096-
node networks. We have also evaluated the static network
performance of the CCC network with 4608 nodes.

5.1 Static Network Performance

The topology of an interconnection network determines
many architectural features of that parallel computer and af-
fects several performance metrics. Although the actual per-
formance of a network depends on many technological and
implementation issues, several topological properties and
performance metrics can be used to evaluate and compare
different network topologies in a technology-independent
manner. Most of these properties are derived from the graph
model of the network topology. In this section, we discuss
some of the properties and performance metrics that char-
acterize the cost and performance of an interconnection net-
work.

The static network performance of various networks
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with 4096 nodes, along with that of a CCC network with
4608 nodes, is tabulated in Table 1. The static network per-
formance of the 4608-noded CCC network can not be com-
pared with the other 4096-noded networks. However, its
performance is included in Table 1 to show its topological
properties.

5.1.1 Node Degree

The node degree is defined as the number of physical chan-
nels emanating from a node. This attribute is a measure of
the node’s I/O complexity. For the MH3DT network, the
node degree is independent of network size. Since each
node has eight channels, its degree is 8. Constant degree
networks are easy to expand and the cost of the network in-
terface of a node remains unchanged with increasing size of
the network.

5.1.2 Diameter

The diameter of a network is the maximum inter-node dis-
tance, i.e., the maximum number of links that must be tra-
versed to send a message to any node along a shortest path.
As a definition, the distance between adjacent nodes is unity.
The diameter is the maximum distance between two nodes.
The diameter is commonly used to describe and compare the
static network performance of the network’s topology. Net-
works with small diameters are preferable. The smaller the
diameter of a network the shorter the time to send a mes-
sage from one node to the node farthest away from it. In
fact, the diameter sometimes (but not always) sets the lower
bound for the running time of an algorithm performed on
the network. Table 1 shows a comparison of the MH3DT
network diameter with several other networks. Clearly, the
MH3DT network has a much smaller diameter than the con-
ventional mesh, TESH [9], [10], and H3DT [12], [13] net-
works but larger than that of the hypercube network.

5.1.3 Cost

Inter-node distance, message traffic density, and fault-
tolerance are dependent on the diameter and the node de-
gree. The product (diameter × node degree) is a good cri-
terion for measuring the relationship between cost and per-
formance of a multiprocessor system [5], [8]. An intercon-
nection network with a large diameter has a very low mes-
sage passing bandwidth and a network with a high node de-
gree is very expensive. In addition, a network should be
easily expandable; there should be no changes in the basic
node configuration as we increase the number of nodes. Ta-
ble 1 shows that the cost of the MH3DT network is smaller
than that of the mesh and H3DT [12], [13] networks, equal
to that of the hypercube network, and a bit higher than the
TESH [9], [10] network.

5.1.4 Average Distance

The average distance is the mean distance between all dis-

tinct pairs of nodes in a network. A small average dis-
tance allows small communication latency, especially for
distance-sensitive routing, such as store and forward. But
it is also crucial for distance-insensitive routing, such as
wormhole routing, since short distances imply the use of
fewer links and buffers, and therefore less communication
contention. We have evaluated the average distance for dif-
ferent conventional topologies by the corresponding formula
and of different hierarchical networks by simulation. As we
see in Table 1, the MH3DT network has a smaller average
distance than the conventional mesh network and hierarchi-
cal TESH [9], [10] and H3DT [12], [13] networks. However,
the average distance of the MH3DT network is higher than
that of the hypercube network.

5.1.5 Arc Connectivity

Connectivity measures the robustness of a network. It is
a measure of the multiplicity of paths between processors.
Arc connectivity is the minimum number of links that must
removed in order to break the network into two disjoint
parts; it is a measure of connectivity. High connectiv-
ity (and thus arc connectivity) improves performance dur-
ing normal operation by avoiding congested links, and also
improves fault tolerance. A network is maximally fault-
tolerant if its connectivity is equal to the degree of the net-
work. The arc connectivity of several networks is shown in
Table 1. Clearly, the arc connectivity of the MH3DT net-
work is higher than a conventional mesh, TESH [9], [10],
and H3DT [12], [13] networks and it is closer to the node de-
gree. The arc connectivity of an interconnection networks is
independent of its total number of nodes. The arc connectiv-
ity of the CCC network is exactly equal to the node degree.
Thus, CCC is more fault tolerant than the MH3DT network.

5.1.6 Bisection Width

Bisection width (BW) is another measure of robustness. The
BW of a network is defined as the minimum number of com-
munication links that must removed to partition the network
into two equal halves. The bisection width of a ring network
is two, since any partition cuts across only two communica-
tion links. The bisection width of the MH3DT network is
calculated by:

BW(MH3DT ) = 2q+1 × (m × n) (6)

BW is calculated by counting the number of links that
need to be removed to partition the highest level (Level-L)
torus. This equation is valid for higher level networks. We
don’t consider the interconnection of basic modules here.
The basic module is simply a 3D-torus network so its bisec-
tion width is 2m2.

Many problems can be solved in parallel using binary
divide-and-conquer: split the input data set into two halves
and solve them recursively on both halves of the intercon-
nection network in parallel, then merge the results from both
halves into the final result. Small bisection width implies
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low bandwidth between the two halves and it can slow down
the final merging phase. On the other hand, a large bisection
width is undesirable for the VLSI design of the interconnec-
tion network, since it implies a lot of extra chip wires, such
as in hypercube [9]. Table 1 shows that the bisection width
of the MH3DT network is higher than that of the conven-
tional mesh and TESH networks [9], [10] and equal to that
of the H3DT network [12], [13].

5.1.7 Wiring Complexity

The wiring complexity of an interconnection network refers
to the number of links needed to be connected to a node as
the network is scaled up. The wiring complexity depends on
the node degree, which is the number of channels incident
to a node. The wiring complexity has a direct correlation to
hardware cost and complexity. An n-dimensional torus net-
work has n × N links, where N is the total number of nodes.
The wiring complexity of a Level-L MH3DT network is rep-
resented as shown in Eq. 7.
3m3 × n3(L−1) +

L∑

i=2

3(2q)
{
n3(L−1)

} (7)

Table 1 compares the wiring complexity for a MH3DT
network with several other networks. The total number of
physical links in the MH3DT network is higher than that in
the conventional mesh, TESH [9], [10], and H3DT [12], [13]
networks; therefore, the cost of physical links is higher for
the MH3DT network. However, it is almost half the wiring
complexity of the hypercube network.

5.2 Dynamic Communication Performance

The overall performance of a multicomputer system is af-
fected by the performance of the interconnection network
as well as by the performance of the node. Continuing ad-
vances in VLSI/WSI technologies promise to deliver more
power to individual nodes. On the other hand, low perfor-
mance of the communication network will severely limit the
speed of the entire multicomputer system. Therefore, the
success of massively parallel computers is highly depen-
dent on the efficiency of their underlying interconnection
networks.

Table 1 Comparison of 4096 node networks.
Hyper- 2D-Mesh CCC† TESH H3DT MH3DT H3DT MH3DT
Cube Network 9 × 29 Network (4,4,2,0) (4,4,2,0) (4,4,2,2) (4,4,2,2)

Node Degree 12 4 3 4 6 8 6 8
Diameter 12 126 22 32 25 20 21 18
Cost 144 504 66 128 150 160 126 144
Average Distance 6 42.67 12.75 17.80 12.74 10.36 10.77 9.37
Arc Connectivity 12 2 3 2 3 6 3 6
Bisection Width 2048 64 256 8 32 32 128 128
Wiring Complexity 24576 8064 6912 6688 9408 12480 9792 12864

†CCC network with 4608 nodes

5.2.1 Performance Metrics

The dynamic communication performance of a multicom-
puter is characterized by message latency and network
throughput. Message latency refers to the time elapsed from
the instant when the first flit is injected by the source into
the network to the instant when the last flit of the message is
received at the destination. Network throughput refers to the
maximum amount of information delivered per unit of time
through the network. For the network to have good perfor-
mance, low latency and high throughput must be achieved.

Latency is measured in time units. However, when
comparing several design choices, the absolute value is not
important; because the comparison is performed by com-
puter simulation, latency is measured in simulator clock cy-
cles. Throughput depends on message length and network
size. Therefore, throughput is usually normalized, dividing
it by message length and network size. When throughput is
compared by computer simulation and wormhole routing is
used for switching, throughput can be measured in flits per
node and clock cycle.

5.2.2 Simulation Environment

To evaluate dynamic communication performance, we have
developed a wormhole routing simulator. In our simula-
tion, we use a dimension-order routing algorithm. The
dimension-order routing algorithm, which is exceedingly
simple, provides the only route for the source-destination
pair. Extensive simulations for several networks have been
carried out under the uniform traffic pattern, in which each
node sends messages to every other node with equal prob-
ability. Two virtual channels per physical channel are sim-
ulated, and the virtual channels are arbitrated by a round
robin algorithm. For all of the simulation results, the packet
size is 16 flits. Two flits are used as the header flit. Flits are
transmitted at 20, 000 cycles; in each clock cycle, one flit is
transferred from the input buffer to the output buffer, or from
output to input if the corresponding buffer in the next node
is empty. Therefore, transferring data between two nodes
takes 2 clock cycles.
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5.2.3 Dynamic Communication Performance Evaluation

We have evaluated the dynamic communication perfor-
mance of several 4096 node networks under uniform traffic
patterns. As mentioned earlier that it is not possible to con-
struct a CCC network with 4096 nodes. Thus, we can not
make a fair comparison between the dynamic communica-
tion performance of the 4608-noded CCC network and the
other, 4096-noded networks.

Under the assumption of constant bisection width, low-
dimensional networks with wide channels provide lower la-
tency, less contention, and higher throughput than higher-
dimensional networks with narrow channels [1]. However,
if the bisection width is high the network throughput will be
high, and vice-versa. The bisection width of hypercube net-
works is very high. Thus, their throughput is high, with the
accompanying cost of large latency [1]. Moreover, it has al-
ready been shown that the number of vertical links between
silicon wafers in the 3D-WSI implementation for the hyper-
cube network is very large; thus it is not suitable for 3D-
WSI implementation [9]–[11]. This is why we have consid-
ered conventional mesh networks rather than hypercubes for
comparing the dynamic communication performance. We
have compared the dynamic communication performance of
various interconnection networks, including hierarchical in-
terconnection networks, with low bisection width.

To evaluate the dynamic communication performance
of the H3DT and MH3DT networks, we have used maxi-
mum inter-level connectivity, i.e., q = 2. For a fair com-
parison, we allocated 2 virtual channels to the router for
performance evaluation. Figure 4 (a) depicts the results of
simulation under uniform traffic patterns for the various net-
work models. This figure presents the average transfer time
as a function of network throughput. Each curve stands for a
particular network. As shown in Fig. 4 (a), the average trans-
fer time of the MH3DT network is lower than that of the
H3DT, TESH, and mesh networks; its maximum through-
put is higher than that of the H3DT network, TESH network,
and mesh network with 1 virtual channel, but lower than that
of the mesh network with 2 virtual channels.

5.2.4 Effect of Buffer Size

In a large buffer, more flits can be stored in the one channel
buffer; therefore, frequency of packet blockings and dead-
locks are decreased and the dynamic communication per-
formance of the interconnection network is increased. We
have evaluated the dynamic communication performance of
various network models using a channel buffer size of 20
flits and the result is portrayed in Fig. 4 (b). As shown in
Fig. 4 (b), the average transfer time of the MH3DT network
is lower than that of the H3DT, TESH, and mesh networks;
the maximum throughput of the MH3DT network is higher
than that of the H3DT network and mesh network with 1 &
2 virtual channels and equal to that of the TESH network.

(a) Buffer size, 2 flits

(b) Buffer size, 20 flits

Fig. 4 Dynamic communication performance of dimension-order rout-
ing with uniform traffic pattern on various networks: 4096 nodes, 2 VCs,
16 flits.

5.2.5 Effect of Message Length

In this section, we analyzed the effect of message length on
dynamic communication performance. We have evaluated
the dynamic communication performance of the MH3DT
network for short, medium, and long messages to show the
effect of message length. Figure 5 shows the average mes-
sage latency divided by message length for the uniform traf-
fic pattern. It is shown that in the MH3DT network, average
transfer time decreases and maximum throughput increases
with an increase in message length.

Average message latency is smaller for long messages
because wormhole switching is used. Thus, the messages
are pipelined in nature. Path setup time is amortized among
more flits when messages are long. Moreover, data flits can
advance faster than message headers because headers need
a routing decision. Hence, headers have to wait for the rout-
ing control unit to compute the output channel, and possi-
bly, wait for the output channel to become free. Therefore,
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when the header reaches the destination node, the data flits
advance faster, thus favoring long messages.

5.2.6 Effect of Virtual Channels

We investigated the effect of adding extra virtual channels
on the MH3DT network for dimension-order routing. Fig-
ure 6 depicts the average transfer time as a function of net-
work throughput under the uniform traffic pattern for dif-
ferent virtual channels. The minimum number of virtual
channels for deadlock-free routing is 2. Adding 1 extra
virtual channel, for a total of 3, substantially improves the
dynamic communication performance of the MH3DT net-
work. We have also evaluated the dynamic communication
performance of the MH3DT network using 4 virtual chan-
nels. Figure 6 shows that the maximum throughput of the
MH3DT network using 3 virtual channels is higher than that
using 2 and almost same as that of 4 virtual channels. This

Fig. 5 Average transfer time divided by message length versus network
throughput of MH3DT network: 4096 nodes, 2 VCs, 16 flits, buffer size 2
flits.

Fig. 6 Dynamic communication performance of dimension order routing
with uniform traffic pattern on the MH3DT network: 4096 nodes, various
virtual channels, 16 flits, buffer size 2 flits.

striking difference of throughput shows that we can signifi-
cantly improve the dynamic communication performance of
the MH3DT network by adding 1 extra virtual channel over
the minimum number.

The question may arise whether we need massively
parallel computers with millions of nodes. The answer is
‘yes’. Solving the most challenging problems in many areas
of science and engineering such as defense, aerospace, au-
tomotive applications, and weather forecasting, requires ter-
aflops performance for more than a thousand hours at a time.
This is why, in the near future, we will need computer sys-
tems capable of computing at the petaflops level. To achieve
this level of performance, we need massively parallel com-
puters with tens of thousands or millions of nodes.

Reconfigurable parallel architectures use the recon-
figurability of their interconnection network to establish a
communication topology optimized for the problem being
solved. However, most reconfigurable LSIs have a large
number of logic cells which are tightly connected to each
other. To avoid complexity in the wiring area, fixed topol-
ogy is still exploited.

6. Conclusion

We have modified the H3DT network and presented a new
hierarchical interconnection network, called the MH3DT
network for massively parallel computers. The architecture
of the MH3DT network, routing of messages, and static net-
work performance were discussed in detail. A deadlock-free
routing algorithm with a minimum number of virtual chan-
nels has been proposed for the MH3DT network. It has been
proven that 2 virtual channels per physical channel are suffi-
cient for the deadlock-free routing algorithm of the MH3DT
network – 2 is also the minimum required number of virtual
channels.

From the static network performance, it has been
shown that the MH3DT network possesses several attrac-
tive features including constant node degree, small diam-
eter, small cost, high connectivity, small average distance,
and better bisection width. By using the routing algorithm
described in this paper and the uniform traffic pattern, we
have evaluated the dynamic communication performance of
the MH3DT network as well as that of several other in-
terconnection networks. The average transfer time of the
MH3DT network is lower than that of the H3DT, TESH, and
mesh networks. Maximum throughput of the MH3DT net-
work is also higher than that of those networks. A compar-
ison of dynamic communication performance reveals that
the MH3DT network achieves better results than the H3DT,
TESH, and mesh networks. The MH3DT network yields
low latency and high throughput, which are indispensable
for high-performance massively parallel computers.

This paper focused on the architectural structure,
deadlock-free routing, static network performance, and dy-
namic communication performance of the MH3DT network
using dimension order routing. Other issues should also be
kept in mind: (1) assessment of the performance improve-
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ment of the MH3DT network with an adaptive routing al-
gorithm and (2) evaluating the system yield by providing
hardware redundancy.
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