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PAPER

Zero Forcing and Decision Feedback Detectors in MIMO

Communication Channels and Their Applications to

Frequency-Overlapped Multi-Carrier Signaling

Tadashi MATSUMOTO†, Regular Member

SUMMARY This paper investigates noise enhancement fac-
tors of a zero-forcing detector and a decision feedback detector
for synchronous Multiple Input Multiple Output (MIMO) chan-
nels. It is first shown that the zero-forcing and decision feedback
detectors can be implemented in a vector digital filter form, and
the noise enhancement factors with the detectors can easily be
calculated by using the vector digital filter form. This paper
then applies the zero-forcing and decision feedback detectors to
the signal detection of a frequency-overlapped multicarrier signal-
ing (FOMS) system. The normalized noise enhancement factor,
which is given as a product of the noise enhancement and band-
width reduction factors, is shown to be smaller with the decision
feedback detector than the zero-forcing detector. Results of com-
puter simulations conducted to evaluate bit error rate (BER) per-
formances with the two detectors are also shown together with
the BER performance with a conventional channel-by-channel
detector.
key words: MIMO channel, multichannel signal detection, in-

terference cancellation, zero forcing detector, decision feedback

detecto

1. Introduction

Communication systems have long been based on the
Single-Input Single-Output (SISO) concept which is
how multiple users’ signals accommodated in a sys-
tem should be made, at high level, independent of each
other. In frequency- or time-division multiple access
schemes, entire portion of frequency or time, respec-
tively, are divided into slots, and the slots are assigned
to multiple users to maintain the signal orthogonality
among the users. Even in code division multiple ac-
cess (CDMA) systems, where the same frequency band
is shared by multiple users, the despreading process at
receiver suppresses other simultaneous users’ signals,
thereby each user’s signal can be detected indepen-
dently of other users.

Recently, the Multi-Input Multi-Output (MIMO)
communication concept has been recognized as poten-
tial principle that can significantly enhance spectrum
efficiency of communication systems over the SISO sys-
tems. In communications over MIMO channel, not only
can it be a severe problem that inter-symbol interfer-
ence (ISI) causes distortion on the symbol of interest,
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but also inter-channel interference (ICI) distorts the
symbol. Therefore, elimination of the ISI and ICI com-
ponents from the symbol of interest is a key to achieving
significant spectrum efficiency enhancement over SISO
systems while keeping communication quality reason-
able.

Several ISI and ICI cancellation techniques have
been presented in a couple of litterateurs. Reference
[1] derives an optimal detector based on the minimum
mean square error (MMSE) criterion, and Ref. [2] a
zero-forcing detector for MIMO channels. Reference [3]
showed that a decision feedback detector can be derived
from the spectral factorization of the MIMO channel’s
matrix transfer function. However, issues related to the
spectrum efficiencies of systems based on the MIMO
communication concept have not yet been discussed.

The signal processing for the zero-forcing detector
is equivalent to the inverse processing of the matrix
transfer function. Similarly to zero-forcing ISI equaliz-
ers, it suffers from severe noise enhancement [4]. The
decision feedback detector also suffers from the noise
enhancement. A goal of the first half of this paper is
to analyze the noise enhancement factors of the zero-
forcing and decision feedback MIMO channel detectors.
Vector digital filter forms of the zero-forcing and deci-
sion feedback detectors are derived. It is then shown
that the noise enhancement factors can easily be cal-
culated by using the vector digital filter form of the
detectors.

The latter half of this paper applies the zero-
forcing and the decision feedback detectors to the signal
detection of a frequency-overlapped multicarrier system
(FOMS) [5], which is a frequency division multiplex-
ing technique, but spectra of the multiple subcarrier
signals are intentionally overlapped with each other.
The purpose of the overlapping is to reduce the en-
tire bandwidth, while keeping the total information bit
rate transmitted kept constant. This should lead to a
spectrum efficiency enhancement over without overlap-
ping∗.

The logical input-output relationship of the
frequency-overlapped multicarrier system can be
viewed as that of the MIMO system. Hence, elimi-
nation of ISI and ICI is a key to achieving the purpose.
In fact, the zero-forcing and decision feedback detectors
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Fig. 1 MIMO communication system model.

incur noise enhancement, and hence how much portion
of spectra should be overlapped depends on the tradeoff
between the bandwidth reduction and noise enhance-
ment factors.

This paper is organized as follows. Section 2 shows
the MIMO channel model used in this paper, and de-
scribes mathematical expressions for each component of
the model. Section 3 derives a vector digital filter form
of the zero-forcing and decision feedback detectors. It is
then shown that the noise enhancement factor with the
zero-forcing detector can easily be calculated by using
the vector digital filter form. Section 4 applies the zero-
forcing and the decision feedback detectors to the signal
detection of frequency-overlapped multicarrier signal-
ing. Spectrum efficiency of the system normalized by
the bandwidth reduction and noise enhancement fac-
tors are then properly defined. Section 5 presents re-
sults of numerical calculations for the noise enhance-
ment factors and the normalized spectrum efficiencies
with the detectors.

2. System Model

As shown in Fig. 1, MIMO communication systems
have multiple inputs and outputs. Let the input vector
be denoted, in time domain, by

x(n) = [x1(n)x2(n) · · ·xL(n)]t (1)

with L being the number of the inputs. Let the output
vector be denoted by

y(n) = [y1(n)y2(n) · · · yL′(n)]t (2)

with L′ being the number of the outputs. In this paper
L = L′ is assumed. In MIMO systems, y(n) is affected
by x(n) input to the transmitter at past, present, and
future symbol timings.

Symbol timing synchronism among signals on the
L channels is assumed. Therefore, the input-output
relationship can, in time domain, be expressed as

Y = RX + N , (3)

where Y and X are vectors with infinite dimension,
given by Y = [•••,y(n−1)t,y(n)t,y(n+1)t, •••]t and

X = [•••,x(n−1)t,x(n)t,x(n+1)t, •••]t, respectively,
and N = [• • •,n(n − 1)t,n(n)t,n(n + 1)t, • • •]t is a
sequence of the noise vector n(n) = [n1(n), n2(n), • •
•, nL(n)]t. The matrix R also has infinite dimension,
and is given by

R =




. . . . . . . . . . . . . . . . . . . . .
· · · r−3 r−2 r−1 r0 r1 r2 r3 · · ·

· · · r−3 r−2 r−1 r0 r1 r2 r3 · · ·
· · · r−3 r−2 r−1 r0 r1 r2 r3 · · ·

· · · r−3 r−2 r−1 r0 r1 r2 r3 · · ·
. . . . . . . . . . . . . . . . . . . . .



(4)

where rn = {hkl(n)}, n ∈ (−∞,+∞), is an L × L
submatrix whose kl-element hkl(n) represents the k-th
channel’s overall response to the impulse input to the
l-th channel at the symbol timing t = nT . The terms
hkl(n) with n < 0, n = 0, and n > 0 correspond to the
l-to-k response to the input at past, present, and future
symbol timings, respectively.

Taking the z-transform of Eq. (4), we have the z-
domain representation of the input/output relationship
as

Y (z) = F (z)X(z) +N(z), (5)

where F (z) is the matrix transfer function given by

F (z) = r0 +
∞∑

n=1

[r−nz
−n + rnzn], (6)

and Y (z), X(z), and N(z) are, respectively, the z-
transforms of y(n), x(n) and n(n). Since the overall
transfer function of the Nyquist roll-off filter is shared
equally by transmitter and receiver, the z-transform of
the covariance matrix < n(•)nH(• +m) > is equal to
σ2F (z) with < |nk(n)|2 >= σ2 for 1 ≤ k ≤ L.

3. Detectors

3.1 Zero-Forcing Detector

Zero-forcing detector for the MIMO channel performs
upon the received vector sequence y(n) the signal
processing corresponding to the inverse filter G(z) =
F−1(z) of the matrix transfer function. Assuming the
nonsingularity† of the submatrix r0, F−1(z) can be ex-
panded into an infinite series as

*Careful design of signal waveform should make it hold
that even though some portion of signal spectra overlap
with each other, but orthogonality holds among the signals
at every symbol timing. This is the case of orthogonal-
frequency division multipling (OFDM) [6]. However, a cor-
relation property among the signals, which may be suitable
for MIMO channel detectors, may be brought about also by
a careful waveform design. Design of signal waveform is out
of the scope of this paper.
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Fig. 2 Causal approximation of zero-forcing detector.

G(z) = F (z)−1

=
∞∑

m=0

(−1)m
{
r−1
0

∞∑
n=1

(r−nz
−n+rnzn)

}m

r−1
0 .

(7)

Equation (7) has terms of zn with n > 0 which cor-
respond to noncausal components in the inverse filter’s
impulse response. In practice, at the cost of appreciable
performance degradation, these noncausal components
can be truncated after an appropriate delay. In fact,
Eq. (7) can be approximated by a causal filter

z−MNG(z) ∼=
M∑

m=0

(−1)mz−(M−m)N

·
{
r−1
0

N∑
n=1

(r−nz
−(N+n) + rnz−(N−n)

}m

r−1
0

(8)

with MN denoting the delay for the truncation, which
indicates that the impulse response of the approximated
inverse filter has length of 2MN + 1.

A block diagram of the signal processing required
to implement the approximated zero-forcing detector
given by Eq. (8) is shown in Fig. 2. Obviously, it can
be implemented in the form of a vector digital filter
whose implementation does not require the inverse of
the matrix rational transfer function: it only requires
the inverse of r0.

As in zero-forcing equalizers [4] for ISI cancella-

Fig. 3 Block diagram of decision feedback detector.
* This portion is effective only when the detector is applied to
FOMS.

tion, the noise vector nZ(n) = [nZ1(n), nZ2(n), • •
•, nZL(n)]t at the inverse filter output is somewhat en-
hanced as a result of inverse filtering. The z-transform
of the covariance matrix < nZ(•)nH

Z (• + m) > is
equal to σ2F−1(z) since, with the z-transform of <
n(•)nH(• + m) > being F (z), G(z) = F−1(z) [8].
Therefore, nZk(n) is a zero-mean Gaussian random
variable with variance σ2[G0]kk with

G(z)=F−1(z)=G0+
∞∑

n=1

[G−nz
−n+Gnz

n]. (9)

Hence, the noise enhancement factor νk with the k-th
channel is given by νk = [G0]kk. νk can be calculated
numerically as the response at timing n = MN of the
approximated inverse filter to the input vector x(0) =
[x1(0), x2(0), • • •, xL(0)]t with xk(0) = 1 and the rest
of the elements being 0 [9].

3.2 Decision Feedback Detector

Decision feedback detector counts on the fact that for
each channel both the transmitter and receiver use root
Nyquist roll-off filters having the same transfer func-
tion. Therefore, the overall matrix transfer function
F (z) is a spectrum matrix that can be factored as [7]

F (z) = PH(z−1)P (z) (10)

with

P (z) =
∞∑

i=0

P−iz
−i, (11)

where, with P0 being lower triangular, P (z) and P−1(z)
are both causal and stable matrix filters.

A block diagram of the decision feedback detector
is shown in Fig. 3. With this configuration, the feed-
forward filter is {PH(z−1)}−1 which whitens the noise
components n(n). The feedback filter

B(z) = P (z)− diag{P0} (12)

is strictly causal and eliminates ICI components due
†In synchronous systems, r0 becomes singular if the

waveforms on some of the L channels are not linearly in-
dependent. Otherwise, r0 is likely to be nonsingular.
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to past symbols [8]. Again, the feedworward filter
{PH(z−1)}−1 is highly noncausal, for which its imple-
mentation requires approximation.

As in the zero-forcing detector, the decision feed-
back detector suffers from noise enhancement. The
noise enhancement factor for the k-th channel with the
MIMO decision feedback detector can be derived in
the same way as the factor for CDMA decision feed-
back multiuser detector is derived [3]. It is given by
νk = 1/[P0]2kk, derivation of which is straightforward.
A vector digital filter approximation of {PH(z−1)}−1

can easily be derived. Using the vector digital filter ap-
proximation, [P0]kk can be calculated in the same way
as [G0]kk, was derived for the zero-Forcing detector.
Error propagation is another error cause that should
be taken into account when evaluating its real perfor-
mance. However, it is difficult to theoretically ana-
lyze the effect of error propagation on overall perfor-
mance, and the theoretical derivation of the bit error
rate (BER) with the decision feedback detector exceeds
the scope of this paper.

4. Application to Frequency-Overlapped Mul-
ticarrier Signaling

In this section, the MIMO concept is applied to
frequency-overlapped multicarrier signaling, which is a
frequency division multiplexing technique, but spectra
of the multiple subcarrier signals are intentionally over-
lapped with each other. The purpose of the overlapping
is to reduce the entire bandwidth, while keeping the
total information bit rate transmitted kept constant.
This should lead to a spectrum efficiency enhancement
over without overlapping.

4.1 Transmitter

Figure 4 shows a block diagram of the transmitter and
receiver in the equivalent complex baseband domain.
There are L subcarriers in this system. It is assumed
that the L subcarriers’ symbol timings are synchronized
to each other. The k-th subcarrier is modulated by the
symbol sequence sk(n) to be transmitted where n ∈
(−∞,+∞) is the symbol timing index. sk(n)(= Ik +
jQk), where Ik and Qk are the in-phase and quadrature
components, respectively, takes one of the signal points
defined as a modulation alphabet.

The symbol sequence sk(n) is multiplied by a com-
plex carrier exp{jωkt} where ωk = 2πfk, and bandpass-
filtered for spectrum shaping. The center frequency of
the k-th subcarrier’s bandpass filter is fk. It is assumed
that the overall transfer function of the Nyquist roll-off
filter is shared equally by transmitter and receiver, and
hence the equivalent lowpass version of the bandpass
filter is the root Nyquist roll-off filter. The compos-
ite signal Zt(t) comprised of the L filtered modulated
subcarriers can then be expressed as

Zt(t) =
L∑

k=1

Zmk(t), (13)

where Zmk(t) is the bandpass filter’s response waveform
to the modulated subcarrier Ztk(t) = sk(n)•exp{jωkt}.
This complex composite signal is up-converted and
transmitted.

4.2 Receiver

The output Zrk(t) of the k-th subcarrier’s bandpass
filter, which is equivalent to the root Nyquist roll-off
receiver filter, is sampled at each symbol timing nT .
If noise is absent, the sampled bandpass filter output
yk(n) = Zrk(nT ) is equal to the k-th bandpass filter
output sample in response to the sequence x(n), n ∈
(−∞,+∞), of the input vector x(n) = [x1(n), x2(n), ••
•, xL(n)] with xk(n) = sk(n) • exp{jωknT}. Hence,
the input-output relationship of this system is given by
Eqs. (1)–(4) derived for MIMO channels.

Note that the kl-element hkl(n) of L×L submatrix
rn = {hkl(n)} represents the k-th subcarrier’s overall
response to the impulse input to the l-th subcarrier at
the symbol timing t = nT . The terms hkl(n) with n <
0, n = 0, and n > 0 correspond to the l-to-k response to
the input at past, present, and future symbol timings,
respectively. For n < 0, hkl(n) �= 0 since the Nyquist
roll-off filter is not causal. Note further that with k = l,
the overall response hkk(n) of the bandpass filter is

hkk(n) =
{

exp{jωknT}, n = 0,
0, n �= 0. (14)

The zero-forcing detector for the FOMS system
can be derived in a straightforward manner from the
one for the MIMO channel. The inverse filter output
samples are multiplied by the conjugated complex sub-
carriers exp{−jωknT} to obtain M received baseband
signals rk(n). Decisions are then made on rk(n) based
upon the modulation format used. Alternatively, for
each subcarrier the decision region itself may be rotated
which corresponds to multiplying the complex subcar-
rier exp{jωknT} at the transmitter and the decisions
are made directly on the inverse filter output samples.
These two methods are equivalent in the zero-forcing
detector, however, as shown in Fig. 3, the latter form
of making decision process is effectively used in the de-
cision feedback detector: the signal points in the mod-
ulation format multiplied by the complex subcarriers
exp{jωknT} are the inputs to the feedback filter.

As described in Sect. 3.1, the zero-forcing and deci-
sion feedback detectors suffer from noise enhancement.
However, the overlapping reduces the entire system
bandwidth. Hence, a reasonable measure of the overall
spectrum efficiency for the k-th subcarrier is the prod-
uct νkη of the noise enhancement factor νk and the
bandwidth reduction factor η given by
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Fig. 4 Block diagram of FOMS system.

η =
1 + α
1 + α0

· L(1− fov) + fov

L
, (15)

where fov = 1 − ∆fT/(1 + α) is the overlapping ra-
tio with α being the rolloff factor. α0 is the rolloff
factor used in a reference multicarrier signaling system
without overlapping. A positive gain in overall spec-
trum efficiency is achieved over the reference system
with νkη < 1. Section 4 shows the results of numerical
calculations for νkη.

5. Numerical Calculations

This section shows results of numerical calculations for
the zero-forcing and decision feedback FOMS detectors’
performances. The noise enhancement factors with the
zero-forcing and decision feedback detectors, and their
normalized version, normalized by the bandwidth re-
duction factor, are used as a performance measures.
Bit error rate (BER) performances with the detectors
as well as a conventional detector which makes decisions
on received signal samples subcarrier-by-subcarrier are
also presented.

5.1 Asymptotic Performance

Figure 5 shows, for the number of subcarriers L = 3 and
the rolloff factor α = 0.5, the noise enhancement factor
νk, k = 1–3, versus the overlapping ratio fov. A general
observation of these curves is that noise enhancement
increases with fov. This is reasonable because when
fov increases, more ICI components from symbols far-
ther in time and frequency appear on the symbol of
interest. It is found that for the decision feedback de-
tector, increasing subcarrier index k decreases the noise
enhancement factor. This is not the case for the zero-
forcing detector where the noise enhancement with the

Fig. 5 Noise enhancement factor.

subcarrier on the center frequency band is larger than
those with the subcarriers on both sides.

The cyclic use of all subcarriers should achieve av-
erage performances supported by the averaged noise
enhancement factor. Figure 6 shows for α = 0.5 and
L = 3 the averaged noise enhancement factor ν versus
the overlapping ratio fov. The bandwidth reduction
factor is also plotted. It is found that for the decision
feedback detector, the averaged noise enhancement is
balanced by the bandwidth reduction when the over-
lapping ratio fov is about 0.5. For the zero-forcing de-
tector, the balance point is fov = 0.4.

Figures 7(a) and (b) show for the zero-forcing and
decision detectors, respectively, the averaged normal-
ized noise enhancement factor ην, averaged over the
subcarriers, versus the overlapping ratio fov with α
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Fig. 6 Bandwidth reduction and averaged noise enhancement
factors.

as a parameter (α0 = 0.5 and L = 3). It is found
that for the decision feedback detector, positive gains in
overall spectrum efficiency over the α0 = 0.5 reference
system without overlapping can be achieved with the
overlapping ratio being roughly fov ≤ 0.45, fov ≤ 0.5
and 0.2 ≤ fov ≤ 0.54, respectively, for α = 0.25, 0.5
and 0.75. For the zero-forcing detector, the ranges for
positive gain are roughly fov ≤ 0.34, fov ≤ 0.4 and
0.2 ≤ fov ≤ 0.4, respectively, for α = 0.25, 0.5 and
0.75, which are relatively small compared with those
for the decision feedback detector.

5.2 BER Performance

The BER performances with the zero-forcing and de-
cision feedback detectors were evaluated through com-
puter simulations in the additive white Gaussian noise
(AWGN) channel. Binary phase shift keying (BPSK)
was assumed as the modulation scheme. The values
of the overlapping parameters are L = 3, fov = 0.375
and α = 0.5. The BER performance with a conven-
tional detector was also evaluated where each subcar-
rier makes its own signal detection independently of
other subcarriers. The results are shown in Figs. 8(a)
and (b): Fig. 8(a) is for the 1st and the 3rd subcarriers,
and Fig. 8(b) for the 2nd subcarrier. The theoretical
BPSK coherent detector’s BER curve is also plotted
for comparison. It is found that the BER’s with the
zero-forcing and decision feedback detectors are much
better than that with the conventional detector, even
though they suffer from noise enhancement.

The noise enhancement factor values for the zero-
forcing detector are 0.88 dB for the 1st and the 3rd sub-
carriers, and 1.62 dB for the 2nd subcarrier. For the de-
cision feedback detector the values are 0.54 dB, 0.44 dB
and 0.14 dB for the 1st, 2nd and 3rd subcarriers, respec-
tively. The curves in Figs. 8(a) and (b) slightly differ

(a)

(b)

Fig. 7 (a) Averaged normalized noise enhancement factor with
zero-forcing detector. (b) Averaged normalized noise enhance-
ment factor with decision feedback detector.

from the asymptotic performance curves generated by
shifting the theoretical BPSK BER curve by their corre-
sponding noise enhancement factors. This may be due
to the approximations made in the implementations of
the detector algorithms such as the causal approxima-
tion of the inverse matrix transfer function of the zero
forcing detector as well as the truncation of z’s terms
of Eq. (8) in the derivation of the spectral factorization
for the decision feedback detector. Effects of trunca-
tion are investigated in Ref. [9]. Another reason for this
discrepancy, which is more essential than the computa-
tional truncation, is the fact that the noise enhance-
ment factor is an asymptotic performance figure which
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(a)

(b)

Fig. 8 (A) BER of subcarriers #1 and #3. (B) BER of
subcarrier #2.

is approached by the BER curves when received SNR
becomes large. The error propagation inherent within
the decision feedback detector is another error cause
that has not been taken into account in the asymptotic
performance analysis. However, even in the presence of
error propagation, the overall BER performance with

the decision feedback detector is much better than with
the zero-forcing detector.

6. Conclusions

We have investigated the noise enhancement factors
of the zero-forcing and decision feedback MIMO chan-
nel detectors in this paper. It has been shown that
the zero-forcing and decision feedback detectors can be
implemented in a vector digital filter form, and that
the noise enhancement factors with the detectors can
easily be calculated by using the vector digital filter.
This paper then applied the zero-forcing and the de-
cision feedback detectors to the signal detection of a
frequency-overlapped multicarrier system. It has been
shown that since the logical input-output relationship
of the frequency-overlapped multicarrier system can be
viewed as a MIMO system, detectors derived for MIMO
channels can effectively eliminate ISI and ICI distor-
tions on the subcarriers.

The zero-forcing and decision feedback detectors
for the frequency-overlapped multicarrier system were
then derived. Both the zero-forcing and the decision
feedback detectors suffer from noise enhancement. It
has been shown that for the decision feedback detector
the normalized noise enhancement factor decreases as
the subcarrier index increases. On the other hand, for
the zero-forcing detector the noise enhancement of sub-
carriers on both sides of the frequency band is smallest.

The average normalized noise enhancement factor,
averaged over all the subcarriers, is, in general, smaller
with the decision feedback detector than with the zero-
forcing detector if they have the same overlapping pa-
rameter values. Positive spectrum efficiency gains over
a reference system without overlapping can be achieved
in a wider range of the overlapping ratio with the de-
cision feedback detector than with the zero-forcing de-
tector.

The bit error rate performance with the detectors
as well as the conventional subcarrier-by-subcarrier de-
tector were also presented as an overall performance
measure. It has been shown that the zero-forcing and
decision feedback detectors achieve much better per-
formances than the conventional detector under spec-
trum overlapping. The BER curves with the detectors
were found to approach their corresponding asymptotic
curves which were determined from the noise enhance-
ment factors. This is because mainly of the approx-
imations made when implementing the detector algo-
rithms. The error propagation is another error cause
for the decision feedback detector which, however, was
not taken into account in the asymptotic performance
analysis. It has been shown that even with the error
propagation, the overall BER performance with the de-
cision feedback detector is much better than with the
zero-forcing detector.

For analysis simplicity, the nonfading additive
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white Gaussian noise channel was assumed throughout
this paper. However, it should be emphasized that the
major results of this paper can easily be extended to
fading channels by the proper use of channel estima-
tion algorithms. Such investigations are left as future
study.
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