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EXIT Chart-Aided Adaptive Coding for Multilevel
BICM With Turbo Equalization in

Frequency-Selective MIMO Channels
Shinsuke Ibi, Member, IEEE, Tad Matsumoto, Senior Member, IEEE, Reiner Thomä, Fellow, IEEE,

Seiichi Sampei, Fellow, IEEE, and Norihiko Morinaga, Fellow, IEEE

Abstract—This paper proposes an adaptive coding (AC) scheme
for multilevel bit-interleaved coded modulation (ML-BICM)
with minimum mean-square error (MMSE) turbo equalization
in frequency-selective multiple-input–multiple-output (MIMO)
channels. The aim of this paper is to minimize the information
rate loss due to the mismatch between channel realization and
channel coding. With the aid of the knowledge about extrinsic in-
formation transfer characteristics at the receiver, code parameters
such as code rates and/or generator polynomials are adaptively
selected independently for each ML-BICM layer. Model-based
simulation results show that an achievable average throughput can
be significantly improved with the proposed AC technique over
automatic repeat request with fixed coding rate. Furthermore, the
advantageous points of the proposed scheme are verified through
field-measurement-data-based simulations.

Index Terms—Adaptive coding (AC), bit-interleaved coded
modulation (BICM), measurement-data-based simulation, mul-
tilevel coding, multiple-input–multiple-output (MIMO), turbo
equalization.

I. INTRODUCTION

M INIMUM mean-square error (MMSE) turbo equaliza-
tion has been recognized as one of the most promising

techniques in broadband mobile communication applications
using single-carrier signaling [1]–[4]. To improve the band
efficiency of broadband single-carrier systems, Dejonghe and
Vandendorpe [5] apply the MMSE turbo equalization technique
to bit-interleaved coded modulation (BICM) [6] using higher-
order modulation such as quadrature amplitude modulation
(QAM) constructed with arbitrary mapping rules. The tech-
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nique presented in [7] restricts the mapping rule in such a
way that the QAM constellation is constructed by linearly
weighed multiple binary sequences, by which the equalizer
can separate the transmitted binary sequences constituting the
QAM constellation. This technique is referred to as multilevel
(ML)-BICM with turbo equalization, where the terminology
“level” corresponds to each of the binary sequences. In fact,
the ML-BICM approach can achieve a much higher throughput
efficiency over BICM when applied to automatic repeat request
(ARQ), where, to best exploit the cross-level separability, re-
transmission control independently takes place level by level.
Despite the throughput merit achieved by ML-BICM with the
level-wise ARQ technique, there still remains an equalizer-code
mismatch between the given channel realization and the coding
scheme used for each level, which results in two detrimental
situations: 1) The code redundancy is too high to maintain the
information rate inherently bearable by the channel itself; and
2) the turbo equalization does not converge. This implicitly
means that if the code parameters are adaptively selected at
each level in ML-BICM turbo equalization, further throughput
improvement can be provisioned. This technique is referred to
as ML-BICM with adaptive coding (ML-BICM AC) [8]. This
paper provides a more in-depth analysis for ML-BICM AC
than that described in [8] and introduces another code selection
criterion to achieve better performance.

Recently, multiple-input–multiple-output (MIMO) radio net-
work configurations have been recognized as being able to
drastically improve the spectrum efficiency of wireless commu-
nication systems. MIMO systems assume the use of multiple
antennas at both the transmitter (Tx) and receiver (Rx) sides.
Extension of the MMSE turbo equalization to MIMO is straight
forward. Interference due to spatial multiplexing can be can-
celed in the same way as intersymbol interference is suppressed
by the soft cancellation and MMSE filtering in the MMSE turbo
equalizer [9]. It is well known that the convergence properties
of turbo Rxs using multiple antennas, in general, deeply depend
on the propagation channels’ spatiotemporal structure [10]:
This motivates the idea that ML-BICM AC should be combined
with multi-antenna transmission in MIMO, where the code
parameters are adaptively controlled not only on antenna-by-
antenna but also on level-by-level bases, depending on the
channel’s temporal and spatio characteristics.

The primary focus of this paper is on ML-BICM AC
with MMSE turbo equalization in frequency-selective MIMO

0018-9545/$25.00 © 2007 IEEE
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channels, where the aim is to minimize the information rate
loss due to the mismatch between channel realization and
channel coding. With the aid of the knowledge about extrinsic
information transfer (EXIT) characteristics [11], code parame-
ters such as code rates and/or generator polynomials should
be adaptively selected independently for each QAM level so
that the information rate loss is minimized. The information
about the selected code set is then fed back to the Tx via a
feedback channel, and the selected codes are used for the next
transmission, where it is assumed that the channels are constant
over at least two consecutive transmission frames.

This paper then zeros in on the use of multidimensional
channel-sounding field measurement data in offline simula-
tions to verify the advantageous points of the proposed AC
scheme in real fields. A measurement campaign took place
in a courtyard in the campus of Ilmenau University of Tech-
nology, Ilmenau, Germany. The sequence of channel impulse
response (CIR) from each of the Tx multiple antenna ele-
ments to each of the Rx antenna elements was measured [12],
and the results are used in offline simulations. Furthermore,
the outcomes of the measurement-data-based simulations are
correlated with the results of channel analysis performed to
identify the MIMO channel’s spatial characteristics, such as
direction-of-departure and direction-of-arrival [13]–[15]. The
objective of the measurement-data-based simulations in this
paper is to better understand the performance tendencies of the
proposed MIMO ML-BICM AC technique in various channel
characteristics in real fields.

The major contributions of this paper are summarized as fol-
lows: Section II introduces the channel and system models used
in this paper for MMSE turbo equalization. This paper uses
a frequency-domain version [3], [16], [17] of the ML-BICM
MMSE turbo equalization because of its low complexity. The
equalization algorithm is adequately modified to be suited for
the AC scheme without making any significant approximations
in the technique. Section III derives the proposed AC scheme
that adaptively selects the codes considered most suitable, given
the channel’s characteristics, from among the predetermined
code set. The scheme is explained in the context of examin-
ing the equalizer’s convergence property through EXIT chart
analysis demonstrating the two detrimental situations. Practical
issues related to the proposed AC scheme are also discussed
in Section III. Section IV presents the results of simulations
conducted to evaluate the throughput efficiency achieved by the
ML-BICM AC. In Section V, the performance of the proposed
technique is further evaluated in real fields using field mea-
surement data, and the performance tendencies are correlated
with the spatial channel properties for better understanding
of the behavior of the proposed scheme in various channel
characteristics.

II. SYSTEM MODEL

A. Signal Model

1) Channel Model: Let us assume that the system employs
M Tx and N Rx antennas. The symbols to be transmitted are
spatially multiplexed and sent from the multiple Tx antennas,
where the complex baseband signal to be transmitted from the

mth Tx antenna at the discrete kth symbol timing is denoted by
sm(k). Let the CIR between the mth Tx and nth Rx antennas,
which is superimposed with the Tx and Rx filters, be denoted
by hnm(t = lTs) = hnm(l), where Ts is the symbol duration.
The received symbol rn(k), which is received by the nth Rx
antenna, is then in the discrete-time domain given by

rn(k) =
L−1∑
l=0

M∑
m=1

hn,m(l)sm(k − l) + νn(k) (1)

where L denotes the channel memory length of the CIR, and
νn(k) represents the zero-mean additive white Gaussian noise
with variance σ2

ν , for which a circular power distribution in
the complex equivalent baseband domain is assumed. For a
straightforward application of the frequency-domain filtering
technique at the Rx, we assume a length P -symbol cyclic prefix
(CP) to be appended to the head of the block comprised of
K-coded symbols, which results in P +K symbols in the
frames transmitted from each of the m transmit antennas.
Making the best use of the CP transmission, it is well known
that the channel can be expressed by a block circular matrix
whose derivation is summarized in the following: After the
space–time sampling of the received signal and removing CP
at the Rx, (1) reduces to a vector notation as

r = Hs + ν (2)

where r, s, and ν are the received signal, transmitted signal,
and Gaussian noise vectors, respectively, given by

r =
[
rT

1 , . . . , r
T
n , . . . , r

T
N

]T
(3)

s =
[
sT
1 , . . . , s

T
m, . . . , s

T
M

]T
(4)

ν =
[
νT

1 , . . . ,ν
T
n , . . . ,ν

T
N

]T
(5)

and their component vectors are

rn = [rn(1), . . . , rn(k), . . . , rn(K)]T (6)

sm = [sm(1), . . . , sm(k), . . . , sm(K)]T (7)

νn = [νn(1), . . . , νn(k), . . . , νn(K)]T . (8)

The block circular channel matrix is then defined as

H = [H1, . . . ,Hm, . . . ,HM ] (9)

where its submatrix is

Hm =
[
HT

1,m, . . . ,H
T
n,m, . . . ,H

T
N,m

]T
(10)

and Hn,m is a circular matrix based on the column vector
[hn,m(0), . . . , hn,m(L− 1),0K−L]T . Note that 0x denotes an
all-zero vector with length x.
2) ML-BICM Signaling: The signal vector sm to be sent

from the mth Tx antenna is constructed from independent
binary-coded sequences that are linearly weighted and summed
up to construct 2Q QAM constellation points, according to the
ML-BICM mapping rule described in [7]. Note that Q denotes
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Fig. 1. (a) Block diagram of the Tx: M = 2, and Q = 4 (16-QAM). (b) Block diagram of the turbo Rx: N = 2, and Q = 4 (16-QAM).

the number of bits per symbol. A block diagram of the Tx
considered in this paper is shown in Fig. 1(a). There are MQ/2
layers denoted as χ[m, q] (m = 1, . . . ,M , q = 1, . . . , Q/2)
with the M Tx antennas since the 2Q QAM signal consists
of Q/2 layers. Note that the terminology “layer” corresponds
to the quaternary phase-shift-keying sequence constituting the
QAM constellation and as noted before “level” to the binary
sequence. An independent information bit sequence loaded into
the layer χ[m, q] is encoded by its encoder selected from among
the available code sets at the Rx, where the Tx is notified of the
code selected for each layer via the feedback channel.

Now, we define the following block-wise-coded bit vector to
be transmitted over the layer χ[m, q]:

cm,q = [cm,q(1), . . . , cm,q(k′), . . . , cm,q(2K)]T (11)

where k′ denotes the bit index after encoding. Note that since
each layer transmits 2 bits per symbol via the in-phase and
quadrature channels, which are referred to as I- and Q-channels,
respectively, for convenience, the length of the encoded bit
vector is 2K. cm,q(k′) ∈ {±1} is a coded bit after encod-
ing. Each layer’s coded bit sequence cm,q having 2K bits is
then interleaved and serial-to-parallel (S/P) converted into two
multilevel-coded bit sequences having K bits to be transmitted
over the I- and Q-channels of the corresponding layer. Now, we
define the following block-wise multilevel-coded bit vector as

bm,q,j = [bm,q,j(1), . . . , bm,q,j(k), . . . , bm,q,j(K)]T (12)

where k denotes the bit index after S/P conversion, and
bm,q,j(k) ∈ {±1} is, with j = 1 and 2 corresponding to the
I- and Q-channels, respectively, a multilevel-coded bit after S/P
conversion. The multilevel-coded bit sequences to be sent over

the mth Tx antenna are then linearly weighted and summed up
to construct 2Q QAM constellation points. Thus, the transmit-
ted signal vector sm is expressed as

sm =
Q/2∑
q=1

ωq

2∑
j=1

θjbm,q,j (13)

where the mapping coefficients are defined as

θ1 = 1, θ2 =
√
−1 (14)

[ω1, . . . , ωQ/2]=




[1], /
√

2 (Q=2)
[2 1], /

√
10 (Q=4)

[4 2 1], /
√

42 (Q=6).
(15)

B. MMSE Turbo Rx

1) Iterative Decoding: Fig. 1(b) shows a block diagram of
the space–time turbo Rx for MIMO ML-BICM signaling. The
turbo Rx is comprised of a soft-canceling MMSE equalizer
and soft-input–soft-output (SISO) decoders [18]. The equal-
izer produces an extrinsic log-likelihood ratio (LLR) for each
multilevel-coded bit bm,q,j(k) as

λe [bm,q,j(k)] = ln
Prob. [zm(k)|bm,q,j(k) = +1]
Prob. [zm(k)|bm,q,j(k) = −1]

(16)

where zm(k) denotes the MMSE equalizer output defined later
in (29). More details about the derivation of (16) will be
explained later in the context of deriving (31). λe[bm,q,1(k)] and
λe[bm,q,2(k)] are the LLRs of the bits transmitted via the I- and
Q-channels, respectively, of the corresponding layer χ[m, q].
The output bit-wise LLRs are parallel-to-serial (P/S) converted
and deinterleaved to yield the LLR sequence of the layer
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χ[m, q]’s coded bits having length of 2K, which is denoted as
λa[cm,q(k′)], and it is then delivered to the SISO decoder as
a priori LLR.

Maximum a posteriori probability (MAP) SISO decoding of
the channel code derives the extrinsic LLR λe[cm,q(k′)] as

λe [cm,q(k′)] = λp [cm,q(k′)] − λa [cm,q(k′)] (17)

where the a posteriori LLR λp[cm,q(k′)] is directly calculated
with the MAP algorithm by utilizing the knowledge about the
code’s redundancy (or trellis) structure, i.e.,

λp [cm,q(k′)] = ln
Prob. [cm,q(k′) = +1|λa[cm,q]]
Prob. [cm,q(k′) = −1|λa[cm,q]]

. (18)

The extrinsic LLRs associated with each layer’s coded bits
λe[cm,q(k′)] are then interleaved and S/P converted into two
LLR streams to be fed back to the equalizer, which defines
the equalizer’s a priori LLR λa[bm,q,j(k)]. The key point of
iterative decoding is that the extrinsic LLRs are propagated and
exchanged several times between the equalizer and the decoder.
It is well known that the extrinsic LLR monotonically increases
as the a priori LLR increases.

2) Soft Canceling MMSE Equalization: For the soft cancel-
lation of interference components, a soft-replica vector Hŝ,
whose elements are the replicated symbol of the interference
components, is subtracted from the received signal r as

r̃ = r − Hŝ (19)

where the vector r̃ is referred to as the interference residual,
with ŝ and ŝm, respectively, being

ŝ =
[
ŝT
1 , . . . , ŝ

T
m, . . . , ŝ

T
M

]T
(20)

ŝm = [ŝm(1), . . . , ŝm(k), . . . , ŝm(K)]T . (21)

ŝm(k) is an expected symbol conditioned upon the decoder
feedback given by

ŝm(k) = E {sm(k)}

=
∑
sc

i
∈S
sc

i Prob. [sm(k) = sc
i ] (22)

where E{·} denotes the expectation, Prob.[sm(k) = sc
i ] is the

symbol’s a priori probability, and each sc
i is the symbol in

the constellation set S. Assuming that the feedback consists of
independent bit likelihoods, the symbol a priori probability can
be computed by the product of the bit-wise a priori probabilities
as [19]

Pr [sm(k) = sc
i ] =

Q/2∏
q=1

2∏
j=1

Pr
[
bm,q,j(k) = bcq,j

]
(23)

where sc
i =

∑Q/2
q=1 ωq

∑2
j=1 θjb

c
q,j is formed by the bit can-

didates bcq,j ∈ {±1}, and the bit-wise a priori probability is

given by

Pr
[
bm,q,j(k)=bcq,j

]
=

1
2

[
1 + bcq,j tanh

[
λa [bm,q,j(k)]

2

]]
.

(24)

In the case of ML-BICM, due to the independency between
the I- and Q-channels, a small effort in algebraic manipulation
reduces (22) to

ŝm(k) =
Q/2∑
q=1

ωq

2∑
j=1

θj tanh
[
λa [bm,q,j(k)]

2

]
. (25)

Next, an adaptive linear filter is used to extract the desired
signal components sm as follows: The matrix W m of the
filter taps is optimized to minimize the following mean-square
error (MSE):

MSE = E

{∣∣W H
m [r̃ + Hmŝm] − sm

∣∣2} (26)

where the output vector zm is given by

zm = W m[r̃ + Hmŝm] (27)

with

zm = [zm(1), . . . , zm(k), . . . , zm(K)]T . (28)

The filter output zm can be efficiently derived by frequency-
domain processing [3], [17], which is given in the Appendix
for the sake of completeness of this paper.

To calculate the equalizer output extrinsic LLR, it is assumed
that zm(k) can be approximated as an output of a Gaussian
channel defined by

zm(k) = µmsm(k) + ψm(k) (29)

where ψm(k) represents a zero-mean independent complex
Gaussian noise with variance σ2

m. Note that µm and σ2
m are

calculated along with the MMSE filtering process, as described
in the Appendix. Using the Gaussian approximation of (29),
the probability density function (pdf) pZ|S(zm(k)|sc

i ) of zm(k)
conditioned upon the symbol constellation set is given by

pZ|S (zm(k)|sc
i )=

1
πσ2

m

exp

(
−|zm(k)−µms

c
i |

2

σ2
m

)
. (30)

Thus, the extrinsic LLR λe[bm,q,j(k)] of the layer χ[m, q]’s
coded bit can be computed by using the a priori probability
of (24) as1 [19], [20] that in (31), shown at the bottom of
the next page.

1The LLR derivation can further be simplified, as shown in [7], by invoking
an assumption of independency among the bit LLRs in the constellation,
regardless of the modulation format used in ML-BICM signaling. This is true
only if the a priori information feedback from the SISO decoders is perfect.
Otherwise, the independency does not hold due to the imperfect interference
cancellation. For the sake of accuracy in LLR computation, this paper uses the
exact formula given in (31).
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III. EXIT-AIDED AC

A. EXIT Properties for ML-BICM

The mutual information (MI) I between the coded bits C ∈
{±1} and the LLR λ is, if the occurrencesof C = −1 and +1
are equiprobable, given by [11]

I =
1
2

∑
C∈±1

∞∫
−∞

pλ|c(ξ|C)

· log2

(
2pλ|c(ξ|C)

pλ|c(ξ| − 1) + pλ|c(ξ| + 1)

)
dξ

= 1 −
∞∫

−∞

pλ|c(ξ| + 1) log2

(
1 + e−ξ

)
dξ (32)

where pλ|c(ξ|C) = Prob.[λ = ξ|c = C] is the pdf of the LLR
being ξ conditioned upon the coded bit C. Note that the last
line in (32) has been derived based on the consistency condition
on the LLR pdf [21], where account is taken of the symmetric
property in its shape, as

pλ|c(ξ| + 1) = eξpλ|c(ξ| − 1). (33)

Thus, the MI for the equalizer and decoder outputs IE
m,q and

ID
m,q, respectively, can be calculated by evaluating (32), for

which however the pdf pλ|c(ξ|C) = Prob.[λ = ξ|c = C] has to
be obtained. An easy way to obtain the pdf is to measure the
histogram of the LLRs λa[cm,q(k′)] and λe[cm,q(k′)] through
simulations.

Despite the ease in calculating the MI of the equalizer output,
analyzing the EXIT characteristic of each layer is not easy
because a certain layer’s MI transfer depends on other layers’,
which is formulated by

IE
m,q = Fm,q

(
ID
1,1, . . . , I

D
1,Q/2, . . . , I

D
m,1

. . . , ID
m,Q/2, . . . , I

D
M,1, . . . , I

D
M,Q/2

)
. (34)

This fact results in the difficulty in visualizing how effectively
the MI transfer from a certain layer has helped the other
layers’ convergence when the number of layers is larger than 1.
An example of the 2-D EXIT surfaces for a two-layered
BICM equalizer is depicted in Fig. 2, where M = 1, N = 2,
Q = 4 (16-QAM), 24-path frequency-selective fading with an
exponential decay factor of 2 dB, and the symbol energy-to-
noise density ratio of Es/N0 = 8 dB per receive antenna were
assumed. Note that the definition of Es/N0 is per receive
antenna throughout in this paper. The coded frame length of 2K

Fig. 2. EXIT surfaces of the equalizer. Example snapshot of L = 24 and
instantaneous Es/N0 = 8 dB per receive antenna.

was assumed to be 4096, and to ensure the accuracy of the pdf
evaluation for the MI calculation, ten frames were transmitted
for the LLR histogram measurement to draw the 2-D EXIT
chart. The result is shown in Fig. 3. In this 2-D case, the EXIT
characteristic is expressed by planes since each MI depends on
the feedback MI from both decoders of the two layers as

IE
1,q = F1,q

(
ID
1,1, I

D
1,2

)
, (q = 1, 2). (35)

An important observation of Fig. 2 is that the EXIT planes
corresponding to layers χ[1, 1] and χ[1, 2] are separated with
each other because of ML-BICM, which is constructed by
linearly combining the weighted coded sequences. The layer
separability suggests that different code parameters be inde-
pendently made controllable layer by layer so that, as a whole,
the layer’s information-bearing capability can be best exploited.
Furthermore, different codes for each layer should be used in
different channel realizations since the planes are time-varying
functions.

Fig. 3(a) shows the EXIT characteristics of several channel
decoder MIs for the constraint length 4 convolutional codes
specified in [22], as summarized in Table I. The EXIT curves in
this figure are for coding rates R from 1/8 to 7/8, as described
in the figure caption. The relationship between the equalizer
output MI and each code’s frame error rate (FER) is presented
in Fig. 3(b). The frame length of 2K comprised of coded bits
was assumed to be 4096. The decoder MI transfer function is
denoted by

ID
m,q = GR

(
IE
m,q

)
. (36)

Basically, the bit error rate and its corresponding FER can
be estimated based on the MI calculated from the decoder’s
a posteriori LLR distribution [11]. In addition, there is a one-
to-one mapping between IE

m,q and the decoder’s a posteriori MI

λe [bm,q,j(k)] = ln

∑
sc

i
∈{S|bc

q,j
=+1}

(
p (zm(k)|sc

i ) Pr [sm(k) = sc
i ] /Pr

[
bm,q,j(k) = bcq,j

])
∑

sc
i
∈{S|bc

q,j
=−1}

(
p (zm(k)|sc

i ) Pr [sm(k) = sc
i ] /Pr

[
bm,q,j(k) = bcq,j

]) (31)
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Fig. 3. (a) EXIT characteristics of decoders. (b) FER versus IEm,q . Coding rates R = 7/8, 6/7, 5/6, 4/5, 3/4, 2/3, 1/2, 1/3, 1/4, 1/5, 1/6, 1/7, and 1/8
with constraint length 4 from top to bottom.

TABLE I
LIST OF AVAILABLE CODES IN THIS PAPER

due to the serial-concatenated structure where the decoder input
is connected only to the equalizer output LLR.

To assess the code optimality in terms of the convergence
property, given the channel realization, the equalizer and de-
coder MI transfer characteristics are depicted in Fig. 4 for the
two detrimental cases introduced in Section I: Fig. 4(a) is for
the case where the code redundancy is too high to fully exploit
the channel’s inherent capability; and Fig. 4(b) is where turbo
equalization does not converge. For an (M,N) = (2, 2) MIMO
system, the trajectories of MI exchange until the eighth iteration
are plotted in the figures for instantaneous Es/N0 = 10 dB.
The other simulation parameters are the same as those used
in Fig. 2. There are four trajectories corresponding to layers
χ[1, 1], χ[1, 2], χ[2, 1], and χ[2, 2]. Note that multidimensional
equalizer functions Fm,q are depicted by projection so that only
the lower and upper bounds are shown. The lower bound is
calculated by setting the decoder MI of the other layers at 0
and the upper bound by setting the MI of the other layers at 1.
Fig. 4(a) corresponds to the case where a higher ID

m,q can
be achieved even at the first iteration. In this case, the role
of the MI exchange between the equalizer and the decoder
is not significant, which means that an information rate loss
due to equalizer-code mismatch is inevitably incurred. This
suggests that such a rate loss be reduced by using a higher code
rate. In contrast, Fig. 4(b) shows the case where the equalizer

and decoder EXIT curves intersect at a point that yields a
relatively low decoder a posteriori MI, which results in a high
FER. It should be noted that the second case happens likely if
the feedback MI ID

m,q resulting from the first iteration is not
high enough. Such observations lead to the idea that the code
parameters be selected to ensure the best matching between the
equalizer and the code.

B. AC Using EXIT Chart

To avoid the two detrimental cases demonstrated in
Section III-A, the optimal codes for each layer of ML-BICM
may be found based on the area property analysis [21]. How-
ever, in practice, this is not feasible because of the too-high
computational complexity required to find multidimensional
equalizer EXIT functions Fm,q. In addition, the available code
parameters are presumably limited. Therefore, adjusting the
code parameters in real time such that the code optimality in
a strict sense is always guaranteed is not practical. Taking into
account these constraints, a practical approach is to use a code
considered most reasonable based on the EXIT trajectory plots
resulting from the previous frame transmission for each layer,2

by which the rate loss is reduced while the designed target FER
is achieved: The code is selected from among the prepared code
set, and the channels are assumed to stay the same over the two
consecutive frame timings. Now, we focus on the trajectory in
the EXIT chart.

As noted above, the FER after decoding can be estimated
from IE

m,q at the terminal point IE(end)
m,q of the trajectory by

referring the terminal point equalizer MI to the decoder’s
EXIT curve shown in Fig. 3(a). Note that the terminal point
is either the cross-over point between the equalizer and the
decoder curves or the point corresponding to the decoder output
MI asymptotically being 1.0 (ID

m,q ≈ 1). The most important

observation is that IE(end)
m,q is independent of the other layers at

the point where the trajectory converges, as shown in Fig. 4(a).
This is because in such a situation, almost a perfect decoder

2Along with the turbo iterations, it is easy to perform online measurement
of the trajectory only by using the received signal samples, as explained in
Section III. Please see also (42).
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Fig. 4. Snapshots of trajectories in iterative decoding. Code rates (a) Rm,q = 1/3, 1/8, 2/3, and 1/4 and (b) Rm,q = 2/3, 1/5, 7/8, and 1/2 are used for
χ[1, 1], χ[1, 2], χ[2, 1], and χ[2, 2], respectively.

a posteriori MI (ID
m,q ≈ 1) is obtained for the other layers.

The layer’s MI transfer characteristic is not affected by the
other layers, and the cross-over point is determined only by
the matching of the layer’s equalizer and decoder EXIT curves
given the channel realization and Es/N0.

Obviously, FER is a crucial requirement for AC schemes, for
which the required FER’s corresponding IE(end)

m,q is one of the
parameters for code selection. In this case, the scenario has to be
avoided where the cross over between the two curves happens
before ID

m,q ≈ 1 is attained. As discussed with Fig. 4(b), such an
event happens if the decoder feedback MI ID

m,q obtained as a re-
sult of the first iteration is insufficient. For further convenience
in notation, let ID

m,q and IE
m,q at the first iteration be denoted as

I
D(start)
m,q and IE(start)

m,q , respectively. Note that IE(start)
m,q is also

independent of the other layers since the decoder feedback MI
ID
m,q = 0 for all layers.

Now, we propose a simple scheme for AC, which is summa-
rized as follows.

1) To achieve a high code rate, select a set Rc1 of coding
rates that satisfy γα

R < I
E(end)
m,q , namely

Rc1 =
{
R|γα

R < IE(end)
m,q

}
(37)

for each rate in the set of rates R, where γα
R denotes the

equalizer output MI required to yield FER ≤ α.
2) To avoid the cross over between the two curves before

ID
m,q ≈ 1 is attained, select a set Rc2 of coding rates that

satisfy γβ
R < I

E(start)
m,q , namely

Rc2 =
{
R|γβ

R < IE(start)
m,q

}
(38)

TABLE II
EXAMPLE OF PRECALCULATED TABLE

for each rate in the set of rates R, where γβ
R denotes

the equalizer output MI required to yield IE(start) <
G−1

R (β), which is equivalent to ID(start) > β. Thus, β
denotes a threshold of the decoder feedback MI at the first
iteration.

3) The allocated coding rate Rm,q satisfies

Rm,q = max{Rc1 ∩Rc2}. (39)

4) If Rc1 ∩Rc2 is null, then

Rm,q = [the lowest rate in the available code set].

In the AC scheme described above, the system design para-
meters α and β have to be chosen so that the FER requirements
can be satisfied.3 Furthermore, the values of γα

R and γβ
R have

to be precalculated for each code in the code set. An example
of the precalculated γα

R and γβ
R values is summarized for the

convolutional codes listed in Table II for α = 0.1 and β = 0.15.
The γα

R that satisfies the FER requirement, which is represented
by α, can easily be determined by using Fig. 3(b), where it

3The proposed technique is, in fact, empirical, for which the selected code is
suboptimal. Such suboptimality is due to the practicality reason of avoiding the
necessity for the online calculation of multidimensional EXIT functions.
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is found that the relationship between FER and the required
equalizer output MI is one to one. The major aim of setting
the parameter γβ

R is to avoid the intersection between the EXIT
curves and to enhance the total throughput, the details of which
are provided in Section IV. Note that Fig. 4(a) and (b) is
for the cases of β = 0.8 and β = 0, respectively, for both of
which α = 0.1. The influence of the choice of the β value is
investigated in Section IV through simulations.

C. Empirical Method for MI Calculation

To exactly calculate the MI, perfect knowledge about the
transmitted bit sequence is needed when evaluating the pdf
pλ|c(ξ|C) of the likelihood. However, in practice, MI has to be
calculated without knowing the transmitted coded sequence at
the Rx side.

Applying Bayes’ theorem pλ|c(ξ|C) = 2pλ(ξ)pc|λ(C|ξ) to
(32), the MI is rewritten as

I = 1 − 2

∞∫
−∞

pλ(ξ)pc|λ (+1|ξ) log2(1 + e−ξ)dξ

= 1 − 2E
{
pc|λ(+1|ξ) log2(1 + e−ξ)

}
(40)

where pλ(ξ) is obtained through the LLR histogram measure-
ment. Applying Bayes’ theorem, pc|λ(+1|ξ) is given by

pc|λ(+1|ξ) = eξpc|λ(−1|ξ) = eξ
[
1 − pc|λ(+1|ξ)

]
=
[
1 + e−ξ

]−1
(41)

where the consistency condition of (33) has been used. By
invoking the ergodicity, the expectation can be replaced by the
time average as

I = 1 − 1
K

2K∑
k′=1

log2 (1 + exp (−λ [c(k′)]))
1 + exp (−λ [c(k′)])

(42)

where λ[c(k′)] is the LLR of the k′th-coded bit in the frame
LLR having length of 2K. Note that this empirical method
may deteriorate the MI accuracy due to the approximations
used in LLR calculation, as in the Max Log-Map algorithm
in which the consistency condition may not necessarily be
perfectly satisfied. It is now obvious that an MI trajectory online
measurement can be easily performed by using (42), along with
the turbo iterations.

IV. CHANNEL-MODEL-BASED SIMULATION

The results of a series of simulations conducted to verify
the throughput enhancement achieved by the proposed AC
technique are presented in this section. Spatially uncorrelated
two Tx and two Rx antennas were assumed (M = N = 2). For
each of the Tx–Rx antenna pairs, a 24-path (L = 24) Rayleigh-
fading channel with an average path energy having a decaying
factor of 2 dB between consecutive paths was assumed. Perfect
knowledge about the channels was assumed available at the Rx.
The Max Log-MAP algorithm with a correcting factor proposed

TABLE III
PARAMETERS OF MODEL-BASED SIMULATION

Fig. 5. FER versus the average Es/N0 per receive antenna at the first and
eighth iterations. The code rate is 0.5 for all layers.

in [23] was used in each layer’s SISO decoder. The turbo Rx
performed eight iterations of the equalization and decoding
chain. The transmitted signal was a multilevel-coded 16-QAM
symbol sequence with symbol rate of Sr = 20 Msymbols/s.
K = 2048 and P = 64 were assumed. Table III summarizes
the major simulation specifications.

When evaluating the throughput efficiency, an ideal
selective-repeat ARQ [7] was assumed. The instantaneous
throughput is only associated with the frame being transmitted.
The layer χ[m, q]’s supported throughput ηm,q and the overall
throughput η totaling over the all layers are, respectively, de-
fined as ηm,q =SrDm,q/(P+K) and η=

∑M
m=1

∑Q/2
q=1 ηm,q,

where Dm,q denotes the number of information bits in a frame
received without errors. Obviously, if the frame is received
in error, Dm,q = 0; otherwise, Dm,q = 2KRm,q. The average
throughput is defined by the ratio of the total number of
information bits received without error to the total number
of transmitted bits, where fading variations on the path com-
ponents were assumed to be statistically independent at each
frame transmission. In the simulations, 50 000 frames were
transmitted for each average Es/N0 per receive antenna value
evaluated.

Figs. 5 and 6 show the results of the simulation for FER and
throughput efficiency versus the average Es/N0, respectively,
with the fixed code rate ML-BICM, where the code rate Rm,q

was fixed to be half for all the layers. Note that the curves shown
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Fig. 6. Average throughput versus Es/N0 per receive antenna protect prop-
erty with selective-repeat ARQ. The code rate is 0.5 for all layers.

Fig. 7. Average throughput versus Es/N0 per receive antenna property with
AC (α = 0.1, and β = 0).

in Fig. 6 indicate the cumulative throughput efficiencies that
sum up the transmitted bits, which are correctly received, in the
increasing order of the layers. It is found from Fig. 5 that the
FER curves are separated according to the layers.

Fig. 7 shows the throughput efficiency of the proposed
ML-BICM AC scheme with β = 0; therefore, the code rates are
only determined by the FER requirement of α = 0.1. It is found
from the figure that there are small “humps” in all the ηm,q

curves around Es/N0 = 10 dB. This is because with β = 0,
the equalizer and decoder MI curves cross with a recognizable
probability before the target MI is achieved. Fig. 8 shows
for M = 2, N = 2, and Q = 4 that the average throughput
performance versus the β value with the average Es/N0 as a
parameter. It is found from the figure that the average through-
put is maximized with β = 0.15. With β = 0.15, the average
throughput performance of the proposed AC scheme versus the
average Es/N0 is shown in Fig. 9. By making a comparison
between Figs. 6 and 9, it is found that the proposed AC scheme
can significantly improve the throughput performance over
the fixed code rate ARQ. Without AC, the layers χ[1, 2] and
χ[2, 2] do not make any significant contribution to the total
throughput when the average Es/N0 ≤ 10 dB. This is because
the code rate is fixed for any channel realization. In contrast,
the proposed AC scheme allows the layers to adaptively
adjust the code rates given channel realizations, by which
they all make contributions to the total throughput. When the
average Es/N0 is large enough, the total throughput plateaus at
the sum of the code rates allocated for both schemes. However,

Fig. 8. Average throughput versus the β threshold property for the proposed
AC scheme.

Fig. 9. Average throughput versus Es/N0 per receive antenna property with
AC (α = 0.1, and β = 0.15).

the AC achieves a much higher throughput because higher than
half code rates can be used, whereas it is fixed without AC.
Therefore, if a higher-order modulation is used, the maximum
throughput will further increase with AC.

V. MEASUREMENT-DATA-BASED ASSESSMENT

The performances of MIMO systems deeply depend on the
spatial–temporal multipath structure at both Tx and Rx sides. In
the previous section, we assumed a scattering-rich environment
to verify the maximum throughput. In fact, the scattering rich-
ness provides a higher MIMO capacity [24], [25]. However, in
realistic scenarios, the channel’s spatial properties vary depend-
ing on the surrounding terrain’s geographical structure, which
results in the variation in the rank of the correlation matrix
constructed from the channel matrix: The extreme cases are the
line-of-sight (LOS) and fully multipath-rich scenarios. Since
ML-BICM AC adaptively adjusts the code parameters with
the aim of throughput enhancement given channel realizations,
the effectiveness of the proposed scheme has to be verified in
realistic conditions for practical considerations.

To assess the practicality of the proposed ML-BICM
AC scheme in real fields, a series of simulations using
multidimensional channel-sounding field measurement was
conducted. An advantageous point of the channel-sounding
field-measurement-data-based simulation is that the perfor-
mance results can be correlated with the channel’s spatio and
temporal characteristics analyzed by using the same data set. It
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Fig. 10. Field map of measurement field.

TABLE IV
PARAMETERS OF THE MEASUREMENT CAMPAIGN

is made possible to trace back the observed algorithm behavior,
and by correlating the obtained performance tendency with the
channel analysis results, we can know how the algorithm has
behaved in real fields.

A bidirectional multidimensional channel-sounding mea-
surement campaign took place in a large courtyard at the cam-
pus of Ilmenau University of Technology, Ilmenau, Germany,
which is shown in Fig. 10. A 16-element uniform circular array
(UCA) with minimum element spacing of half the wavelength
was used as the Tx antenna, and the Tx was moved at a walking
speed along the route marked by the dashed line in the figure.
Further, an eight-element uniform linear array (ULA) with
element spacing of 0.4 wavelength was used as the Rx antenna,
and the Rx position was fixed. The area was surrounded by
buildings with a height of approximately 15 m, and there
was a metal object on the front-side angle of the Rx array.
The first 3 m of the measurement route is behind the metal
object; therefore, this region is characterized as a non-LOS
(NLOS) part. Table IV summarizes the major specifications of
the measurement campaign.

Fig. 11 shows the root-mean-squared azimuth spreads at both
Tx and Rx sides, which were obtained by using the RIMAX
framework [7], [13], versus the snapshot number. The total
number of snapshots gathered along the measurement route
is 108. Looking at Fig. 11, it is found that snapshot #52 is a
border point between NLOS and LOS. In addition, since Tx
was fixed between snapshots #1 and #16, they are referred to as

Fig. 11. Azimuth spread properties at both Tx and Rx.

Fig. 12. Throughput performance in the case where the instantaneous protect
received signal power is kept constant.

static NLOS (SNLOS). In the rest of the snapshots, Tx moved
along the route. Therefore, snapshots #17–#51 and #52–#108
are refereed to as dynamic NLOS (DNLOS) and dynamic LOS
(DLOS), respectively. The two elements were selected from the
array antenna elements at both Tx and Rx sides, which result
in 2 × 2 MIMO channels. Two antenna elements having the
largest spacing, which are located on the diameter of the UCA
and on both ends of the ULA, at the Tx and Rx, respectively,
were used. The spacings of the two antenna elements used
were 2.56 and 2.8 times the wavelength, respectively, at the Tx
and Rx.

Fig. 12 shows the throughput efficiencies supported by the
four layers of the proposed ML-BICM AC versus the snapshot
number. Power control was performed so that the instantaneous
Es/N0 sets at 15 dB. The figure clearly shows that the vari-
ation in azimuth spread is a dominating factor for throughput
efficiency when the instantaneous Es/N0 is fixed. It is found
that in LOS environments, the throughput can only reach ap-
proximately 80 Mb/s, although 105 Mb/s is achieved in the
NLOS environment. This is because the less is the scattering-
rich environment, the lower is the azimuth spreads in LOS
environments, as shown in Fig. 11, which results in the lower
channel capacity of MIMO systems.

Fig. 13 shows the MIMO channel capacity for the chan-
nel realization given by the measurement data and the total
throughput achieved by the proposed ML-BICM AC versus the
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Fig. 13. Comparison between ML-BICM AC and channel capacity.

snapshot number. The channel capacity in frequency-selective
MIMO channels is given by

CMIMO =
W

K

K∑
k=1

log2 det
[
I +

EsK

N0M
Ξ(k)ΞH(k)

]
(43)

where W is the bandwidth corresponding to Sr, and Ξ(k) is
the frequency-domain channel response observed at the kth
frequency bin, the details of which are given in the Appendix.
It is found that the variations of the channel capacity and the
throughput achieved by ML-BICM AC are highly correlated.
The correlation confirms the proposed AC scheme’s potential
of well exploiting the channel’s information-bearing capability.
However, there is still a gap between the channel capacity
and the throughput achieved by the proposed ML-BICM AC
scheme. The use of stronger and more flexible codes should
reduce the gap between the two curves.

VI. SUMMARY

An efficient AC scheme for ML-BICM with MMSE turbo
equalization has been proposed in this paper. The primary
purpose of the proposed scheme is to minimize the information
rate loss due to the mismatch between channel realization
and channel coding. The proposed scheme allows for efficient
MIMO turbo equalization at the Rx to be performed and
provides a high data throughput and its robustness in varying
spatiotemporal channel characteristics. This is a major outcome
of adaptive code parameter selection based on the knowledge of
EXIT characteristics at the Rx. Numerical performance results
showed that the throughput efficiency can be significantly im-
proved with the proposed AC scheme over the ARQ with fixed
coding rate. Furthermore, the effectiveness of the proposed
scheme in real fields was demonstrated through a series of field-
measurement-data-based simulations.

APPENDIX

FREQUENCY-DOMAIN MMSE EQUALIZATION

To determine the optimum tap coefficients in MMSE filtering
without requiring high computational complexity, a frequency-
domain processing technique described in [17] is used with
minor modifications to fit with the ML-BICM signaling. By

applying the matrix inversion lemma to (27), the filter output
can be expressed as

zm = (1 + γmδm)−1[γmŝm + F HΨmF N r̃] (44)

where

Ψm = ΞH
m

(
Ξ∆ΞH + σ2

νINK

)−1
(45)

γm =
1
K

trace[ΨΞm] (46)

with

∆ =
(
IMK − diag

[
δ
])

⊗ IK (47)

δ = [δ1, . . . , δm, . . . , δM ] (48)

δm =
1
K

K∑
k=1

|ŝm(k)|2 . (49)

Note that ⊗ and Ix denote the Kronecker product and an x× x
square identity matrix, respectively.4

The frequency-domain channel response Ξ of H is then
defined by

Ξ = F NHF H
M

= [Ξ1, . . . ,Ξm, . . . ,ΞM ] (50)

Ξm = [Ξ1,m, . . . ,Ξn,m, . . . ,ΞN,m]T (51)

Ξn,m = FHn,mF H (52)

where F is aK ×K discrete Fourier transform matrix operator
with elements

[F ]x,y = K
1
2 e−i 2π

K (x− 1)(y − 1) (53)

and F x = Ix ⊗ F . Note that Ξn,m is a diagonal matrix since
Hn,m is a circular matrix. Now, we focus only on diagonal
elements and define the following frequency-domain channel
response observed at the kth frequency bin as

Ξ(k) = [Ξ1(k), . . . ,Ξm(k), . . . ,ΞM (k)] (54)

Ξm(k) = [Ξ1,m(k), . . . ,Ξn,m(k), . . . ,ΞN,m(k)] (55)

diag[Ξn,m] = [Ξn,m(1), . . . ,Ξn,m(k), . . . ,Ξn,m(K)] (56)

where diag[·] denotes a matrix operator that extracts only
diagonal elements in the matrix. Note that Ξ(k) was used in
(43) when calculating the capacity of the frequency-selective
MIMO channel. The first and second moments denoted as µm

and σ2
m in the Gaussian approximation of (29) are, respectively,

calculated by

µm = E {zm(k)} = γm(1 + γmδm)−1 (57)

σ2
m = E

{
|zm(k)|2

}
− µ2

m

= (1 + γmδm)−2
(
γ2

mδm + γm

)
− µ2

m

=µm − µ2
m. (58)

4IMK in (47) is attributed to 1/K
∑K

k=1
E{|sm(k)|2}. Since the average

energy of symbol constellations is normalized to 1, the term reduces to an
identity matrix in the case where frequency-domain turbo equalization with
QAM signaling is employed.
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