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Nonlinear Frequency Domain MMSE Turbo Equalization using
Probabilistic Data Association

Marcus Grossmann and Tad Matsumoto, Senior Member, IEEE

Abstract— This letter proposes a new frequency domain turbo
equalization algorithm based on nonlinear minimum-mean-
squared-error (MMSE) estimation. The conceptual basis of the
proposed equalizer is the probabilistic data association (PDA)
filtering. It is shown that by performing internal equalizer itera-
tions, of which structure is resulted from the algorithm derivation
according to the PDA concept, the convergence properties, ana-
lytical and verified by simulations, can be significantly improved
over conventional MMSE turbo equalization techniques. Results
of the simulations conducted to demonstrate the superiority of
the proposed algorithm and to verify the accuracy of the analysis
are presented in this letter.

Index Terms— Single-carrier transmission, cyclic-prefix, PDA
FD MMSE equalizer, convergence analysis.

I. INTRODUCTION

RECENTLY, iterative (turbo) sub-optimal techniques have
been intensively researched as practical solutions to

many of signal detection problems in the presence of in-
terference components; the optimal detection based on the
maximum a posteriori probability (MAP) criterion is often re-
placed by simple signal processing that performs, for example,
minimum mean squared error (MMSE) filtering (e.g. [1]). The
turbo equalization technique for single carrier signaling with
spatial multiplexing presented in [2] performs the equivalent
processing in the frequency domain (FD), by which the
computational complexity can be significantly reduced.

The primary goal of this letter is to derive a new FD turbo
equalization algorithm for spatial multiplexing MIMO systems
based on the framework of nonlinear MMSE (NMMSE)
estimation. The conceptual basis of the proposed technique
is the probabilistic data association (PDA) filtering [3], where
the composite inter-symbol and multiple-access interference
(referred to as ISI and MAI, respectively) component is
approximated by a multivariate Gaussian random process. The
proposed FD PDA-based equalizer has an internal iteration
loop. As a result of the exploitation of the internal iterations,
the performance of the equalizer can further be improved over
the conventional technique having no internal loop; without
the internal iteration, the derived structure reduces to [2].

Furthermore, this letter provides an analytical tool for con-
vergence tracking of the internal iterations, given the statistics
of the extrinsic information provided by the channel decoder
in the previous global (turbo) iteration, which is an extension
of the technique for the correlation analysis presented in [5].
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II. SYSTEM MODEL

Consider a single carrier cyclic prefix (CP) assisted spatially
multiplexing system employing N transmit and M receive an-
tennas. The transmission is bit-interleaved coded modulation,
where the information bit block is binary-encoded, randomly
interleaved, binary-phase-shift-keying (BPSK) modulated, and
split into NB transmit blocks, each having a length Q, which
are independently transmitted by the multiple Tx antennas1.

The MIMO channel is assumed to be frequency se-
lective, where each of the NM channels is comprised
of L statistically independent path components h̃k,m =
[h̃k,m(1), ..., h̃k,m(L)]T with h̃k,m(l) modeled as a complex
Gaussian random variable with zero mean and unit variance.
Employing a cyclic prefix of sufficient length to each transmit
block, the received signals can be expressed as2

r =
N∑

k=1

Hkbk + n, (1)

where bk = [bk,1, ..., bk,q, ..., bk,Q]T denotes the transmitted
vector of the k-th antenna, Hk = [HT

k,1, ..., HT
k,m, ..., HT

k,M ]T

is the k-th channel matrix with Hk,m being a circulant square
matrix of size Q with h̃k,m on its first column, and n is the
AWGN with covariance σ2IQM . The block-circulant channel
matrices Hk in (1) can be de-composed into diagonal block
matrices FH

MΞkF with FM = IM ⊗ F, where F denotes the
Fourier matrix of size Q. Further, we define hk,q as the q-th
column of Hk.

At the receive side, iterative equalization and channel
decoding employing soft-input-soft-output (SISO) algorithms
is performed. Within the iterative processing, extrinsic log-
likelihood-ratios (LLRs) for the coded bits are exchanged
between the equalizer and the channel decoder, each separated
by an interleaver and a de-interleaver, following the turbo
principle [6].

III. NONLINEAR FREQUENCY DOMAIN MMSE TURBO

EQUALIZATION

Let zk,q = f∗(r, bk,q) denote the NMMSE estimate of
the transmitted symbol bk,q, where f∗(r, bk,q) is the nonlin-
ear function that minimizes the mean-squared error (MSE)
E{|bk,q − f(r, bk,q)|2}. The solution to this optimization
problem is the well known conditional a posteriori expectation

1For the ease in formulation, we assume BPSK onwards, but the extension
to more generic modulation formats is rather straightforward.

2Notation: The identity matrix of size K × K is written as IK . diag{x}
denotes the diagonal matrix with values of the vector x on the diagonal,
Diag{A} is the operator which extracts the diagonal elements of matrix A,
and the symbol ⊗ indicates the Kronecker product.
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value E{bk,q|r} (see, e.g. [4]), which is obtained by invoking
the Bayes theorem, as

zk,q =
∑

bk,q=±1

bk,qPr(bk,q)p(r |bk,q )(∑
bk,q=±1 Pr(bk,q)p(r |bk,q )

) , (2)

where p(r |bk,q ) = Edk,q
{exp(− 1

σ2 ‖r − hk,qbk,q − ∆k,q‖2)}
with dk,q = b\bk,q ∈ {±1}NQ−1 denoting the vector
b = [bT

1 , ..., bT
N ]T except the element bk,q. Here, ∆k,q =∑

l �=k∧m �=q hl,mbl,m is a vector containing the MAI and ISI
contributions to the transmitted block of the k-th antenna at the
q-th signaling instant. Computing p(r |bk,q ) involves a summa-
tion over 2NQ−1 terms, which is intractable even with small N
and Q. To reduce the complexity, we adopt the PDA filtering
idea and model ∆k,q as a Gaussian distributed random vector
having a mean µk,q = E{∆k,q} =

∑
l �=k∧m �=q hl,mzl,m and

a covariance Ωk,q = Cov{∆k,q∆k,q} =
∑

l �=k∧m �=q(1 −
z2
l,m)hl,mhH

l,m similar to [4]. This simplification leads to
p(r|bk,q) ∝ exp [2�{hH

k,qΩ̃
−1
k,q(r − µk,q)}bk,q], where Ω̃k,q =

Ωk,q + σ2IQM . Substituting this into (2) and utilizing some
simple matrix identities gives the NMMSE estimates for the
transmitted vector bk, as

zk = tanh
(

1
2ξk + Θk�

{
HH

k Σ−1r̃
}

+ ΘkΓkzk

)
, (3)

where ξk = [ξk,1, ..., ξk,Q]T with ξk,q = log(Pr(bk,q =
+1)/Pr(bk,q = −1)) being the extrinsic LLR fed back from
the channel decoder, r̃ = r − ∑

l Hlzl, Θk = 2(IQ −
ΓkΛk)−1 with Γk = diag{Diag{HH

k Σ−1Hk}}, and Σ =∑
l HlΛlHH

l + σ2IQM with Λl = diag{[1 − z2
l,1, ..., 1 −

z2
l,Q]T }. By applying the channel decomposition Hk =

FH
MΞkF to (3), the time domain matrices can be converted into

the frequency domain. This allows, by approximating Λl by
Λl ≈ (1−ϕ̂l)IQ with ϕ̂l = 1

Q

∑
q z2

l,q , the NMMSE estimates
to be expressed as

zk = tanh
(

1
2ξk + θk�

{
FHΞH

k Ψ−1FM r̃
}

+ θkγkzk

)
, (4)

where Ψ, θk and γk are defined as

Ψ(ϕ̂) =
N∑

k=1

(1 − ϕ̂k)ΞkΞH
k + σ2IQM , (5)

θk(ϕ̂) = 2(1 − γk(ϕ̂)(1 − ϕ̂k))−1, (6)

γk(ϕ̂) = (1/Q)tr
{
ΞH

k Ψ(ϕ̂)−1Ξk

}
(7)

with ϕ̂ being ϕ̂ = [ϕ̂1, ..., ϕ̂k, ..., ϕ̂N ]T . Equation (4) can be
iteratively solved following the PDA principle, by introducing
internal iterations, indexed by τ , where the new information
gained from the previous NMMSE estimation is used, as

zτ+1
k = tanh

(
1
2ξk + θτ

k�
{

FHΞH
k Ψ(τ)−1FM r̃τ

}
+ θτ

kγτ
k zτ

k

)
(8)

with z(0)
k = tanh(1

2ξk), for k = 1, ..., N . After a sufficient
number of iterations, the corresponding equalizer’s extrinsic
LLRs become ζk = 2θk�{FHΞH

k Ψ−1FM r̃} + 2θkγkzk, ∀k.
The structure of the above equalization scheme is similar

to the FD soft-cancellation (SC)-MMSE equalizer introduced
in [2]. However, with the presented method, internal iterations
within the equalizer following the PDA principle are used to
improve the NMMSE estimates. The proposed equalization
scheme is therefore in the following denoted as PDA FD SC-
MMSE equalizer.

A. A Correlation based Convergence Analysis

In this subsection, the convergence behavior of the pro-
posed PDA FD SC-MMSE turbo equalizer is analyzed by
evaluating the correlation E{bk,qzk,q} between the true binary
signal bk,q and the NMMSE estimate zk,q. At each turbo
iteration t (t = 1, .., T ) and at each internal equalizer it-
eration τ (τ = 0, .., τe − 1), denoted in the following by
(t, τ ), it is assumed that the distribution of the samples
bk,qak,q = bk,q(tanh−1(zk,q) − 1

2ξk,q) can be modeled as
being Gaussian with mean m

(t,τ)
k = E{bk,qak,q} and variance

v
(t,τ)
k = Var{bk,qak,q}, as (Q,L) → ∞. Moreover, to

simplify the analysis, the samples bk,qak,q are assumed to
be statistically independent.3 The related Gaussian density
satisfies the symmetry condition [6], and m

(t,τ)
k and v

(t,τ)
k

become m
(t,τ)
k = v

(t,τ)
k = ψ

(t,τ)
k , where ψ

(t,τ)
k denotes

the effective SNR for the k-th transmitted block. Similarly,
1
2bk,qξk,q is approximated as being Gaussian distributed at
each turbo iteration t with identical mean and variance ν(t)

and assumed to be statistically independent from bk,qak,q.
With the simplifications above, the equalizer’s input corre-

lation ϕ
(t,τ)
k = E{bk,qzk,q} of the k-th transmitted block at

each iteration (t, τ ) is obtained as

ϕ
(t,τ)
k =

∫
tanh

(
z

√
ν(t−1) + ψ

(t,τ)
k + ν(t−1) + ψ

(t,τ)
k

)
Dz

= fϕ(ν(t−1) + ψ
(t,τ)
k ), (9)

where Dz = exp(−z2/2)/
√

2πdz. Using (6), (7) and (8),
ψ

(t,τ)
k in (9) can be recursively calculated by

ψ
(t,τ+1)
k = θk(ϕ(t,τ))γk(ϕ(t,τ)) (10)

= g̃k

(
ϕ(t,τ)

)
(11)

= gk

(
ψ(t,τ), ν(t−1)

)
with ψ

(t,0)
k = 0,∀k, (12)

where ϕ =
[
ϕ1, ..., ϕN

]T
and ψ =

[
ψ1, ..., ψN

]T
. The

equalizer’s output correlation after τe − 1 internal iterations is
then simply given by the average ϕ̄(t) = 1

N

∑
k fϕ(ψ(t,τe)

k ).
As stated in (12), ψ

(t,τ)
k depends on ν(t−1) which is the SNR

of the channel decoder’s output extrinsic LLRs. This SNR can
be expressed as [5]

ν(t) = f−1
ϕ

(
fd

(
ϕ̄(t)

))
with ν(0) = 0, (13)

where fd denotes the correlation mapping function with
ρ(t) = fd(ϕ̄(t)) being the channel decoder’s output correlation,
and f−1

ϕ is the inverse function of fϕ. Based on (13), the
information bit error rate (BER) after channel decoding at
the t-th turbo iteration can be determined numerically or
analytically [6].

The above approach involves solving the fixed point equa-
tions ψk = gk(ψ, ν), ∀k for calculating the equalizer’s
output correlation ϕ̄. With some effort, it is possible to verify
that for all j ∈ {1, ..., N}, the partial derivatives ∂g̃k/∂ϕj

are non-negative functions of ϕ, and fϕ is a bounded and
monotonically non-decreasing function of (ψ, ν). Therefore,
the sequence generated by (12) is guaranteed to converge to a

3The cross-correlations between different NMMSE estimates zk,q decrease
with increasing Q and L, and hence uncorrelated decisions for different
NMMSE estimates are assumed (cf. [4]).
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fixed point solution at each turbo iteration t, as τ → ∞. More-
over, supposing fd as being monotonically non-decreasing, the
sequence {ϕ̄(t), ρ(t)} converges to a unique fixed point, as long
as an unlimited number of turbo iterations is performed.

Fig. 1 show the equalizer’s output correlations ϕ̄ obtained
by the analysis and numerical simulation as function of ρ
after τ = 0 and τ → ∞ internal iterations. It is found
that the simulated curves coincide with those estimates from
the analysis. Further, the channel decoder’s correlation char-
acteristics for constraint length Lc = 3 convolutional codes
[7] obtained by numerical simulations are shown as well. As
observed in Fig. 1, the equalizer provides significantly higher
correlations at moderate to high Eb/N0 values when τ → ∞.
This indicates that the convergence threshold of the turbo
receiver can be improved when performing internal iterations.

IV. NUMERICAL RESULTS

In this section, results of the simulations conducted to
evaluate BER performance of the proposed turbo equalizer
are presented. We considered an N = M = 2 single-carrier
block-cyclic transmission with each block having Q = 128
BPSK symbols over Rayleigh fading channels with L = 32
and L = 2 path components and equal average power delay
profile. The length of the CP was set to the maximum channel
delay. It was assumed that the channels are perfectly known
at the receiver and remain static over NB = 64 transmitted
blocks.

The BER performance of the proposed PDA FD SC-MMSE
equalizer after 10 turbo iterations, five internal iterations in
each turbo iteration, is shown in Fig. 2. The numbers of
internal and turbo iterations were chosen to be large enough to
ensure convergence. For comparison, the performance of the
conventional FD SC-MMSE equalizer [2] is shown as well,
and is referred as FD SC-MMSE (ref). As shown in Fig. 2, the
analytical BERs coincide with their corresponding simulated
BER curves when the number of channel path components is
relatively large (L = 32). Furthermore, it is observed that the
PDA FD SC-MMSE equalizer outperforms the FD SC-MMSE
equalizer, where the larger the performance gain, the larger the
rate r, which is consistent with the analysis in Section III-A.
Moreover, as seen in Fig. 2, the FD SC-MMSE equalizer using
the rate r = 7/8 code fails to converge for channels with less
channel path components (L = 2) for high Eb/N0 values.
In contrast, the additional internal iterations of the PDA FD
SC-MMSE equalizer improve the convergence threshold, and
hence, it can achieve better performance.

V. CONCLUSION

In this letter, we have derived a new FD turbo equalization
algorithm, PDA FD SC-MMSE, for single-carrier transmis-
sion based on the PDA filtering concept in the framework
of NMMSE estimation. It has been shown analytically and
through simulations that the proposed equalizer can signifi-
cantly improve the convergence properties over the conven-
tional FD SC-MMSE technique, although they both have the
same order of computational complexity.
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Fig. 1. Correlation characteristics of the PDA FD SC-MMSE equalizer and
channel decoder (for codes with rates r = 7/8, 2/3, and 1/2 from top to
bottom) for an example snapshot (N = M = 2, Q = 128, and L = 10) at
Eb/N0 = 3, −0.5, −3 dB (from top to bottom), (’o’: τ = 0, ’�’: τ → ∞).
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Fig. 2. BER performance of the PDA FD SC-MMSE turbo equalizer utilizing
Lc = 3 conv. codes with rates r = 1/2, 2/3, and 7/8 for Rayleigh
fading channels with 32-path (L = 32) components (solid curves) and 2-path
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