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Abstract This paper describes the outline of the 
systolic array recursive least-squares (RLS) processor 
that we developed primarily with the aim of broadband 
mobile communication applications. To perform the 
RLS algorithm effectively, this processor uses an 
orthogonal triangularization technique known in matrix 
algebra as QR decomposition for parallel pipelined 
processing. The processor board is comprised of 19 
application-specific integrated circuit chips, each 
having approximately one Million gates. 32-bit fixed 
point signal processing takes place in the processor, 
with which one cycle of internal cell signal processing 
requires about 500 nsec, and boundary cell signal 
processing about 80 nsec. The processor board can 
estimate up to 10 parameters and takes approximate 
35ys to estimate 10 parameters by using 41 known 
symbols. To evaluate this processor, we conduct 
minimum mean-squared error adaptive array in-lab 
experiments using a complex baseband fadindarray 
response simulator. In terms of parameter estimation 
accuracy, the processor is found to produce virtually the 
same results as a conventional software engine using 
floating-point operations. 

I. Introduction 

Adaptive signal processing, a key part of adaptive 
equalizers, interference cancellers, and adaptive array 
antennas, will play an important role in future 
broadband wireless communications with signal 
transmission rates of several tens of Mbids. A signal 
processor that can estimate the parameters related to the 
communication channels on a real-time basis is 
indispensable in such applications. For adaptive 
parameter estimation, the recursive least-squares (RLS) 
algorithm achieves much faster convergence than the 
least-mean-square algorithm, however, its complexity 
increases in proportion to the square of the number of 
parameters to be estimated. To overcome this 
problem, several pipelining techniques for hardware 
implementation of the RLS algorithm, which are 
commonly referred to as systolic array techniques, have 
been proposed [1]-[5]. A systolic array processor 

consists of cells of several kinds that are arranged 
regularly; adjacent cells are connected to each other. 
Systolic array processors have many desirable 
properties such as regularity and local interconnections 
that suit VLSI implementation. Furthermore, RLS 
signal processing on a systolic array processor is 
numerically stable under the condition of limited 
arithmetic precision [4]. 
This paper describes a systolic array RLS processor that 
we developed using application specific integrated 
circuit (ASIC) chips. Results of an adaptive array in-lab 
experiment conducted to evaluate the developed RLS 
processor by using a complex fading array response 
simulator are described. Its performance is compared 
with that of a computer program as well as with 
theoretical curves. 

11. Configuration of the developed 
systolic array RLS processor 

A.  Summary of systolic array RLS algorithm 

The square-root-free algorithm [l] is used in the 
systolic array RLS processor prototype. A block 
diagram of this algorithm is illustrated in Fig. 1, where 
the number of parameters to be estimated is three and 
o2 (0<(311.0) is the forgetting factor. For parallel 
pipelined processing, the systolic array RLS processor 
uses the orthogonal triangularization technique in 
matrix algebra that is sometimes referred to as QR 
decomposition. There are three types of processing 
cells that are used in this architecture. The circles and 
squares represent the boundary and internal cells, 
respectively. The final cell is a simple two-input 
multiplier. The dots along the diagonal of the array 
represent storage elements. After simple calculation at 
each cell, some of the resulting data are stored in the 
cells while the others are passed to adjacent cells. By 
repeating this procedure, data is passed from cell to cell 
across the array. The final cell produces an output equal 
to estimation error e.  
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r vin= 0 or 6,.=0 then 

otherwise 
lx = e2x,  s= 0 .  z =  U,", a&a,J 
{ z =  e", x I =  PI + a,Jzl'. 
c=  P % / x ' .  s= &*/x '. x = x  '. 
6 z c 6 , J  

$e 
Estimation error 

Fig. 1 System block diagram of systolic array RLS 
processor (in this example the number of parameters to 
be estimated is three) 

To extract the weight vector, serial weight flushing [ l ]  
is used in the systolic array RLS processor. Fig. 2 
shows an input data configuration for extracting the 
weight vector. Let u(n) denote the input vector and d(n) 
the reference signal, both at time n. The corresponding 
estimation error to be obtained as the systolic array 
processor output is 

where w(n) is the weight vector at time n. Assuming 
e(n) = d(n)  - wH (n)u(n), 

u H  (n) = [O. ..010. . .O],d(n) = 0, 
t 

(1) 

(2) 

i-th element 
the estimation error can be expressed as 

Therefore, as shown in Fig. 2, the i-th weight can be 
obtained as the output of the systolic array processor in 
response to the input of Eq. (2). To extract the entire 
weight vector, we simply halt the updating of all stored 
values, and input a data matrix that consists of a unit 
diagonal matrix. 

e(n) = - w: (n). (3) 

0 
1 0  

0 0 0  
0 1 0 d(3) 
0 0 4 3 )  d(2) 
1 U (3) U (2) d(1) 

u,(3) U:@) I 
U (2) U (1) 

Fig. 2 Data configuration for serial weight flushing 
(the number of parameters to be estimated is three) 

B. Prototyped board 

RLS signal processing on a systolic array processor is 
known to be numerically stable under the condition of 

limited arithmetic precision. In addition, for faster 
processing speed, the systolic array RLS processor uses 
fixed-point signal processing rather than floating-point 
processing. The bit allocations for the integer and 
fractional parts, required to achieve reasonable 
estimation accuracy, were determined through an 
exhaustive series of computer simulations: uniformly 
distributed random data having 40 dB dynamic range 
were input to a systolic array structure on a computer, 
which emulated fixed and floating point signal 
processing. The estimation accuracy with various bit 
allocation patterns for fixed-point processing was then 
compared to that with floating point processing. We 
found that the estimation error, defined as the 
difference in parameter estimates yielded by floating 
and 32-bit fixed-point signal processing, can be made 
smaller than 5 % . 
Fig. 3 shows a picture of the prototype systolic array 
RLS processor board, which is approximately 
36cm*40cm. The forgetting factor, the number of 
parameters to be estimated and the number of unique 
word sequence can be set from a PC connected to the 
board. This systolic array RLS processor board can 
estimate up to 10 parameters. It is comprised of 19 
ASIC chips, each having approximately one Million 
gates. One cycle of the internal cell signal processing 
takes about 500 nsec, while that of the boundary cell 
signal processing takes about 80 nsec. It takes 
approximate 35ps to estimate 10 parameters by using 
41 known symbols. 

Fig. 3 Systolic array IUS processor board 

111. Experiments 

A minimum mean-squared error (MMSE) adaptive 
array antenna experiment was conducted using the 
prototype systolic array RLS processor board. We 
developed a complex baseband fadinglarray response 
simulator for performance evaluations of baseband 
sections of time-space equalizers [6 ] :  the prototype 
board was connected to the simulator, and signal 
transmission experiments were conducted, all in the 
complex baseband domain. 
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A. Configuration of the complex baseband fading/”rray 
response simulator 

Table 1 Major specs of the complex baseband 
fadingfamy response simulator 

The complex baseband fadingfarray response simulator 
simulates temporal and spatial radio wave propagation 
scenarios experienced by broadband mobile 
communications in real time. Fig. 4 shows a block 
diagram of the complex baseband fadingfarray response 
simulator. One desired and L interference users share 
the same channel. Signals transmitted from the L+1 
mobile users are received by an N-element antenna 
array. Each path component is multiplied by its 
corresponding fading complex envelope, and then 
attenuated by multiplications by real constants. The 
fading path components are received by an N-element 
antenna array. The phase rotation on each of the N 
antenna elements depends on the array geometry and 
the path’s direction of arrival (DOA). The array 
geometry and DOA information on each path is 
manually input to the system control PC. For each of 
the path components, the PC calculates the phase 
rotations on the N antenna elements, and the N path 
components received by the N elements are multiplied 
by the calculated N complex constants corresponding to 
their phase rotations element-by-element. The 
phase-rotated path components are then combined 
together, added to complex white Gaussian noise 
samples, and filtered corresponding to the receiver 
filters assumed. N statistically independent 
two-dimensional random numbers uniformly 
distributed over [0, 11 are generated, and converted into 
N complex white Gaussian noise samples by using a 
look-up table following the Box-Muller method. The N 
received composite signal samples received by the N 
antenna elements are then brought to the systolic array 
RLS processor board. Table 1 summarizes the hardware 
specifications of the simulator. 24-bit fixed point 
signal processing takes place: in-phase and quadrature 
components of signals are expressed in using a 24-bit 
data format. This ensures 16-bit accuracy at the 
output of the simulator, even in the presence of round 
off due to the fixed-point signal processing. The clock 
and frame timing are recovered perfectly at the 
receiver. 

-- Element 11 

Fadng 
Simulator U (K-Path) 

Fadng 
Simulator U M-Path) 

Simulator a 
(K-Path) - 

WGN #2 

Fig. 4 Block diagram of the complex baseband 
fadingarray response simulator 

B. Real-time experiment system test bed 

12 MsymboVsec quaternary phase-shift keying (QPSK) 
signal bursts were passed through the simulator. The 
transmitted data stream was framed. Each frame 
included a 31 symbol unique word and 384 symbol 
information sequences. It was assumed that an 
N-element (N=1,2,4,8) linear array antenna with a 
minimum element spacing of half the wavelength was 
used. The systolic array RLS processor uses the 
fadinglarray response simulator output corresponding to 
unique word sequence, and calculates antenna weights 
(Fig. 5).  The forgetting factor was set at 0.99. 

Output of element #l  

Output of element #1 
corresponding to 

Channel Control lnformation 

- Number of Component Waves 

Array Control lnformation 
- Antenna Type 
- Number of Elements 

[detector I 
4 

Fig. 5 Block diagram of adaptive array antenna system 
test bed 

C. Results 

Bit error rate (BER) performance in the additive white 
Gaussian noise channel (AWGN) is shown in Fig. 6 .  
Fading is not present. Performance curves obtained 
through computer simulation and by theoretical 
analysis are also plotted in the figure. For computer 
simulations, conditions are the same as those used in 
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in-lab experiment except that floating point signal 
processing was performed for the systolic array RLS 
algorithm. It is found that the experimental 
performance curves agree well with those obtained by 
computer simulations. The 1-element BER curves for 
both the in-lab experiment and computer simulation 
agree well with the theoretical curves. 

*Measured 
+Simulated 1 

E3 theory(1-element) . 

lo-' - I , , 1 , I I , I , , I , I , , , I . I I . I I , . I I i 

E,/N, (dB) 

Fig. 6 BER performance on a Gaussian channel 

BER performances in the presence of fading are shown 
in Fig. 7. 1-path Rayleigh fading was assumed. In-lab 
experimental results are almost the same as those of the 
computer simulations. The 1-element BER curves of 
both the in-lab experiment and computer simulation 
agree well with the theoretical curve. The fading 
variation is slow enough to eliminate the BER plateaus 
generally observed in the high mo range when the 
fading variation is too fast for the RLS algorithm. 

lo-' 4 1 - p a t h  Rayleigh 

U 
w 

Q) 
M 

m 

g 
2 

5 
10-3 

Average Eb/No(dB) 

Fig. 7 BER performance on a 1-path Rayleigh 
fading channel (frequency-nonselective) 

BER performances with L+1=4 were evaluated in a 
Rayleigh fading channel. The desired signal's DOA 
was set at O", and the three interference components' 
DOAs were set at 10". 30" and 40". Each of the four 

signals suffers from frequency-flat Rayleigh fading. Fig. 
8 shows the results of the experiments in this 
environment. No difference in performance curves is 
observed between the experiment and simulation results. 
Since there are three interferers having the same signal 
strength as the desired signal, they can be suppressed if 
N 2 4 .  This can be observed in Fig. 8. Spatial response 
obtained as results of the in-lab experiment is shown in 
Fig. 9 with the number of antenna elements as a 
parameter. Eflo=lOdB was assumed. It is found that 
the interference signals are effectively suppressed with 
N24. 

lo-' 

U 
w m 
8 
2 
$10-2 
a 

10-30 5 10 15 20 25 30 
Average E,/N, (dB) 

Fig. 8 BER performance on a Rayleigh fading channel 
(one desired signal, three interference signal) 
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Fig. 9 In-lab experiment results on the adapted spatial 
response on a Rayleigh fading channel (one desired 
signal, three interference signal, E D o =  10dB) 

IV. Conclusions 

This paper has outlined the systolic array RLS 
processor we developed primarily for broadband 
mobile communications applications. It is comprised of 
19 ASIC chips, each having approximately one million 
gates. The processor uses 32-bit fixed-point signal 
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processing. The internal cell signal processing cycle is 
about 500 nsec, and boundary cell processing takes 
about 80 nsec. It takes approximate 35ps to estimate 10 
parameters by using 41 known symbols. To evaluate 
the processor’s performance, we conducted adaptive 
array experiments by using a complex baseband 
fading/array response simulator. The experimental 
results were then compared with those from a computer 
program using the same conditions except that the 
program used floating point processing. We found that 
the in-lab experimental results agreed well with those 
of the computer simulation results under various 
conditions. Furthermore, it was found that no difference 
in BER performance curves is observed between 
theoretical and in-lab experimental curves in both 
AWGN and 1-path Rayleigh fading channels. The 
adapted spatial response obtained by the in-lab 
experiments showed that the interference signals are 
well suppressed with an N-element antenna array (N>4) 
if there are one desired and three interference signals, 
each of which is sent over an independent one-path 
Rayleigh fading channel. A major conclusion of these 
experiments is that the systolic array RLS processor can 
well handle 12Msymbol/s QPSK signal bursts. It is 
verified that this systolic array RLS processor can be 
used for developments of space- and time-domain 
equalizers in broadband mobile multimedia 
communications. 
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