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A three-layered model for expressive speech perception
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Abstract

This paper proposes a multi-layer approach to modeling perception of expressive speech. Many earlier studies of expressive speech focused on statistical correlations between expressive speech and acoustic features without taking into account the fact that human perception is vague rather than precise. This paper introduces a three-layer model: five categories of expressive speech constitute the top layer, semantic primitives constitute the middle layer, and acoustic features, the bottom layer.

Three experiments followed by multidimensional scaling analysis revealed suitable semantic primitives. Then, fuzzy inference systems were built to map the vagueness of the relationship between expressive speech and the semantic primitives. Acoustic features in terms of F0 contour, time duration, power envelope, and spectrum were analyzed. Regression analysis revealed correlation between the semantic primitives and the acoustic features. Parameterized rules based on the analysis results were created to morph neutral utterances to those perceived as having different semantic primitives and expressive speech categories. Experiments to verify the relationships of the model showed significant relationships between expressive speech, semantic primitives, and acoustic features.
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1. Introduction

Communication is one of the most important activities of a human being. Humans use different kinds of communication tools, such as gestures, writing, music or speech to interact with each other. The information transferred by different communication tools is encoded through various types of media and recognized by a variety of receivers. The type of information shared between senders and receivers can be verbal, non-verbal, and/or symbolic (Fauconnier 1997, Mehrabian 1972, Manning 1989), and may not necessarily be all that apparent. For example, music not only gives listeners beautiful sounds to hear, but also communicates the emotion of the composers and performers (Vickhoff 2004). Gestures, another example, communicate both information and emotion (Kendon 1981). With regard to communication using speech, receivers not only decode linguistic information, but also paralinguistic information (Fujisaki 1994). According to one definition, paralinguistic information refers to the acoustic information that is conveyed in speech, such as voice pitch, amplitude, rate, and voice quality, rather than the sheer lexical meaning of the word (Robbins and Langton 2001). Perception of paralinguistic information is the focus of much research, especially the topic of the perception by receivers of a sender’s emotional state.

Previous work on expressive speech\(^1\) focuses on two major research areas: recognition and synthesis of expression in speech. Expressive speech recognition is a method for automatically identifying the emotional state of speakers. Recently, researchers recognize that the types of voice database used may result in different detection systems (Batliner et al. 2003; Devillers et al., 2005). Expressive speech synthesis involves manipulating parameters of the acoustic features of the voice data to produce perception of different emotions by receivers (Scherer 2003). Both recognition and synthesis work require analysis of perception of expressive speech. Work heretofore has been concentrated on measuring acoustic features in the speech signal and then using statistical methodology to select the most significant features for the classification or identification of emotions (e.g., Van Bezooijen, 1984; Tolkmitt and Scherer, 1986, Williams and Stevens, 1969, 1972; Scherer, 1984, 1991; Kienast and Sendlmeier, 2000; Cahn, 1990; Murray and Arnott, 1993, 1995; Schroder et al., 2001; Banziger and Scherer, 2005). Based on the results of the analysis, this field has progressed markedly, even including applications to real-life situations (Douglas-Cowie 2003).

\(^1\) Emotional and expressive speech both have been long considered as two interchangeable words. However, in this paper we regard them as different. We only use *emotion* when referring to the mental state of people. Otherwise, the term “expressive speech” is used.
However, results may be limited by this method due to the fact that reproduction of expressive speech either for purposes of recognition or synthesis has not been effectively achieved, even though it is known that certain categories of expressive speech may be characterized by specific acoustic features (Sobol and Robinson, 2004). Clearly a model to approach the study of expressive speech is needed (Scherer 2003).

In this paper, a multi-layered model is proposed to approach the study of expressive speech, which is based on an assumption: namely, that before listeners can decide to which expressive speech category a speech sound belongs, they will qualify a voice according to different descriptors, where each descriptor is an adjective for voice description. Different combinations of such descriptors by which a listener qualifies a voice can lead to the decision about to which different expressive speech categories that voice belongs.

This idea can be understood better by the following example. When listening to the voice of a speaker, one hears that a voice “sounds bright and slightly fast”, which in turn one can interpret that “the speaker is happy”. Nevertheless, we do not say, “This voice sounds as if its fundamental frequency is 300 Hz”, and thereby proceed to perceive what emotion the speaker is expressing, simply by identifying the absolute pitch of the voice. In this study, we refer to such acoustic characteristics of the voice, e.g., pitch, duration, loudness, etc., as “acoustic features”, and such listeners’ labelings of the sounds, e.g., “bright-sounding” or “fast-sounding”, as “semantic primitives”. Given this assumption, we propose a three-layered model that is different from the traditional two-layered models, which only considered the direct correlation between expressive speech and acoustic features. Our perceptual model adds a new layer between expressive speech and acoustic features which consists of semantic primitives.

Using qualitative descriptors to describe expressive utterances is also found with other types of communication. In music, the use of adjectives for describing sound (timbre) has been conducted by many researchers. For example, qualitative descriptions of loud, fast, and staccato music performance give listeners a perception of anger (Juslin 2001). The perception of these three qualitative descriptions is actually related to acoustic features of tempo, sound level, and articulation. Ueda (1996) discussed the possibility of a hierarchical structure of qualitative adjectives for timbre. The psychological perception of sound can be characterized by acoustic features. Ueda and Akagi (1990) examined how the perception of sharpness and brightness is affected by amplitude envelope shapes, sound-pressure level, and duration of broadband noise. It is also widely used for music assessment. Darke (2005) asked musicians to use 12 verbal adjectives for assessing a number of music sounds, and found there was an agreement
among the adjectives listeners used to describe their perception of timbre. Traube, Depalle, and Wanderley (2003) studied the relationship between acoustic features, gesture parameters of guitar playing, and adjective descriptions of guitar timbre. They confirmed the relationship between perceived brightness and gesture parameters of playing a guitar. Coincidently, the use of fuzzy logic to build a perception model can also be seen in music. Friberg (2004) used fuzzy logic to map measured parameters, such as sound level or tempo, to emotional perception of sound receivers. They also developed a rule system for modeling the music performance (Friberg., Bresin, and Sundberg, 2006). They used the measured parameters for modeling different styles of performance. Due to the abundant and complex parameters of rules, they simplified the rules selection by relating rules to semantic descriptions, such as lento, andante, vivace, etc., which are qualitative terms for describing music performance. They applied the rule system to synthesize music for different emotional expressions.

A large body of research supports the validity in our proposed model of the relationships between (1) emotional perception and semantic primitives and also that between (2) semantic primitives and acoustic features. The construction of such a model should provide concrete support for the proposed ideas. There are two approaches for achieving this goal. One is to construct a general-purpose model which can explain the perception of expressive speech categories, across a number of speakers, based on examination of voices of multiple actors. The other is to construct a specific-purpose model based on the voice of a single actor. The purpose of this model would be to validate the method proposed here, to demonstrate that expressive voices can be simulated and controlled by using a multi-layered model. This specific-purpose model could then be extended to include a general-purpose model based on multiple speakers to have wider applicability in explaining perception of expressive speech.

We propose a two-step approach to construct this specific-purpose model. The details of these two steps are:

1. The first step involves a top-down approach to build the above two relationships by analyzing the connections between expressive speech perception and semantic descriptors about voices, and between semantic descriptors about voices and acoustic features.
2. The second step involves a bottom-up method in order to verify what was built by step 1 described above.

In the first step, in order to find those descriptors (e.g., adjectives) that can be used to describe the perception of expressive vocalizations, a thorough selection of semantic primitives will be necessary. Also, in order to support the relationship between semantic
primitives and acoustic features, analysis of a large number of acoustic features will be necessary. To understand the fuzzy relationship between linguistic description of acoustic perception and expressive speech a fuzzy inference system will be built.

After the first step, the second step will verify that the two relationships built in the first step can simulate and control the expressive voices production. In the verification, we will use the analysis results of the first step to simulate and control the expressive voices by using the neutral utterances from the same actress. We use the semantic primitive specifications with corresponding acoustic features of the first step to resynthesize the expressive speech utterances, and ask human subjects to evaluate the effectiveness of the resynthesized utterances. This approach includes three techniques: (1) a voice-morphed technique for rule verification, (2) expression of the relationships built by step 1 as rules, and (3) examination of various types of human perception of emotion as well as the intensity of the perceptions.

Rules are created with parameters that morph the acoustic characteristics of a neutral utterance to the perception of certain semantic primitives or expressive speech categories. These parameters come from the fuzzy inference system and the correlation of these two relationships. Speech morphing is a technique described by Sherer (2003), and technically developed by Kawahara et al. (1999). It is also called copy synthesis, resynthesis or speech-morphing, and essentially refers to a method that takes a neutral voice as input and generates a different voice as output by systematically manipulating the acoustic features of the input voice.

The parameters will then be modified to create variations of the rules that should give different intensity-levels of perception. The verification process is simplified by the combination of speech-morphing and base-rule development. The relationships revealed in the building process then can be verified by morphing a neutral utterance to other utterances which results in different types and intensities of perception.

This paper is organized as follows. In Section 2 the proposed model is introduced. In Sections 3, the details of how the model is built are described, specifically, the construction of the two types of relationships— the relationship between expressive speech and semantic primitives and the relationship between semantic primitive and acoustic feature. In Section 4 the resulting model is presented. In Section 5, the methods and results of verification are presented, and in Section 6, discussion and suggestions for future work are put forth.

2. Overview of the model

Fig. 1 shows a conceptual diagram of the proposed perceptual model. It consists of
three layers: expressive speech, semantic primitives, and acoustic features. Five categories of expressive speech are studied, Neutral (N), Joy (J), Cold Anger (CA), Sadness (S), and Hot Anger (HA). The semantic primitives are considered to be a set of adjectives often used by listeners to describe utterance characteristics, for example, high, low, bright, quiet, etc. The acoustic features are the measurable acoustic characteristics in the speech signal, such as fundamental frequency, power envelope, spectrum, etc.

The hypothesis we attempt to prove is that people perceive expressive speech not directly from a change of acoustic features, but rather from a composite of different types of “smaller” perceptions that are expressed by semantic primitives. The hypothesis also implies that the model describes the process of the perception of expressive speech in a way which is close to a human’s behavior. Humans’ perceptions always have a quality of vagueness; for example, humans use vague linguistic forms which do not have precise values, such as “slow” or “slightly slow”. Therefore, a computable methodology is also proposed for precisely analyzing this natural vagueness.

3. Development of three layered model

We build two relationships in the model: (1) the relationship between expressive speech and semantic primitives and (2) the relationship between semantic primitives
3.1 The relationship between expressive speech and semantic primitives

In order to build the relationship between expressive speech and semantic primitives, three experiments were conducted, after which a fuzzy inference system was applied. The first experiment examined all utterances in terms of each of the five categories of expressive speech looked at in this study, e.g., Neutral, Joy, Cold Anger, Sadness, and Hot Anger. The second experiment constructed a perceptual space of categories of expressive speech by using a multidimensional scaling (MDS) technique. (See also Maekawa and Kitagawa (2002) for a similar approach.) Examination of the perceptual space assisted in selecting suitable adjectives as semantic primitives, which were then fine-tuned in the third experiment to arrive at a set of semantic primitives used in the model. The results of the three experiments were then used in training and checking data for the fuzzy inference system that maps the relationship between expressive speech and semantic primitives.

3.1.1 Three psychoacoustical experiments

3.1.1.1 Experiment 1

Experiment 1 was conducted to examine listeners’ perception of expressive speech utterances.

Method

Stimuli were selected from the database produced and recorded by Fujitsu Laboratory. A professional actress was asked to produce utterances using five expressive speech categories, i.e., Neutral, Joy, Cold Anger, Sadness, and Hot Anger. In the database, there are 19 different Japanese sentences. Each sentence has one utterance in Neutral and two utterances in each of the other categories. Thus, for each sentence, there are 9 utterances and for all 19 sentences, there are 171 utterances. 12 graduate students, native male Japanese speakers, average age 25 years old, with normal hearing participated in the experiment. Subjects were asked to rate the 171 utterances according to the perceived degree of each of the 5 expressive speech categories. An example of the questionnaire is shown in Table 1. There was a total of 5 points for one utterance. That is, if a subject perceived that an utterance belonged to one expressive speech category without any doubt, then the subject gave it 5 points. Conversely, if the subject was confused within two or even more expressive speech categories, then the subject divided the 5 points among these expressive speech categories according to what seemed appropriate. The stimuli were randomly presented.
to each subject through binaural headphones at a comfortable sound pressure level in a soundproof room. Each utterance was presented twice followed by a pause of 2 seconds.

Table 1. Evaluation form used in Experiment 1.

<table>
<thead>
<tr>
<th></th>
<th>N</th>
<th>J</th>
<th>CA</th>
<th>S</th>
<th>HA</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sentence 1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Atarasiime-rugatodoiteimasu</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(A new e-mail has arrived)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

- Results and discussion

Table 2 shows the confusion matrix of each intended category. The results show that most utterances can be easily perceived as belonging to their intended categories. However, Cold Anger (CA) had the lowest percentage and was easily confused with Neutral (N). The one most confused with Neutral was Joy (J).

Table 2. Percentage of ratings of the 5 intended categories. The columns are the intended categories and the rows, the categories rated by subjects.

3.1.1.2 Experiment 2

Experiment 2 was conducted to construct a perceptual space of utterances in the
different expressive speech categories, and the results were analyzed using MDS. The resulting perceptual space was then used in Experiment 3 to select suitable semantic primitives for the perceptual model.

● Method
In Experiment 2, 15 utterances were chosen according to the ratings in Experiment 1. In order to expand the perceptual space of expressive speech, for each of the five categories, three utterances were selected: (1) one that was least confused, (2) one that was most confused, (3) one that fell in the middle. The subjects were the same as those in Experiment 1. Scheffe’s method of paired comparison was used. Subjects were asked to rate each of the $15 \times 14 = 210$ utterance pairs on a 5-point Likert-type scale (from -2 to 2, including 0, -2 = totally different, 2 = extremely similar) according to how similar they perceived them to be. The pair-wise stimuli were randomly presented to each subject through binaural headphones at a comfortable sound pressure level in a soundproof room. Each utterance pair was presented followed by a gap of 2 sec. The SPSS 11.0J for Windows MDS ALSCAL procedure, non-metric model of Shepard and Kruskal, using the symmetric, matrix conditional, and ordinal options, was applied to the ratings.

● Results and discussion
Fig. 2 shows the distribution of utterances in the resulting 3-dimensional perceptual space (STRESS value was 7%). In the figure, one circle represents one utterance and plot symbols like ‘J’ indicate utterances of Joy, etc. As the distribution shows, all categories of expressive speech are separated clearly: moreover, utterances of the same category are close to each other. The distribution in perceptual space indicates which expressive speech utterances are similar, and exactly how similar they are. This information can be used to determine the semantic primitives suitable for Experiment 3.
Fig. 2. The resulting perceptual space of utterances in different categories of expressive speech. One circle represents one utterance.

3.1.1.3 Experiment 3

Experiment 3 was conducted to determine suitable semantic primitives for the perceptual model. As described above, semantic primitives are defined as adjectives appropriate for describing speech. In order to determine adjectives related to expressive speech from a large number of possible adjectives applicable to sound, tone, or voice, we carried out the following pre-experiment.

- **Pre-experiment**

  Sixty adjectives were selected as candidates for semantic primitives. 46 of these were from the work by Ueda (1988) (with English glosses), in which he asked 166 listeners to choose adjectives which are often used to describe voice timbre. Since the original adjectives are for music description, an extra 14 adjectives considered relative to expressive speech were added based on informal perception tests. In the pre-experiment, subjects listened to 25 utterances (five for each category of expressive speech which were randomly chosen from the expressive speech database) and were asked to circle which adjectives seemed most appropriate to describe each utterance they heard. The 34 adjectives listed in Table 3 were the ones most frequently circled, and were thus chosen for Experiment 3.
Table 3. 34 Adjectives Chosen from the Pre-Experiment. Experiment 3 selects the 17 adjectives with character shading as semantic primitives for the perceptual model. The third column shows the correlation coefficients that are calculated for selecting suitable semantic primitives.

<table>
<thead>
<tr>
<th>ID</th>
<th>Adjective (Japanese)</th>
<th>Adjective (English)</th>
<th>Correlation Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>明るい</td>
<td>bright</td>
<td>0.979</td>
</tr>
<tr>
<td>2</td>
<td>暗い</td>
<td>dark</td>
<td>0.968</td>
</tr>
<tr>
<td>3</td>
<td>声の高い</td>
<td>high</td>
<td>0.95</td>
</tr>
<tr>
<td>4</td>
<td>声の低い</td>
<td>low</td>
<td>0.897</td>
</tr>
<tr>
<td>5</td>
<td>強い</td>
<td>strong</td>
<td>0.989</td>
</tr>
<tr>
<td>6</td>
<td>弱い</td>
<td>weak</td>
<td>0.936</td>
</tr>
<tr>
<td>7</td>
<td>太い</td>
<td>thick</td>
<td>0.927</td>
</tr>
<tr>
<td>8</td>
<td>細い</td>
<td>thin</td>
<td>0.872</td>
</tr>
<tr>
<td>9</td>
<td>堅い</td>
<td>hard</td>
<td>0.977</td>
</tr>
<tr>
<td>10</td>
<td>柔らかい</td>
<td>soft</td>
<td>0.966</td>
</tr>
<tr>
<td>11</td>
<td>重い</td>
<td>heavy</td>
<td>0.95</td>
</tr>
<tr>
<td>12</td>
<td>軽い</td>
<td>light</td>
<td>0.961</td>
</tr>
<tr>
<td>13</td>
<td>銳い</td>
<td>sharp</td>
<td>0.962</td>
</tr>
<tr>
<td>14</td>
<td>鈍い</td>
<td>dull</td>
<td>0.93</td>
</tr>
<tr>
<td>15</td>
<td>耳障りな</td>
<td>rough</td>
<td>0.906</td>
</tr>
<tr>
<td>16</td>
<td>流暢な</td>
<td>fluent</td>
<td>0.866</td>
</tr>
<tr>
<td>17</td>
<td>荒っぽい</td>
<td>violent</td>
<td>0.944</td>
</tr>
<tr>
<td>18</td>
<td>滑らかな</td>
<td>smooth</td>
<td>0.885</td>
</tr>
<tr>
<td>19</td>
<td>うるさい</td>
<td>noisy</td>
<td>0.895</td>
</tr>
<tr>
<td>20</td>
<td>静かな</td>
<td>quiet</td>
<td>0.984</td>
</tr>
<tr>
<td>21</td>
<td>ざわついた</td>
<td>raucous</td>
<td>0.881</td>
</tr>
<tr>
<td>22</td>
<td>落ち着いた</td>
<td>calm</td>
<td>0.981</td>
</tr>
<tr>
<td>23</td>
<td>落ち着きのない</td>
<td>unstable</td>
<td>0.89</td>
</tr>
<tr>
<td>24</td>
<td>きれいな</td>
<td>clean</td>
<td>0.911</td>
</tr>
<tr>
<td>25</td>
<td>汚い</td>
<td>dirty</td>
<td>0.91</td>
</tr>
<tr>
<td>26</td>
<td>濁った</td>
<td>muddy</td>
<td>0.89</td>
</tr>
<tr>
<td>27</td>
<td>明らかな</td>
<td>clear</td>
<td>0.975</td>
</tr>
<tr>
<td>28</td>
<td>あいまいな</td>
<td>vague</td>
<td>0.931</td>
</tr>
<tr>
<td>29</td>
<td>明瞭な</td>
<td>plain</td>
<td>0.952</td>
</tr>
</tbody>
</table>
Method of Experiment 3

The stimuli and subjects were the same as in Experiment 2. The stimuli were randomly presented to each subject through binaural headphones at a comfortable sound pressure level in a sound proof room. Subjects were asked to rate each of the 34 adjectives on a 4-point scale when they heard each utterance, and to indicate how appropriate the adjective was for describing the utterance they heard (0: very appropriate, 3: not very appropriate). In order to clarify which adjectives were more appropriate for describing expressive speech and how each adjective was related to each category of expressive speech, the 34 adjectives were superimposed by the application of a multiple regression analysis into the perceptual space built in Experiment 2. Since the scaling we used in the evaluation of Experiment 3 has two extreme ends (not very appropriate and very appropriate), therefore for each semantic primitive, there exists a situation that people hold a neutral stance with regard to an utterance. Therefore, Equation (1) is the regression equation we used:

$$y = a_1x_1 + a_2x_2 + a_3x_3,$$

where $x_1$, $x_2$, and $x_3$ are the positions $(x_1, x_2, x_3)$ of one utterance in the 3-dimensional perceptual space, and $y$ is the rating of an adjective for a particular utterance. Regression coefficients $a_1$, $a_2$, and $a_3$ were calculated by performing a least squares fit. In addition, the multiple correlation coefficient of each adjective was computed.

Results and discussion

Fig. 3 is the diagram that presents the 34 adjectives plotted in dimension-1 against dimension-2, dimension-1 against dimension-3, and dimension-3 against dimension-2 of the 3D perceptual space. The utterances are represented by the same IDs as in Figure 2 and a line in the plot indicates an adjective by marking its ID number which is listed in Table 3. The direction of the arrowhead of each line indicates that the adjective was increasingly related to the utterances. For example, the adjective “clean” (ID: 24) was...
more related to the utterance J2 (Joy) than to the utterance C2 (Cold Anger). In this way, it was possible to find to which category each adjective was related. Semantic primitives were selected according to the following three criteria:

1. The direction of each adjective in the perceptual space: This indicates which category the adjective is most related to. For example, the adjective Monotonous (32) is most closely related to the category Neutral.

2. The angle between each pair of adjectives: The smaller the angle is, the more similar the two adjectives.

3. The multiple correlation coefficient of each adjective: When the multiple correlation coefficient of one adjective is higher, it means the adjective is more appropriate for describing expressive speech.

Candidate adjectives were chosen according to criteria (1) and (2). Criterion (3) was used to decide the final list of 17 adjectives which were chosen as semantic primitives: bright, dark, high, low, strong, weak, calm, unstable, well-modulated, monotonous, heavy, clear, noisy, quiet, sharp, fast and slow (see Table 3). These semantic primitives reflect a balanced selection of widely-used adjectives that describe expressive speech.
Fig. 3: Direction of adjectives in perceptual space. The figure was plotted with arrow-headed lines in
(a) dimension-1 against dimension-2, (b) dimension-1 against dimension-3, and (c) dimension-2
against dimension-3 of the perceptual space in Fig. 2.

3.1.2 Fuzzy inference system (FIS)

3.1.2.1 Why apply fuzzy logic?

We suggest that the relationship between expressive speech categories and semantic
primitives represents the way humans use linguistic forms (e.g., words) to describe
what they perceive when they hear expressive speech. That expression of the
perception is vague, not precise. In this sense, traditional statistical methodology may
not be appropriate for solving the problem; rather, fuzzy logic appears to be better
suited.

The reasons are the following:
(1) fuzzy logic embeds existing structured human knowledge (experience, expertise,
heuristics) into workable mathematics (Kecman 2001), and this is exactly what the
model proposes to do in dealing with the perception of expressive speech.
(2) fuzzy logic is based on natural language (Jang, Sun, and Mizutani, 1996), and the
natural language used in our model is in the form of semantic primitives.
(3) fuzzy logic models nonlinear functions of arbitrary complexity (Wolkenhauer,
2001), and the relationship between expressive speech categories and semantic
primitives is certainly complex and nonlinear.
Thus, fuzzy logic would be able to address what is the relationship between, for example,
the perception of “slightly slow” /“slow” /“very slow” and a sad vocal expression.

3.1.2.2 Experiment 4

In order to build FIS with highly reliable probability, we conducted another
experiment for collecting more utterances as input data.

Method

In order to create a set of well-balanced data so that the resulting relationship not
only expresses the most-well-perceived categories but also provides the different
intensity levels of categories, seven utterances were selected for each of the five
categories from the 171 utterances evaluated in experiment 1: two of them had the
highest rating of “5”; three of them had middle rating of “3”, and two of them had the
lowest rating of “1”, which totaled to 35 utterances as the stimuli for experiment 4.

The subjects were identical to those in the previous experiments. The stimuli were randomly presented to each subject through binaural headphones at a comfortable sound pressure level in a sound proof room. Subjects were asked to rate each of the 17 adjectives, which were listed in Table 3, on a 4-point scale (0: very appropriate, 3: not very appropriate) when they heard each utterance, and to indicate how appropriate the adjective was for describing the utterance they heard.

3.1.2.3 Construction

By applying adaptive neuro-fuzzy (Chiu, 1994), a technique within the Fuzzy Logic Toolbox of MATLAB, we built a fuzzy inference system (FIS) for each category of expressive speech. As was expected by FIS, input data were the perceptible degrees of semantic primitives and output data were the perceptible degrees of expressive speech categories. 50 utterances are used as the input data. 15 out of 50 utterances were collected from experiment 1 and experiment 3, as mentioned in Sections 3.1.1.1 and 3.1.1.3, and another 35 utterances are from experiment 4.

The following steps were used to analyze the experimental data in order to construct the FIS.

- **Step 1: To construct an initial FIS model.**
  The purpose of this step was to construct a raw model by applying the method of subtractive clustering to analyze the experimental results. This decided the number of membership functions for each input variable and rules for FIS, so that it could be trained and adjusted. The training data used in this step are 40 utterances of the 50 utterances.
  An initial FIS model, a first-order Sugeno type model (Sugeno, 1985), with 3 membership functions for each variable was constructed. This corresponds to a 3-level-rating system (low, mid, and high) which appears to be sufficient for describing intensity of a semantic primitive.

- **Step 2: To train the initial FIS by adaptive neuro-fuzzy methodology.**
  To improve capability of the model by adjusting membership function parameters, the adaptive neuro-fuzzy technique was used here. This is a hybrid method consisting of backpropagation for the parameters associated with the input membership functions, and least squares estimation for the parameters associated with the output membership functions. This step generated a trained FIS model with 3 membership functions for each variable, with a 3-rule structure, and still it was a first-order Sugeno type model.

- **Step 3: To verify the resultant FIS of step 2**
The purpose of Step 3 is to use checking data to help model validation. The checking data used in this step are another 10 utterances of the 50 utterances. Eventually, for each expressive speech category, a final FIS to describe the relation between the expressive speech category and the 17 semantic primitives was completed.

3.1.2.4 Evaluation

In order to evaluate the relationship built by FIS, we calculated regression lines that describe the relationship between input (perceptible degrees of semantic primitives) and output (perceptible degrees of expressive speech) of each FIS. Therefore, the slope of the regression line explains the relationship between expressive speech and semantic primitive. The absolute value of the coefficient of the regression line indicates how much the semantic primitives affect the categories of expressive speech. A positive value of slope indicates that the relationship has a positive correlation, and vice versa.

For example, Fig. 4 shows one of the results. The solid line is the FIS output and the dotted line is the regression line of the output. The figure depicts a non-linear relationship between Neutral (N) and the semantic primitive Monotonous on the left and another non-linear relationship between Hot Anger (HA) and Monotonous on the right.
Fig. 4. Slope of regression line. Left graph describes the relationship between monotonous and Neutral (N), right graph describes the relationship between monotonous and Hot Anger (HA).

Table 4: 5 Semantic primitives that are most related to each category of expressive speech. SP column lists the semantic primitives and S column lists the slope of the regression line as described in Figure 4.

<table>
<thead>
<tr>
<th>Neutral</th>
<th>Joy</th>
<th>Cold Anger</th>
<th>Sadness</th>
<th>Hot Anger</th>
</tr>
</thead>
<tbody>
<tr>
<td>SP</td>
<td>S</td>
<td>SP</td>
<td>S</td>
<td>SP</td>
</tr>
<tr>
<td>monotonous</td>
<td>0.270</td>
<td>bright</td>
<td>0.101</td>
<td>heavy</td>
</tr>
<tr>
<td>clear</td>
<td>0.127</td>
<td>unstable</td>
<td>0.063</td>
<td>well-modulated</td>
</tr>
<tr>
<td>calm</td>
<td>0.103</td>
<td>clear</td>
<td>0.034</td>
<td>low</td>
</tr>
<tr>
<td>heavy</td>
<td>-0.329</td>
<td>quiet</td>
<td>-0.039</td>
<td>slow</td>
</tr>
<tr>
<td>weak</td>
<td>-0.181</td>
<td>weak</td>
<td>-0.036</td>
<td>clear</td>
</tr>
</tbody>
</table>

3.1.3 Results

The relationship between semantic primitives and expressive speech categories are characterized in Table 4. We selected the “top five” semantic primitives for each expressive speech category: three positive correlations (which are the ones that showed the highest correlation values with a positive slope) and two negative ones (which showed the highest correlation values with a negative slope). The reason five semantic primitives were chosen for each expressive speech category was that it is difficult for people to assign a large number of semantic primitives to a specific expressive speech perception, but less than five may not be sufficient to result in a reliable perception.

The table shows a balance of commonly used adjectives with a precise numerical description and seems to be compatible with the way a human responds when they perceive expressive speech. For example, usually a joyful vocal expression sounds bright and clear, but not quiet nor weak. This matches the FIS result for Joy shown in Table 4: the other FIS results also seem to be good matches with expressive speech utterances.

3.2 The relationship between semantic primitive and acoustic feature

The relationship between semantic primitives and acoustic features was calculated by correlation analysis. The acoustic features measured were F0 contour, power envelope, power spectrum, and time duration.
3.2.1 Acoustic feature analysis

F0 contour, power envelope, and spectrum were calculated by using STRAIGHT (Kawahara et al., 1999). In the analysis, FFT length was 1024 points and frame rate was 1ms. These parameters are default to STRAIGHT, when the sampling frequency was 22050 Hz, which we adopted for sound data.

- F0 contour:

  The F0 contours for the smaller phrases within the utterance, as well as the entire utterance, were measured. In this study, we refer to the smaller phrasal units as “accentual phrases”\(^2\), because each unit is terminated with a drop in F0, and sometimes even a pause. For example, the Japanese sentence /a t a r a s h i i k u r u m a o k a i m a s h i t a/ (I brought a new car.), forms three accental phrases: / a t a r a s h i i k u r u m a o k a i m a s h i t a/. Figure 5 shows the F0 contours for the entire utterance as well as for the accental phrases. Utterances containing the same words (lexical content) but with different expressive speech categories varied greatly in F0 contour and power envelope, both for the accental phrases as well as for the overall utterance. For each accental phrase, the measurements made were rising slope (RS), rising duration (RD), falling slope (FS), falling duration (FD) and pitch range in each accental phrase (RAP) and for each overall utterance, average pitch (AP), pitch range (PR), and highest pitch (HP).

---

\(^2\) The use of “accentual phrase” is used generically here to refer to both intonational phrases as well as accental phrases, without necessarily distinguishing between the two, as is done in the JToBI system (Venditti, 2005)
Fig. 5. F0 Contour for accentual phrases and entire utterance of /a ta ra shi i ku ru ma o ka i ma shi da/.

- Power envelope

Power envelope was measured in a way similar to that for the F0 contour. For each accentual phrase, rising slope (PRS), rising duration (PRD), falling slope (PFS), falling duration (PFD), and mean value of power range in accentual phrase (PRAP) were measured. For each overall utterance, power range (PWR), rising slope of the first accentual phrase power (PRS1st), and the ratio between the average power in high frequency portion (above 3 kHz) and the average power (RHT) were measured.

- Spectrum

For spectrum, formants (F1, F2, and F3), spectral tilt (ST) and spectral balance (SB) were measured.

- Formants: measures were taken approximately at the vowel midpoint of the vowels /a/, /e/, /i/, /o/, and /u/. The sampling frequency of the speech signal was set at 10 kHz. The spectrum was obtained by using STRAIGHT and linear predictive coding (LPC) coefficients were calculated according to the method described in Nguyen et al., 2003. The first, second, and third formants (F1, F2, and F3) were calculated with LPC-order 12.

- Spectral tilt (ST): To measure voice quality, spectral tilt was calculated from A1·A3, where A1 is the level in dB of the first formant and A3 is the level of the harmonic whose frequency is closest to the third formant (Maekawa, 2004). Other measures of voice quality are H1·H2 (Menezes and Maekawa, 2006) or OQ (Ni Chasaide and Gobl, 1997; Keating and Esposito, 2006), but only A1·A3 was done in the study.

- Spectral balance (SB): This is a parameter that serves for the description of acoustic consonant reduction, and was calculated according to the following equation (Kienast and Sendlmeier, 2000):

\[
SB = \frac{\sum f_i \cdot E_i}{\sum E_i} \quad (1)
\]

\(f_i\) is the frequency in Hz
\(E_i\) the spectral power as a function of the frequency

- Time duration:

For each sentence, the duration of all phonemes, both consonants and vowels, as well as pauses, were measured. The duration measurements were the following: pause
length (PAU), phoneme length (PHN), total utterance length (TL), consonant length (CL) and the ratio of consonant duration to vowel duration (RCV).

3.2.2 Correlation analysis of acoustic measurements with semantic primitives

A total of 16 acoustic features were measured: Four involved F0—mean value of rising slope (RS), highest pitch (HP), average pitch (AP) and rising slope of the first accentual phrase (RS1st); four involved power envelope—mean value of power range in accentual phrase (PRAP), power range (PWR), rising slope of the first accentual phrase (PRS1st), the ratio between the average power in high frequency portion (above 3 kHz) and the average power (RHT); five involved the power spectrum—first formant frequency (F1), second formant frequency (F2), third formant frequency (F3), spectral tilt (SPTL), spectral balance (SB); and three involved duration total length (TL), consonant length (CL), ratio between consonant length and vowel length (RCV).

A correlation between the 16 acoustic features and the 17 semantic primitives was done. Correlation coefficient values that have at least one correlation coefficient over 0.6 are considered significant and are shown as shadowed cells in Table 5.

<table>
<thead>
<tr>
<th>PF</th>
<th>bright</th>
<th>dark</th>
<th>high</th>
<th>low</th>
<th>strong</th>
<th>weak</th>
<th>calm</th>
<th>unstable</th>
<th>voiced</th>
<th>monotonous</th>
<th>heavy</th>
<th>clear</th>
<th>noisy</th>
<th>quiet</th>
<th>sharp</th>
<th>fast</th>
<th>slow</th>
</tr>
</thead>
<tbody>
<tr>
<td>RS</td>
<td>0.44</td>
<td>-0.64</td>
<td>0.70</td>
<td>-0.60</td>
<td>0.56</td>
<td>-0.54</td>
<td>-0.74</td>
<td>0.67</td>
<td>0.54</td>
<td>-0.32</td>
<td>-0.40</td>
<td>0.44</td>
<td>0.43</td>
<td>0.58</td>
<td>0.50</td>
<td>-0.56</td>
<td></td>
</tr>
<tr>
<td>HP</td>
<td>0.69</td>
<td>-0.86</td>
<td>0.90</td>
<td>-0.89</td>
<td>0.42</td>
<td>-0.56</td>
<td>-0.72</td>
<td>0.67</td>
<td>0.50</td>
<td>-0.18</td>
<td>-0.73</td>
<td>0.74</td>
<td>0.60</td>
<td>0.73</td>
<td>0.44</td>
<td>0.42</td>
<td>0.56</td>
</tr>
<tr>
<td>AP</td>
<td>0.71</td>
<td>-0.66</td>
<td>0.67</td>
<td>-0.91</td>
<td>0.33</td>
<td>-0.54</td>
<td>-0.66</td>
<td>0.60</td>
<td>0.41</td>
<td>-0.10</td>
<td>-0.76</td>
<td>0.76</td>
<td>0.52</td>
<td>0.70</td>
<td>0.34</td>
<td>0.35</td>
<td>0.62</td>
</tr>
<tr>
<td>RS1st</td>
<td>0.50</td>
<td>-0.70</td>
<td>0.77</td>
<td>-0.78</td>
<td>0.45</td>
<td>-0.56</td>
<td>-0.67</td>
<td>0.60</td>
<td>0.42</td>
<td>-0.13</td>
<td>-0.61</td>
<td>0.72</td>
<td>0.47</td>
<td>0.24</td>
<td>0.51</td>
<td>0.36</td>
<td>0.30</td>
</tr>
<tr>
<td>PRAP</td>
<td>0.31</td>
<td>-0.67</td>
<td>0.62</td>
<td>-0.56</td>
<td>0.74</td>
<td>-0.67</td>
<td>-0.77</td>
<td>0.73</td>
<td>0.55</td>
<td>-0.26</td>
<td>-0.30</td>
<td>0.47</td>
<td>0.76</td>
<td>0.78</td>
<td>0.31</td>
<td>0.55</td>
<td>0.59</td>
</tr>
<tr>
<td>PWR</td>
<td>0.43</td>
<td>-0.74</td>
<td>0.74</td>
<td>-0.65</td>
<td>0.70</td>
<td>-0.66</td>
<td>-0.80</td>
<td>0.76</td>
<td>0.59</td>
<td>-0.27</td>
<td>-0.41</td>
<td>0.57</td>
<td>0.78</td>
<td>0.79</td>
<td>0.69</td>
<td>0.36</td>
<td>0.57</td>
</tr>
<tr>
<td>PRS1st</td>
<td>0.46</td>
<td>-0.80</td>
<td>0.80</td>
<td>-0.70</td>
<td>0.45</td>
<td>-0.76</td>
<td>-0.88</td>
<td>0.61</td>
<td>0.51</td>
<td>0.27</td>
<td>0.07</td>
<td>0.64</td>
<td>0.44</td>
<td>0.73</td>
<td>0.42</td>
<td>0.37</td>
<td>0.64</td>
</tr>
<tr>
<td>F1</td>
<td>0.10</td>
<td>-0.05</td>
<td>0.29</td>
<td>0.00</td>
<td>0.08</td>
<td>-0.14</td>
<td>-0.55</td>
<td>0.67</td>
<td>0.52</td>
<td>-0.41</td>
<td>0.24</td>
<td>0.72</td>
<td>0.23</td>
<td>0.45</td>
<td>0.36</td>
<td>0.36</td>
<td>0.16</td>
</tr>
<tr>
<td>F2</td>
<td>0.41</td>
<td>-0.64</td>
<td>0.59</td>
<td>-0.60</td>
<td>0.25</td>
<td>-0.39</td>
<td>-0.49</td>
<td>0.52</td>
<td>0.17</td>
<td>0.10</td>
<td>0.49</td>
<td>0.43</td>
<td>0.62</td>
<td>0.29</td>
<td>0.30</td>
<td>0.39</td>
<td>0.29</td>
</tr>
<tr>
<td>F3</td>
<td>0.60</td>
<td>-0.41</td>
<td>0.50</td>
<td>-0.56</td>
<td>0.31</td>
<td>0.07</td>
<td>0.11</td>
<td>0.07</td>
<td>0.05</td>
<td>0.05</td>
<td>0.44</td>
<td>0.03</td>
<td>0.09</td>
<td>0.27</td>
<td>0.11</td>
<td>0.06</td>
<td>0.06</td>
</tr>
<tr>
<td>SPTL</td>
<td>0.29</td>
<td>0.49</td>
<td>0.48</td>
<td>0.53</td>
<td>-0.48</td>
<td>0.17</td>
<td>0.02</td>
<td>0.71</td>
<td>0.49</td>
<td>0.71</td>
<td>0.30</td>
<td>0.52</td>
<td>0.62</td>
<td>0.29</td>
<td>0.02</td>
<td>0.10</td>
<td>0.10</td>
</tr>
<tr>
<td>SB</td>
<td>0.14</td>
<td>0.34</td>
<td>0.48</td>
<td>0.49</td>
<td>0.15</td>
<td>-0.55</td>
<td>0.06</td>
<td>0.55</td>
<td>-0.29</td>
<td>-0.29</td>
<td>0.45</td>
<td>0.53</td>
<td>0.51</td>
<td>0.51</td>
<td>0.51</td>
<td>0.30</td>
<td>0.31</td>
</tr>
<tr>
<td>TL</td>
<td>0.28</td>
<td>0.42</td>
<td>0.25</td>
<td>0.30</td>
<td>-0.41</td>
<td>0.09</td>
<td>0.52</td>
<td>-0.28</td>
<td>-0.19</td>
<td>0.19</td>
<td>0.21</td>
<td>0.22</td>
<td>0.63</td>
<td>0.39</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
</tr>
<tr>
<td>CL</td>
<td>0.35</td>
<td>0.64</td>
<td>0.39</td>
<td>0.53</td>
<td>-0.34</td>
<td>0.71</td>
<td>0.50</td>
<td>0.32</td>
<td>-0.10</td>
<td>-0.04</td>
<td>0.47</td>
<td>0.44</td>
<td>0.29</td>
<td>0.71</td>
<td>0.31</td>
<td>0.37</td>
<td>0.59</td>
</tr>
<tr>
<td>RCV</td>
<td>-0.41</td>
<td>0.78</td>
<td>0.47</td>
<td>0.71</td>
<td>0.14</td>
<td>0.58</td>
<td>0.29</td>
<td>0.23</td>
<td>0.02</td>
<td>0.32</td>
<td>0.66</td>
<td>0.86</td>
<td>0.27</td>
<td>0.58</td>
<td>0.12</td>
<td>0.00</td>
<td>0.28</td>
</tr>
</tbody>
</table>

4. Results and discussion

Based on the results described in Section 3, a perceptual model for each category of expressive speech was built. Figures 6-10 illustrate the perceptual model for Neutral (N), Joy (J), Cold Anger (CA), Sadness (S), and Hot Anger (HA), respectively. In the figures, the solid lines indicate a positive correlation, and the dotted ones, a negative correlation. For the relationship between expressive speech and semantic primitives, the highest values are shown in the bold lines, others are shown in non-bold lines. For the relationship between semantic primitives and acoustic features, the highest two values are shown in the bold lines, others are shown in non-bold ones. Simply put, the
thicker the line is, the higher the correlation. For example, the model in Fig 7 describes that a Joy speech utterance will sound bright, unstable and clear but not quiet or weak. In the figures, it also shows which acoustic features are most related to which semantic primitives of each category of expressive speech. This visual aid not only expresses the relationships between different layers, but is also used in the verification process, which will be described later.

As mentioned earlier, the semantic primitives involved with the perceptual model for each expressive speech category can be thought to correspond to a human’s actual perceptual behavior. The acoustic features which mainly affect the perception of semantic primitives, as can be seen from Table 5, are those related to F0 contour and power envelope. From this, it would seem that the perception of expressive speech, at least in Japanese, may mainly be affected by the change of F0 contour and power envelope.

However, in addition, spectral characteristics affect perception of some of the semantic primitives, for example, bright, high, unstable, and noisy. These are the more active adjectives. This result suggests that change of spectrum, i.e., change in voice quality, may encourage perception of active semantic primitives.

Table 5 also shows that the easier a semantic primitive is perceived, the more acoustic features can be found and the higher is the correlation coefficient. This explains why the correlation coefficients of the semantic primitives “well-modulated” and “monotonous” were relatively low compared to other semantic primitives—that is, these two are relatively more “abstract” and not easily quantified by human perception.

The resulting perceptual models indicate that the perception of semantic primitives has a significant effect on the perception of expressive speech and that people do not perceive expressive speech directly from the change of acoustic features but rather from the perception of semantic primitives. The models also substantiate results from previous work of the importance of F0 and power envelope in perception of expressive speech.

However, verification of the model is necessary. To this end, we adopt the analysis by synthesis method. We resynthesized the expressive speech utterances using the semantic primitive specifications with corresponding acoustic features, as determined by the correlation analysis results described in section 3.2.2 above. In this way, we are able to assess the validity of the relationship between semantic primitives and acoustic features purported by our perceptual model.
Fig. 6. Resultant perceptual model of Neutral (N).
Fig. 7. Resultant perceptual model of Joy (J).

Fig. 8. Resultant perceptual model of Cold Anger (CA).
5. Verification of the emotional perception model

The purpose of the verification process is to validate the effectiveness of the two types of information in the relationships built in the modeling process. The first type is the significance of one element (acoustic feature or semantic primitive) in a layer to the perception of one element (semantic primitive or expressive speech category) in another layer. The second type is the impact direction and strength of one significant element. For example, in Fig 7, we know that bright, unstable, clear, quiet, and weak are significant to the perception of Joy. Furthermore, the impact direction and strength to Joy of these five semantic primitives are different, which can be observed from the styles of the connected lines.

To focus the verification process on the validation of analysis results, a morphing technique is used. By using the morphing technique, we can take a neutral utterance as input, and by systematically manipulating acoustic features of the input utterance, we can produce a voice that can be perceived as having different semantic primitives or different expressive speech categories. The choice of using a neutral utterance as the basis for morphing is because the neutral utterances are less dynamic than those utterances perceived as other expressive speech categories and thus the changes made
to the neutral utterances by the process of morphing are more easily perceived by listeners.

5.1 Rule development

To simplify the manipulation of acoustic features in the morphing process, the models shown in Figs 7 to 10 are represented as rules. Two types of rules (i.e., morphing rules) were developed: (1) base rules and (2) intensity rules. The base rules provide the basis for the verification of the models. They are created for verifying the first type of information by considering only those elements (acoustic features or semantic primitives) that are significant to the perception of one element (a semantic primitive or an expressive speech category). The intensity rules are created for verifying the second type of information by changing the values in the base rules in terms of the impact direction and strength of acoustic features to the perception of one element in a layer.

For verifying the relationship between acoustic features and semantic primitives, the base rules morphed a neutral utterance into an utterance which could be perceived in terms of one and only one semantic primitive. These rules are called “SR-base” rules, because they morph a “semantic primitive” utterance (i.e., “SU-utterance”) and help assess which acoustic features are involved in creating the percept of each semantic primitive. The intensity rules involved morphing rules which morphed an utterance in such a way that the intensity of the semantic primitive changed. These intensity rules are called “SR-intensity” rules, because they change the intensity of the “SU” and thus help assess how the change in the intensity of the acoustic features changed the intensity levels of semantic primitives.

For verifying the relationship between semantic primitives and expressive speech, the base rules (referred to as “ER-base” rules) involved rules to morph a neutral utterance into an utterance which could be perceived in terms of one expressive speech category (i.e., “EU-utterance). The intensity rules (referred to as “ER-intensity” rules) involved rules to morph an utterance in such a way that the intensity of the expressive speech (EU) category changed.

For both the relationships, the verification process is identical:

2. Base rule implementation.
3. Experiment for evaluating base rule efficiency.
5. Experiment for evaluating intensity rule efficiency.

First, the relationship between semantic primitives and acoustic features was examined,
then, that between semantic primitives and expressive speech.

5.2 The Verification of the relationship between semantic primitives and acoustic features

5.2.1 Base rule development for semantic primitives (SR-base rules)

To verify the first type of information in the resulting relationship between acoustic features and semantic primitives, we need (1) to select only the acoustic features that are considered “significant” to the percept of semantic primitives, (correlation coefficient values between acoustic features and semantic primitives that have at least one correlation coefficient over 0.6 are considered, see Table 5), and (2) to obtain the morphing parameters by calculating the difference of acoustic features between the input neutral utterance and the utterances of the intended semantic primitive. There is one base rule for one semantic primitive. One rule has 16 parameters which control the 16 acoustic features. The values of the parameters are the percentage of changes to an acoustic feature of an input neutral utterance, and are calculated by the following method.

From the 50 utterances that were used when building FIS (see Section 3.1.2.2), 10 utterances were selected that were well-perceived for that semantic primitive. In order to reduce bias in the data, the utterance that showed the greatest deviation from the mean perception score was discarded, thus leaving 9 utterances. For each of the remaining 9 utterances, we calculated the differences between the values of its acoustic features and the values of the acoustic features of the neutral utterance from which it should be morphed. Then we calculated how much the acoustic features of each utterance varied compared to those of the neutral utterance (i.e., percentage variation) by dividing the differences in the values of the acoustic features with those of the corresponding neutral utterance. Finally, we averaged the percentage variations of each of the 9 utterances to give the values of acoustic features for each semantic primitive. Equation (2) presents the calculation.

\[
\sum_{i=0}^{8} \frac{vaf_i - vnaf_i}{vnaf_i} \cdot 9
\]

Where \(vaf_i\) is the value of acoustic features of \(i\) th utterance and \(vnaf_i\) is the value of the corresponding neutral utterance. One example of the parameters is shown in Table 7. The second column labeled SR1 lists the variation of percentages that are used for morphing a neutral utterance to an utterance supposedly perceived as bright.
5.2.2 Rule implementation

A speech morphing process was developed (see Fig. 11) in order to implement the rules. F0 contour, power envelope, and spectrum were extracted from the neutral speech signal by using STRAIGHT while segmentation information was measured manually. Next, acoustic features in terms of F0 contour, power envelope, spectrum and duration were modified according to the rule. Finally, we used STRAIGHT to re-synthesize the expressive speech utterance using the modified F0 contour, power envelope, spectrum and duration.

Fig. 11. Process of morphing voices in STRAIGHT

5.2.3 Experiment for evaluating SR-base rule efficiency

To examine whether the selected acoustic features are significant to the percept of semantic primitives or not, an experiment was conducted for subjects to evaluate the morphed utterances by comparing them to the neutral utterances from which they were
morphed.

5.2.3.1 Experiment
In this experiment, 17 morphed speech utterances were produced by implementing the created semantic primitive base rules, giving one morphed speech utterance for each semantic primitive. In addition, there was one neutral speech utterance. Subjects were ten male Japanese graduate students, which were different from those subjects of the three experiments described in Section 3, with normal hearing ability who were asked to compare (a) a morphed speech utterance with (b) the neutral speech utterance and to choose which utterance was most associated with a particular semantic primitive. The question was “Is (a) or (b) more ‘bright’?” Paired stimuli were presented randomly to each subject through binaural headphones at a comfortable sound pressure level.

5.2.3.2 Results and discussion
The results shown in Table 6 indicate that most of the morphed speech utterances were perceived as the semantic-primitive intended by the morphed speech utterance. From these results we can understand which of the selected acoustic features significantly influenced the perception of the semantic primitives. These results suggest that the created base rules are effective. However, the semantic primitive Monotonous showed the lowest rate of accuracy. Perhaps this was because Monotonous is most similar to the neutral voice, and it is difficult to morph a monotonous utterance into a “more” monotonous utterance.

Table 6 Experimental results of semantic-primitive rule evaluation.

<table>
<thead>
<tr>
<th>Semantic Primitive</th>
<th>Accuracy Rates</th>
</tr>
</thead>
<tbody>
<tr>
<td>bright</td>
<td>100%</td>
</tr>
<tr>
<td>dark</td>
<td>100%</td>
</tr>
<tr>
<td>high</td>
<td>100%</td>
</tr>
<tr>
<td>low</td>
<td>100%</td>
</tr>
<tr>
<td>strong</td>
<td>100%</td>
</tr>
<tr>
<td>weak</td>
<td>80%</td>
</tr>
<tr>
<td>calm</td>
<td>100%</td>
</tr>
<tr>
<td>unstable</td>
<td>100%</td>
</tr>
<tr>
<td>well-modulated</td>
<td>100%</td>
</tr>
<tr>
<td>monotonous</td>
<td>60%</td>
</tr>
<tr>
<td>heavy</td>
<td>90%</td>
</tr>
<tr>
<td>Semantic Primitive</td>
<td>Accuracy Rates</td>
</tr>
<tr>
<td>--------------------</td>
<td>----------------</td>
</tr>
<tr>
<td>clear</td>
<td>80%</td>
</tr>
<tr>
<td>noisy</td>
<td>100%</td>
</tr>
<tr>
<td>quiet</td>
<td>90%</td>
</tr>
<tr>
<td>sharp</td>
<td>90%</td>
</tr>
<tr>
<td>fast</td>
<td>100%</td>
</tr>
<tr>
<td>slow</td>
<td>100%</td>
</tr>
</tbody>
</table>

5.2.4 Intensity rule development for semantic primitives (SR-intensity rules)

To verify the second type of information in the resulting relationship between acoustic features and semantic primitives, we need to change the values in the base rules according to the styles of connected lines shown in Figs 7 to 10. That is, the solid lines indicate a positive correlation, and the dotted ones, a negative correlation. The thicker the line is, the higher the correlation. In this way, the parameters of the base rules were adjusted such that the parameter with a solid thick line would be changed in a positive direction by a larger amount than that of the solid thin line. The parameter with a dotted thick line would be changed in a negative direction by a larger amount than the dotted thin line.

In order to create the intensity rules, we adjusted the parameters of the base rules so that the morphed speech utterance could be perceived as having different levels of intensity of the semantic primitives. We created three intensity rules (SR1, SR2, and SR3). SR1 was directly derived from the base rule without any modification. SR2 and SR3 were derived from SR1 with modification. The utterance morphed by SR2 was supposed to be with stronger perception than that morphed by SR1; the utterance morphed by SR3 was supposed to be with stronger perception than that morphed by SR2. Specifically, SR2 was created by increasing 4% or 2% for the solid thick and thin line, respectively, or decreasing with 4% or 2% for the dotted thick and thin lines, respectively, for each parameter of the acoustic features of SR1. SR3 was created by increasing 4% or 2% for the solid thick and thin line, respectively, or decreasing with 4% or 2% for the dotted thick and thin lines, respectively, for each parameter of the acoustic features of SR2.

For example, in Figure 7 the line between Bright and AP (Average Pitch) is a solid thick line. Therefore, the value of the parameter AP was increased from 106.9% to 110.9% (see Table 7 (a)). However, in Figure 7 the line between Bright and F3 is a solid thin line. Therefore, a smaller value is given to the parameter F3 from 104.2% to 106.2%. The parameters of SR1 come from the base rule of bright, which was calculated
from Equation (2).

Another example is shown in Table 7 (b). It shows that the rules of Heavy are created by the same method. However, in Figure 6 the lines between Heavy and AP and between Heavy and HP (highest pitch) are dashed thick lines, therefore, the values of AP and HP were decreased from 96.10% to 92.10% and from 95.40% to 91.40% respectively. In Figure 6, the lines between Heavy and RS1st (rising slope of the first accentual phrase) and between Heavy and F2 are dashed thin lines, therefore, the values of RS1st and F2 were decreased from 96.70% to 94.70% and from 94.30% to 92.30% respectively.

Table 7. Example of Rule Parameters for Bright and Heavy. Values in the cells are the variation of percentage to the acoustic features of the input neutral utterance. Unlisted acoustic features in the table are not modified. Neutral utterances are 100%.

(a) Rule of Bright

<table>
<thead>
<tr>
<th>Acoustic Feature</th>
<th>SR1</th>
<th>SR2</th>
<th>SR3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Highest Pitch (HP)</td>
<td>106.9%</td>
<td>110.9%</td>
<td>114.9%</td>
</tr>
<tr>
<td>Average Pitch (AP)</td>
<td>107.5%</td>
<td>111.5%</td>
<td>115.5%</td>
</tr>
<tr>
<td>F2</td>
<td>103.3%</td>
<td>105.3%</td>
<td>107.3%</td>
</tr>
<tr>
<td>F3</td>
<td>104.2%</td>
<td>106.2%</td>
<td>108.2%</td>
</tr>
</tbody>
</table>

(b) Rule of Heavy

<table>
<thead>
<tr>
<th>Acoustic Feature</th>
<th>SR1</th>
<th>SR2</th>
<th>SR3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Highest Pitch (HP)</td>
<td>96.10%</td>
<td>92.10%</td>
<td>88.10%</td>
</tr>
<tr>
<td>Average Pitch (AP)</td>
<td>95.40%</td>
<td>91.40%</td>
<td>87.40%</td>
</tr>
<tr>
<td>RS1st</td>
<td>96.70%</td>
<td>94.70%</td>
<td>92.70%</td>
</tr>
<tr>
<td>F2</td>
<td>94.30%</td>
<td>92.30%</td>
<td>90.30%</td>
</tr>
<tr>
<td>RCV</td>
<td>114.80%</td>
<td>118.80%</td>
<td>122.80%</td>
</tr>
</tbody>
</table>

5.2.5 Experiment for evaluating SR-intensity rule efficiency

To examine whether the impact direction and strength of the selected acoustic features are valid or not, an experiment was conducted in which subjects evaluated the morphed utterances by comparing the utterances created by the base rules (SR1) with those made by the intensity rules (SR2 and SR3).
5.2.5.1 Experiment

This experiment evaluates the validity of the intensity rules (SR1, SR2, and SR3) where for each semantic primitive, the utterance (SU2) created by SR2 should have stronger perception than the utterance (SU1) created by SR1, and the utterance (SU3) created by SR3 should have stronger perception than SU2. Stimuli include three morphed utterances (SU1, SU2, and SU3) for each semantic primitive and one neutral utterance. SU1, SU2, and SU3 were morphed by following the intensity rules SR1, SR2, and SR3, which were described above, respectively. Scheffe's method of paired comparison was used to evaluate the intensity of the semantic-primitive. Subjects were the same as in the previous experiment and were asked to evaluate which stimulus (A or B) had a stronger intensity (0 to 2 for B and 0 to -2 for A) of the semantic primitive according to a five-grade scale. A template of the questionnaire is shown in Fig. 12.

![Questionnaire Template](image)

**Fig. 12. Template of the questionnaire for assessing intensity of the semantic primitive “bright”**

5.2.5.2 Results and discussion

Fig 13 shows the results of how listeners perceived the levels of intensity of each of the 4 utterances, i.e., one neutral and three morphed utterances. The numbers under the horizontal axis indicate the intensity levels of the semantic-primitive; labeled arrows indicate the level of intensity of perception of each of the morphed utterances (plus neutral). The results show that listeners were able to perceive four levels of intensity for each semantic primitive, except for quiet, for which only three levels were perceived. The difficulty in perceiving different intensity levels for quiet could be because the neutral utterances are intrinsically quiet.

Note that intensity levels of perception are congruent with what was intended by the intensity rules, i.e., neutral, SU1, SU2, SU3. These results suggest that by adjusting the parameters of the semantic-primitive rules, it is possible to control the intensity of the perception of the semantic primitives. They also suggest that the relationship between semantic primitives and acoustic features is a valid one.
Fig. 13. Experimental results of semantic-primitive rule evaluation. The intended intensity levels are N < SU1 < SU2 < SU3. That is, SU3 should have a higher level of intensity perception than SU2 than SU1 than N. N is the neutral utterance, and SU_n represent semantic primitive utterances created by the semantic primitive intensity rules.

5.3 The Verification of the relationship between expressive speech and semantic primitives

5.3.1 Base rule development for expressive speech (ER-base rules)

To verify the first type of information in the resulting relationship between expressive speech and semantic primitives, we need (1) to select the base rules of the
significant semantic primitives to the percept of expressive speech, and (2) to consider the combination of the selected base rules. Both (1) and (2) can be considered from Figs 7 to 10. For (1), only those semantic primitives shown in Figs 7 to 10 are selected. For (2), they are represented as the weight and weight combination of semantic-primitive rules. That is, a higher weight value leads to a better perception of the expressive speech utterance. As explained previously in Section 4, the widths of the lines between the two layers of the model shown in the diagrams represent the weight values of the combinations. The weight value is higher for a thicker line and lower for a thinner line. The base rules of the semantic primitives were combined to form base rules for each expressive speech category and the values of these weight combinations are shown in Table 4. For example, the base rule for Joy is calculated by adding the various base rules of the appropriate semantic primitives, and then multiplying these by the appropriate weight values as shown below.

\[
ER \text{- Base rule of Joy} = (\text{base rule of Bright} \times 0.101 + \text{base rule of Unstable} \times 0.063 + \text{base rule of Clear} \times 0.034 + \text{base rule of Quiet} \times (-0.039) + \text{base rule of Weak} \times (-0.036))/0.123
\]

This formula is a linear function based on the non-linear fuzzy logic.

5.3.2 Experiment for evaluating ER-base rule efficiency

To examine whether the combination of semantic primitive rules is valid or not, an experiment is conducted so that subjects evaluate the morphed utterances by comparing them to the neutral utterances from which they were morphed.

5.3.2.1 Experiment

The experimental conditions including subjects were the same as in the previous experiments described in Section 5.2. The speech utterances were one neutral utterance and 4 morphed utterances that were morphed from the neutral utterance, one for each of the four expressive speech categories. Subjects were asked to compare (a) a morphed utterance with (b) the neutral voice and to choose which utterance was most associated with a specific expressive speech category. The questions asked were like “Is (a) or (b) more ‘joyful’?”

5.3.2.2 Results and discussion

Table 8 shows that the morphed speech utterances were perceived as the expressive speech category intended by the morphing process—100% accuracy rate for each of the expressive speech categories, except Sad (90%). This result suggests that the created base rules are effective, and moreover, that the combinations are appropriate, even
these expressive voices are morphed from neutral utterances.

Table 8. Experiment results of base rule evaluation

<table>
<thead>
<tr>
<th>Expressive Speech Category</th>
<th>Accuracy Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Joy</td>
<td>100%</td>
</tr>
<tr>
<td>Cold Anger</td>
<td>100%</td>
</tr>
<tr>
<td>Sadness</td>
<td>90%</td>
</tr>
<tr>
<td>Hot Anger</td>
<td>100%</td>
</tr>
</tbody>
</table>

5.3.3 Intensity rule development for expressive speech (ER-intensity rules)

In order to create the intensity rules, we combine the parameters of the semantic-primitive intensity rules so that the morphed speech utterance could be perceived as having different levels of intensity of expressive speech. We created three intensity rules (ER1, ER2, and ER3). The utterance morphed by ER2 was supposed to be with stronger perception than that morphed by ER1: the utterance morphed by ER3 was supposed to be with stronger perception than that morphed by ER2. Thus, the changes to the value of each parameter of ER1 should be lower than the change to the value of each parameter of ER2, which in turn should be lower than ER3. For example, ER1 should combine weaker intensity rules of positively-correlated semantic primitives and stronger intensity rules of negatively-correlated semantic primitives.

More specifically, for each expressive speech category, intensity rule ER1 was created by combining intensity rule SR1 of the positively-correlated semantic primitives with intensity rule SR3 of the negatively-correlated semantic primitives. Intensity rule ER2 was created by combining intensity rule SR2 of positively-correlated semantic primitives with intensity rule SR2 of the negatively-correlated semantic primitives. Intensity rule ER3 was created by combining intensity rule SR3 of the positively-correlated semantic primitives with intensity rule SR1 of the negatively-correlated semantic primitives. Notice that because the perception of expressive speech categories has a different scheme of intensity rule combination than the perception of semantic primitives, intensity rules ER1 are not identical to expressive-speech base rules (ER-base rules). Table 9 shows an example of this way of combining intensity rules. As can be seen from Table 4 and Fig. 7, Joy is positively correlated with Bright, Unstable and Clear, but negatively correlated with Heavy and
Weak. Therefore, ER1 for Joy can be created by combing the intensity rule SR1 of Bright, SR1 of Clear, SR1 of Unstable, SR3 of Heavy, and SR3 of Weak. Along similar lines, ER2 for Joy can be created by combing intensity rules SR2 of Bright, of clear, of calm, and of weak. We use the same weight and weight combination values when creating expressive-speech base rules for combining the expressive-speech intensity rules here.

Table 9. An example of semantic primitive rule combination.

<table>
<thead>
<tr>
<th></th>
<th>Bright</th>
<th>Unstable</th>
<th>Clear</th>
<th>Heavy</th>
<th>Weak</th>
</tr>
</thead>
<tbody>
<tr>
<td>ER1</td>
<td>SR1</td>
<td>SR1</td>
<td>SR1</td>
<td>SR3</td>
<td>SR3</td>
</tr>
<tr>
<td>ER2</td>
<td>SR2</td>
<td>SR2</td>
<td>SR2</td>
<td>SR2</td>
<td>SR2</td>
</tr>
<tr>
<td>ER3</td>
<td>SR3</td>
<td>SR3</td>
<td>SR3</td>
<td>SR1</td>
<td>SR1</td>
</tr>
</tbody>
</table>

5.3.4 Experiment for evaluating ER-intensity rule efficiency

To examine whether the impact direction and strength of the selected semantic primitives are valid or not, an experiment is conducted so that subjects evaluate the morphed utterances by comparing them with the utterances created by the intensity rules (ER1, ER2, and ER3).

5.3.4.1 Experiment

This experiment evaluates the validity of the intensity rules (ER1, ER2, and ER3) where for each expressive speech category, the utterance (EU2) created by ER2 should have stronger perception than the utterance (EU1) created by ER1, and the utterance (EU3) created by ER3 should have stronger perception than EU2. Stimuli include three morphed utterances (EU1, EU2, and EU3) for each expressive speech category plus one neutral utterance. EU1, EU2, and EU3 were morphed by following the intensity rules ER1, ER2, and ER3, which were described above, respectively. Scheffe’s method of paired comparison was used to evaluate the expressive speech intensity of the utterances. Subjects were the same as in the previous experiments, and evaluated the intensity of each utterance according to a five-scale rating.

5.3.4.2 Results and discussion

The results in Fig. 14 show the four stimuli of each expressive speech category listed in ascending order of the perception intensity. The order is congruent with what was intended by the intensity rules. These results suggest that it is possible to control the intensity of emotional perception by adjusting the intensity of semantic primitives.
Moreover, the perception of expressive speech categories appears to be related to the perception of semantic primitives. These results lend validity to the model we propose here in that it substantiates the relationship between semantic primitives and expressive speech categories.

![Figure 14. Experimental result of intensity rule evaluation.](image-url)

6. Conclusion

This paper proposes a perceptual model that explains the perception of expressive speech based on the observation that the perception of expressive speech may not be directly from the acoustic signal, but rather from semantic primitives, i.e., adjectives that people use to describe their feelings/attitudes upon hearing expressive speech. To explore this idea, we proposed a three-layer model: categories of expressive speech constitute the top layer, semantic primitives constitute the middle layer, and acoustic features the bottom layer. The construction of such a model should provide concrete
support for the proposed ideas. There are two approaches for achieving this goal. One is to construct a general-purpose model which can explain the perception of expressive speech categories, across a number of speakers, based on examination of voices of multiple actors. The other is to construct a specific-purpose model based on the voice of a single actor. The purpose of this model would be to validate the method proposed here, to demonstrate that expressive voices can be simulated and controlled by using a multi-layered model.

Two relationships of the model were constructed by a top-down method. The relationship between expressive speech and semantic primitives was built by conducting three experiments and applying a fuzzy inference system (FIS) to the experimental results. The relationship between semantic primitives and acoustic features was built by analyzing acoustic features measured from the F0 contour, power envelope, power spectrum, and duration.

A bottom-up method in which speech utterances were morphed, based on two types of experimentally-derived rules (base rules and intensity rules), was used in order to verify the model. Based on these experiments with morphed speech, we found a significant relationship between semantic primitives and acoustic features. The ability of the model to successfully morph expressive speech utterances validated the semantic primitives chosen, although modification of the semantic primitives may be necessary given different expressive speech databases. The verification results validate our two assumptions: (1) different expressive speech utterances result in different types and intensity levels of perception of semantic primitives and (2) expressive speech categories can be perceived differently in terms of types and intensity levels as a function of a listener’s perception of the types and intensity levels of semantic primitives.

The three-layered model outlined in this research is a new and different point of view for expressive speech perception. New in this approach is the concept of semantic primitives, used as the middle layer in the model. Also, new in this study are the use of a fuzzy inference system to mathematically describe the vague nature of the human interface between perception of semantic primitives and acoustic features in the speech signal.

Rather than a three-layer model, we also need to ask if it is possible that more than one layer exists between acoustic features and the perception of expressive vocalizations. A multi-level approach for expressive speech perception as we are proposing should consider the possibility of more levels that are in or between the existing levels in the currently proposed model. One possible level would be one that considers a much more fine-grained taxonomy system of expressive speech categories as described by Cowie
and Cornelius (2003), Devilliers (2003), and Grimm (2007). The resulting model could become a four-layer model, in order to consider the additional relationships between semantic primitives and a fine-grained category classification, as well as between a fine-grained category classification and basic expressive speech categories. We consider the construction of such a four-layer model future work. Another important future work is to extend the specific-purpose model we constructed here to include a general-purpose model based on multiple speakers to have wider applicability in explaining perception of expressive speech.

It is hoped this model will help to develop better tools for expressive speech synthesis and recognition, as well as to advance our understanding of human perception of expressive speech. We hope to extend our work to include different speech databases (e.g. spontaneous voices), different listener populations (e.g. native vs. non-native listeners), as well as to include more psychologically-relevant levels in the proposed model structure. We hope that our study will be a stepping stone for future work in the ongoing exploration of expressive speech, and specifically, for examining how expressive speech categories and acoustic features are related to semantic primitives, as well as to what extent semantic primitives might be universal.
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