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1. Introduction

In investigations of the frequency selectivity of the auditory system, the power-spectrum
model of masking [6] is widely accepted as an explanation of the phenomenon of masking.
This model assumes that when a listener tries to detect a sinusoidal signal amid background
noise he makes use of the output of a single auditory filter having its center frequency close
to the signal frequency and having the highest signal-to-masker ratio. In addition, it assumes
that the stimuli are represented by long-term power spectra, and that the masking threshold
for the sinusoidal signal is determined by the amount of noise passing through the auditory
filter. With these assumptions, the power spectrum model explains many masking phenom-
ena such as simultaneous masking. However, this model cannot explain all masking phe-
nomena because it ignores the relative phases of the components and the short-term
fluctuations in the masker.

In 1984, Hall er al. demonstrated that across-filter comparisons can enhance the detec-
tion of a sinusoidal signal in a fluctuating noise masker [3]. The crucial feature for achieving
this enhancement is that the fluctuations are coherent or correlated across different fre-
quency bands. They called this across-frequency coherence in their demonstrations “co-
modulation.” Therefore, the enhancement in signal detection obtained using coherent fluctu-
ation, i.e., this reduction in masking threshold, was called “Co-modulation Masking
Release” (CMR). Many psychoacoustical experiments were carried out [7]{4][9] and the
same phenomenon was repeatedly demonstrated. The experiments revealed the condition
when CMR can occur. But so far, no computational model has been proposed that takes
advantage of across-frequency coherence.

On the other hand, the human auditory system can easily segregate the desired signal in a
noisy environment that simultaneously contains speech, noise, and reflections. Recently, this
ability of the auditory system has been regarded as a function of an active scene analysis sys-
tem. Called “Auditory Scene Analysis” (ASA), it has become widely known as a result of
Bregman’s book [1]. Bregman reported that the human auditory system uses four heuristic
regularities related to acoustic events to solve the problem of Auditory Scene Analysis.
These regularities are (i) common onset and offset, (ii) gradualness of change, (iii) harmo-
nicity, and (iv) changes occurring in the acoustic event [2].

In this work we tackle the problem of segregating the desired signal from a noisy signal
[8] using Bregman'’s regularities [2]. We stress the need to consider not only the amplitude
spectrum but also the phase spectrum when attempting to completely extract the signal from
noise, both of which are present in the same frequency region [8]. Based on this approach,
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Figure 1 Computational model of CMR. This model consists of two models — our auditory-motivated segre-
gation model (model A) and the power spectrum model of masking (model B) — followed by a
selection process that selects one of their results.

we seek to solve the problem of segregating two acoustic sources — the basic problem of
acoustic source segregation using regularities (i1) and (iv) of Bregman’s principles [2].

This paper proposes a computational framework for CMR that consists of two models —
our auditory-motivated segregation model and the power spectrum mode! of masking pro-
posed by Patterson et. al. — followed by a selection process.

2. Computational Model of CMR

Our computational model of CMR is shown in Figure 1. It consists of two models (A and
B) and a selection process. In this model, we assume that f,(r) is a sinusoidal signal and
f,(t) is one of two types of noise masker (bandpassed random noise and AM bandpassed
random noise) whose center frequency is the same as the signal frequency. We also assume
that the sinusoidal signal f,(¢) is added to f,(r). Since the proposed model can observe
only the mixed signal f(¢), it extracts the sinusoidal signal f(z) using the two models (A
and B). Model A is the auditory-motivated segregation model we proposed earlier [8].
Model B is the power spectrum model of masking [6].

‘We propose a computational framework for CMR, where these two models work in par-
allel and extract a sinusoidal signal from the masked signal. Here, let }'1, a(?) and ]‘1, B(?)
be the sinusoidal signals extracted using models A and B, respectively. The fundamental idea
arises from the fact that the masking threshold increases as the masker bandwidth increases,
up to the bandwidth of the signal auditory filter (1 ERB) and then it either remains constant
or decreases depending on the coherence of the fluctuations. Thus, model B can explain part
of CMR by using the output of a single auditory filter when the masker bandwidth increases
up to 1 ERB. Model A can explain part of CMR by using the outputs of multiple auditory fil-
ters when the masker bandwidth exceeds 1 ERB.

3. Model A: Auditory-Motivated Segregation Model

The auditory-motivated segregation model shown in Figure 2 consists of three parts: (a)
an auditory filterbank, (b) separation block, and (c) grouping block. The auditory filterbank
is constructed using a gammatone filter as an “analyzing wavelet.” The separation block uses
physical constraints related to heuristic regularities (ii) and (iv) proposed by Bregman [2].
The grouping block synthesizes each separated parameter and then reconstructs the
extracted signal using the inverse wavelet transform.
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Figure 2 Model A: an auditory-motivated segregation model. This model consists of three parts: (a) an audi-
tory filterbank, (b) separation block, and (c) grouping block.

3.1 Auditory Filterbank

An auditory filterbank is constructed using the wavelet transform, where the basic func-
tion 1p(z) is the impulse response of the gammatone filter [5] which is represented using the
Hilbert transform.

w(1) = AN lexp(j2nfyt-2af,t), o)

where ERB(f) = 24.7(4.37(f,/1000) + 1) and f,, = 1.1019 ERB(f,). This is a con-
stant Q filterbank having a center frequency f, of 1 kHz, a bandpass region from 100 Hz to
10 kHz, and 128 channels. The bandwidth of each auditory filter is 1 ERB. In addition, we
compensate for the group delay by adjusting the peak in the envelopes of Equation (1) for all
scale parameters, which is called “alignment processing,” because a different group delay
occurs at each scale.

3.2 Separation and Grouping

First, we can observe only the signal f(z), where f(r) = f,(2) + f,(r) , f(2) is the
desired signal and f,(¢) is a noise masker. The observed signal f() is decomposed into its
frequency components by an auditory filterbank. Second, the output of the k-th channel, cor-
responding to f,(¢) and f,(¢), are assumed to be narrow-band sinusoids

F1(0): Ap(t)sin(w,t + 6,,(1)), )
and

fa(t): By(t)sin(wyt + 6,,(2)). 3)
Here, w, is the center frequency of the auditory filter and 6,,(¢) and 6,,(¢) are the input

phases of f,(¢) and f,(t), respectively. Since the output of the k-th channel X,(z) is the
sum of Equations (2) and (3),
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f(8) = Sp(t)sin(awyt + ¢, (1)) . @

Therefore, the amplitude envelopes of the two signals A,(r) and B,(¢) is equal to

S (1)sin(0,,(2) - ¢(2))
sin 8,(z) ’ ©

An) =

and

Si(1)sin( @ (1) - 6,,(2))

By (1) = Sn6,(1) , (6)

where 0,(¢) = 0,,(t)- 6,,(¢) and 6,(t)=nxn, nEZ. Since the amplitude envelope
S(#) and the output phase ¢,(z) are observable, then if 6,,(¢) and 8,,(¢) are deter-
mined, A (?) and B,(t) can be determined using the equations above. Finally, all the com-
ponents are synthesized from Equations (2) and (3) in the grouping block. Then f,(¢) and
f5(t) can be reconstructed by the grouping block using the inverse wavelet transform. Here,
;‘1, a(?) and }'2’ A(t) are the reconstructed versions of f;(z) and f,(¢), respectively.

In this paper, we assume that the center frequency of the auditory filter corresponds to
the signal frequency. Therefore, we consider the problem of segregating f,(z) from f(r)
when 6,,(t) = 0 and 6,(t)= 6,,(z) .

3.3 Calculating the Four Physical Parameters

The amplitude envelope S,(¢) and phase ¢,(¢) of X, () are determined using the
amplitude and phase spectra. Since 8,,(t) = 0, we must find the input phase 6,,(¢) . It
can be determined by applying three physical constraints, derived from regularities (ii) and
(iv), as shown below [8].

Constraint 1. Gradualness of change (slowness)

Regularity (ii) means that “a single sound tends to change its properties smoothly and
slowly (gradualness of change)” [2]. The first constraint we describe as “slowness,” is
dA(t)/dt = C g(t) , where C, g(t) is an R-th-order differentiable polynomial. By
applying this constraint to Equatio’n (5), and solving the resulting linear differential equa-
tion, we obtain

s .
W(£)sing, (1) ) @

Si(t)cos(g,(2) - Ci (1))’

where C((7) = ka, r(1)dt + C' . Here, we assume that in a small segment, At,
Ck,R(t) = Ck,O'

0,,(2) = arctan(

Constraint 2. Gradualness of change (smoothness)

The second constraint we describe as “smoothness.” At the boundary (¢ = T, ) between
the earlier segment (T, — At < < T, ) and succeeding segment (T, s < Tr +At),

|A(T, +0) = A(T,-0)| s AA @®
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|Bi(T, +0) = B(T,-0)| < AB ©
|854(T, +0) = 8,,(T, - 0)] < AB (10)

From the above relationships, we can use this constraint to determine C 50> which must
satisfy Cp , <Cy osC, - The variables C; , and C;, p are the upper and lower values of
Cy, 0 When 8,,(¢) is determined by substituting any value of Cy o for C; g(f) and then
Equations (8)—(10) are satisfied.

Constraint 3. Changes occurring in an acoustic event (regularity)

Regularity (iv) means that “many changes take place in an acoustic event that affect all
the components of the resulting sound in the same way and at the same time” [2]. The third
constraint, which we describe as regularity, is

Bi(1) By (1)
1B [Bea i
where L is the number of adjacent auditory filters.

Here, a masker envelope By(¢) is a function of C}, o from Equations (6) and (7). We
consider this constraint to select an optimal coefficient C}, , using

(B, B)

l=12,..L, amn

max L a2)
Cra*Cro%Chp "B" : "B“
where B;(t) is the masker envelope given by any C 0»and
L
- 1 By iz
Bi(?) = — e+ (1) a3)

2L, _ < ,,0||3k+t(f)“

Hence, the above computational process can be summarized as follows: (a) a general
solution of 8,,(¢) is determined using physical constraint 1; (b) candidates of C ko that can
uniquely determine 6,,(¢) are determined using physical constraint 2; (c) an optimal C 60
is determined using physical constraint 3; and (d) 68,,(¢) is uniquely determined by the
optimal C; .

In this chapter, we consider the problem of segregating a masked sinusoidal signal in
which the localized signal f(¢) is added to the noise f,(7). Therefore, when we solve the
above problem using the proposed method, we must know the duration for which two acous-
tic signals overlap. This can be determined by detecting the onset and offset of f(r). By
focusing on the temporal deviation of S,(7) and ¢,(r) , we can determine onset T}, and
offset T ¢ of f(¢) as follows:

1.Onset T}, is determined by the nearest maximum point of |d¢,(t)/ds| (within 25 ms)
relative to the maximum point of dS,(z)/dr .

2.Offset T, g is determined by the nearest maximum point of |d¢,(¢)/dt| (within 25 ms)
relative to the minimum point of dS,()/dr .

The segregated durationis Ty ¢~ 7T, -
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Figure 3 Model B: a power spectrum model of masking.

4. Model B: The Power Spectrum Model of Masking

In the power spectrum model [6], we assume that when a listener is trying to detect a
sinusoidal signal with a particular center frequency amid background noise, he uses the out-
put of a single aunditory filter whose center frequency is close to the signal frequency, and
which has the highest signal-to-masker ratio. Therefore, we assume that only the component
passed through a single auditory filter affects masking. In particular the masking threshold
for a sinusoidal signal is determined by the amount of noise passing through the auditory fil-
ter.

The power spectrum model consists of model B as shown in Figure 3. This filter consists
of a gammatone filter whose center frequency is 1 kHz and bandwidth is 1 ERB. In this
model, the sinusoidal signal }’1) B(?) extracted from the masked signal f(¢) is the output of
the single auditory filter X, (¢).

5. Simulations

5.1 Co-modulation Masking Release

Hall et al. measured the masking threshold for a sinusoidal signal in one of their experi-
ments as a function of the bandwidth of a continuous noise masker. They used a center fre-
quency of 1 kHz, a duration of 400 ms and kept the spectrum level constant [3]. They used
two types of masker — a random noise masker and an amplitude modulated random noise
masker — which were both centered at 1 kHz. The random noise masker had irregular fluc-
tuations in amplitude, and the fluctuations in different frequency regions were independent.
The amplitude-modulated masker was a random noise that was amplitude modulated at an
irregular, slow rate; a noise that was lowpass filtered at 50 Hz was used as a modulator.
Therefore, fluctuations in the amplitude of the noise in different spectral regions were the
same. '

Figure 4 shows the results of that experiment. For the random noise (denoted by R), the
signal threshold increased as the masker bandwidth increased up to ca. 100-200 Hz, and
then remained constant. This is exactly as expected from the traditional model of masking.
The auditory filter at this center frequency had a bandwidth of ca. 130 Hz. Hence, for noise
bandwidths up to about 130 Hz, increasing the bandwidth increased the noise passing
through the filter, so the signal threshold increased. In contrast, increasing the bandwidth
beyond 130 Hz did not increase the noise passing through the filter, so the threshold did not
increase. The pattern for the modulated noise (denoted by M) was quite different. For noise
bandwidths greater than 100 Hz, the signal threshold decreased as the bandwidth increased.
This indicates that subjects could compare the outputs of different auditory filters to enhance
signal detection. The fact that the threshold decreased with increasing bandwidth only with
modulated noise indicates that fluctuations in the masker are critical and that the fluctuations
need to be correlated across frequency bands. Hence, this phenomenon has been called “co-
modulation masking release” (CMR). The amount of CMR in that experiment, defined as the
difference in thresholds for random noise and modulated noise, was at most 10 dB [3].
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Figure 4 Results for CMR (Hall et al, 1984). The points labeled ‘R’ are thresholds for a 1-kHz signal cen-
tered in a band of random noise, plotted as a function of the bandwidth of the noise. The points
labeled “M” are the thresholds obtained when the noise was amplitude modulated at an irregular,

5.2 Simulations for Model A

5.2.1 Stimuli and Procedure

We considered conditions equivalent to the experimental ones used by Hall ef al. In this
simulation we assumed that f,(z) was a sinusoidal signal, where the center frequency was 1
kHz, the duration was 400 ms, and the amplitude envelope was constant, and the masker
f5(t) was two types of bandpassed noise having its center frequency close to the signal fre-
quency. One was a bandpassed random noise f,,(¢) and other was an AM bandpassed ran-
dom noise f,,(¢) . The AM masker was calculated by amplitude modulating f,,(¢), where
the modulation frequency was 50 Hz and the modulation rate was 100%. Here, the power of
the noise masker f,(¢) was adjusted so that /f M4 fzz(t)2 = 1. Moreover the power
ratio between f,(¢) and f,(¢),i.e., the SNR (signal-to-noise ratio), was —6.6 dB.

In this simulation, we must determine the number of adjacent auditory filters, L, to use in
Equation (11). However we don’t know this number when CMR occurs. We don’t know
which channels actually contribute to the CMR effect observed in psychoacoustics. We
assume that the number of relevant auditory filters required in this model is simply deter-
mined by the total masker bandwidth. To realize the different experimental conditions, the
initial bandwidth of the masking noise(f,,(#) and f,,(¢)) was kept constant at 1 kHz, and
only the number of auditory filters to be processed by the model was adjusted. The mixed
signals were fp(t) = f,(t) + f,,(¢) and fy(2) = f,(¢) + f,(r), corresponding to the
stimuli in Figure 4 labeled R and M, respectively. Simulation stimuli, consisting of 10 sinu-
soidal signals, were formed by varying the onset. 30 maskers of the two types were gener-
ated by varying the random seeds. Thus, the total number of stimuli was 300. For example,
one of the two types of mixed signals is shown in Figure 5. Here, a sinusoidal signal f,(¢) is
masked visually in the all-mixed signal, but we can hear the sinusoidal signal from fy(z)
because of the CMR. However, we cannot hear the sinusoidal signal from f(#) because of
the masking.
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Figure 5 Stimuli: a sinusoidal signal f () (left-top), a bandpassed random noise fy;(#) (left-middle), and
an AM bandpassed noise f,,(¢) (left-bottom). Mixed signals f(¢) (right-top) and f)(¢) (right-
bottom).

k-K/2

In this paper, we set the parameter as Af=3/(fpa ),
AA = |A(T,-At)- A(T,-2tA)|, AB = 001S,,,, A6 = x/20, and S, is the
maximum of §,(¢) . In their demonstration of CMR, Hall ez al measured the masking
threshold as a function of the masker bandwidth.

In their demonstration of CMR, Hall ez al measured the masking threshold as a function
of the masker bandwidth. Our simulation conditions are equivalent since we measured the
SNR of the extracted sinusoidal signal 71, A(#) as a function of the number of adjacent audi-
tory filters L, which is equivalent to the masker bandwidth, where the masker bandwidth is
fixed. Therefore, 6,,(¢) is uniquely determined by the amplitude envelope By(z) as a func-
tion of L from Equations (7), (12), and (13). The bandwidths related to L=1,3,5,7,9, 11 are
207, 352,499, 648, 801, 958 Hz, respectively.

5.2.2 Results and Discussion

Simulations were carried out according to the conditions described above. The results are
shown in Figure 6, where the vertical and horizontal axes show the improved SNR of the
extracted sinusoidal signal fl, A(?) and the bandwidth related to L, respectively. Moreover,
the line and the error bars show the mean and standard deviation of the SNR of the signal
3‘1, A(t) extracted from 300 mixed signals, respectively. It was found that for the mixed sig-
nal f,(¢), a sinusoidal signal }’1, a(r) became detectable as the number of the adjacent
auditory filters L increased, but for the mixed signal fy(r), :fl, a(#) was not detectable as L
increased. Therefore, the results show that a sinusoidal signal is more detectable when the
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Figure 6 Relationship between the bandwidth related to the number of adjacent auditory filters and the SNR
for the extracted signal fl, A(') . The vertical and horizontal axes show the improved SNR of the
extracted sinusoidal signal f A(7) and the bandwidth related to L, respectively. The real line and
the error bars show the mean ‘and standard deviation of the SNR of the signal }1, A(#) extracted
from 300 mixed signals, respectively.

components of the masker have the same amplitude modulation pattern in different fre-
quency regions or when the fluctuations in the masker envelopes are coherent. Hence, model
A simulates the reduction of masking using the outputs of multiple auditory filters.

5.3 Simulations for Model B

5.3.1 Stimuli and Procedure

These simulations assumed that f(z) was the same 10 sinusoidal signals as those used
as the stimuli in model A and that f,(¢) was 45 bandpassed random noise maskers of two
types formed by varying random seeds (five types) and by varying the bandwidth (nine
types). Thus, the total number of stimuli was 450. The masker bandwidths were 33, 67, 133,
207, 352, 499, 648, 801, and 958 Hz because we don’t need to determine the number of
adjacent filters, L, and we can control the masker bandwidth directly. Three of these band-
widths were related to 1/4, 1/2, and 1 ERB, respectively. The remainder were the same band-
widths used in the simulations for model A.

In model B, in order to measure the masking threshold as a function of the masker band-
width, we measure the SNR of the extracted sinusoidal signal }1, () from noise-added sig-
nal as a function of the masker bandwidth, using the same evaluation measure of masking
threshold in model A.
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Figure 7 Relationship between the masker bandwidth and the SNR for the extracted signal ?L g(?) . The ver-
tical and horizontal axes show the improved SNR of the extracted sinusoidal signal f; p(f) and the
bandwidth related to L, respectively. The real line and the error bars show the mean and standard
deviation of the SNR of the signal }1, g(#) extracted from 300 mixed signals, respectively.

5.3.2 Results and Discussion

Simulations were carried out according to the descriptions above. The results are shown
in Figure 7, where the vertical and horizontal axes show the improved SNR of the extracted
sinusoidal signal fl, p(?) and the masker bandwidth, respectively. Moreover, the line and
the error bars show the mean and standard deviation of the SNR, respectively. Figure 7
shows that the SNR for the extracted sinusoidal signal ?1,3(1‘) increased as the masker
bandwidth increased, independent on the type of masker. In particular, as the masker band-
width increased up to 1 ERB the masking threshold (SNR) increased and then remained con-
stant. Hence, model B simulates the phenomenon of simultaneous masking using the output
of a single auditory filter.

5.4 Considerations for Computational Model of CMR

The results of simulations for the two models show two types of CMR behavior. Model
A simulates the phenomenon of CMR/simultaneous masking by using the coherence of the
fluctuations in the amplitude envelope of a masker as the masker bandwidth increases above
1 ERB. By contrast, model B simulates simultaneous masking in which the threshold
increases as a function of the masker bandwidth as the masker bandwidth increases up to 1
ERB and then the threshold remains constant. The selection process therefore selects the
lowest of these masking thresholds. In other words, it selects the highest SNR of the signal
extracted from ), o(r) and f; p(r),and then J(r) is the extracted signal with the high-
est SNR. Thus, based on the results in Figures 6 and 7, the proposed model has the masking
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Figure 8 Relationship between the masker bandwidth and the SNR for the extracted signal. This characteris-
tic was obtained from the result of the selection process from Figures 6 and 7.

threshold shown in Figure 8. In the selection process, the extracted signal with the lowest
threshold is selected from the signals extracted using the two models. These characteristics
show that the phenomenon of CMR is similar to Hall ez al.’s results. Hence, the proposed
model is a computational model of CMR. The maximum amount of CMR in Hall er al.’s
demonstrations was about 10 dB, whereas in our model it is about 8 dB.

6. Conclusions

In this paper, we have proposed a computational framework for CMR. This framework
consists of two models, our auditory-motivated segregation model (model A) and the power
spectrum model of masking (model B), as well as a selection process that selects one of their
results. The mechanisms for extracting a sinusoidal signal from a masked signal work as fol-
lows: model A uses the outputs of multiple auditory filters and model B uses the output of a
single auditory filter.

Simulations of the two models were carried out using two types of noise masker, the
same as Hall er al’s demonstration conditions: bandpassed random noise and AM band-
passed random noise. In model A, the signal threshold decreased depending on the type of
masker and the masker bandwidth. In the case of bandpassed random noise, the signal
threshold did not vary as the masker bandwidth increased. In contrast, for AM bandpassed
noise, the signal threshold decreased as the masker bandwidth increased. In model B, the
signal threshold increased as the masker bandwidth increased up to 1 ERB and then
remained constant for both noise maskers. The selection process then selected the highest
SNR from the sinusoidal signals extracted from the two models. As a result, the characteris-
tics of the proposed model show that the phenomenon of CMR closely corresponds to Hall
et al’s results. The maximum amount of CMR in the proposed model was about 8 dB.

Hence, the proposed model is a computational model of CMR. We also showed that sig-
nal slowness and smoothness — related to regularity (ii) — and the same fluctuation pattern
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in different frequency regions — related to regularity (iv) — are all important cues to
explain CMR.
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