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In this research，we propose to derive by using the reinforcement learning the

order of truncation concerning the control law of the non-linear system which the

control law is given the formal power series．Therefore，we assume the system

which the control law is desiged the formal power series and attempt to run by the

numerical value simulation．In that case，we should truncate the order to assume

the formal power series to be the limited series to mount the control law．Moreover，
the degree of the approzimation concerning the order di�er from the non-linear

system which is the object．So，we design as the reinforcement learning problem

which derives the order of truncation for the control law relies on a experience and

a intuition and plan the design of regulator．At the same time，the examination
for the order of truncation by the numerical value simulation is presented．

Next，For the purpose of the above，we shall introduce the reinforcement learn-
ing which is technique used by this research．The reinforcement learning，from
a point of view technological，is the system which imitated the adjustment phe-

nomenon which is that the learner study a suitable action which escapes from the

punishment by obtaining the reward from the unknown enviroment．When we catch

this system from the side of machine learning，it is the class of learning problem

which presened by R.S.Sutton and C.J.C.H.Watkins．This learning method become
a center of attraction as the method which an adaptive solution is obtained for the

system which exists in the evluation of the state the delay，and includes the discrete
discontinuity and the uncertainty in the state transition．That is，The reinforce-
ment learning is considered the solution method which applied to the problem to

solve the problem．We shall describe the component of such reinforcement learn-

ing，the environment，the agent，the policy，the reward and the value function，
in addition the connection of the component is explained．Moreover we will discuss
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about the mounting method，that is Q-learning proposed by C.J.C.H.Watkin and

used by this article．
Next，we shall report about the optimal regulator problem，which is the problem

is formulated by reinforcement learning in this research and run．First of all，so

far a lot of researches are done，we shall simply describe about the linear optimal

regulator problem which is the optimal control problem that the evaluation function

consists of the quadratic form evaluation function and the state equation is linear

ordinary di�erential equations．So，we shall explain to become clear about the

optimal regulator problem of the non-linear system that the plant，which becomes

the object of the research by this article，is expressed in the formal power series．
Moreover，the non-linear optimal regulator problem is de�ned as the suboptimal

regulator problem．The numerical value simulation for this problem is presented．
The property of this system is reported．The main results of the non-linear optimal
regulator problem which is the controled plant of this research is presented by

Yoshida．So，the presented �gure and numerical value simulation is reported by

Dr．tanaka．As a result，when is given a big initial value，even if the order of

truncation is mode higher-order，it is clear that the response of the system causes

the overshot from the �gure．
From a point of view described above，the formulation to solve the order of

truncation concerning the control law of the non-linear system which is object of

reinforcement learning is run．De�nes for the component of reinforcement learning
the following：the enviroment is the non-linear system，the state is the state space，
the action is the state feedback rule that the order of truncation di�er，the reward
is the quadratic form for the control input and the state variable，the agent is the

controller，the value function is expressed in the degree of the order of truncation

and the state variable．Using these de�nition，we shall de�ne the reinforcement

learning problem as the deriving problem of the order of truncation of non-linear

optimal regulator problem．As a result，the order of truncation using the solution of
the better policy is presented．Moreover，the numerical value simulation about the
de�ned problem is presented In that case，the coe�cient matrix of the mounted

system uses the numerical value introduced in the preceding chapter．And，the

time responce of the system when learning is done and the trajectory are shown in

�gure，the evaluation value is presented，compare with the result when the order

of truncation is �xed，the e�ectiveness of this technique is presented．
Therefore，with the better order of truncation，simply，unless it only has to

be a higher-order number，it is clari�ed that a necessity for switching the order of

truncation according to the situation is need．Moreover，the situation for switching
the order of truncation is considered．Finally，the relation between the over shot

and the discontinuance degree is considered by simulating for using a coe�cient

di�erent from coe�cient matrix used when the above-mentioned is simulated．
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