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Chapter 1

Introduction

1.1 The missing value problem in KDD

The amount of data in the world, in our lives, seems to go on and increasing. The current

progress of processing ability and memory capacity of computer enable to deal with more

data. Knowledge Discovery in Databases (KDD) is the automatic extraction of non-obvious,

hidden knowledge from large volumes of data. KDD has become a new area that attracts not

only theoretical researchers but also practitioners.

The KDD process consists of five phases [Mannila, 1996]:

(1) Understand the domain and define problems,

(2) Collect and preprocess data,

(3) Extract patterns or models,

(4) Interpret and evaluate discovered knowledge,

(5) Putting the results in practical use.

The third phase is called the data mining phase. It is the main part of KDD. In practice, most

of effort and cost are occupied by the second phase.

One hard problem of KDD is the occurrence of missing values in data sets. This problem

occurs when certain values in the data sets are not observed in the phase of data collection.

Missing values may hide a true answer underlying in the data, and many data mining

programs used in the third phase cannot be applied to data that includes missing values. Many

methods to deal with missing values have been developed so far.



2

1.2 Background

There are some kinds of methods to deal with missing values [Liu, 1997]. The simplest

way is to ignore the instances containing unknown values. Another kind of methods for

dealing with missing values is to try to determine these values using other information.

Kononenko et al. [1984] used class information to estimate missing values. Another method

suggested by Shapiro and described by Quinlan [1986] is to use a decision tree approach to

decide the missing values of an attribute. We describe its detail in section 2 of chapter 3.

Quinlan [1986] and Breiman [1984] use other methods specialized for their decision tree data

mining tools, C4.5 and CART respectively. Dynamic path generation method proposed by

White [1987] and Lazy decision tree method proposed by Friedman et al. [1996] are other

methods to deal with missing values flexibly. They are used in testing phase in tree

classifying methods.

1. 3 Motivation and objectives

As we described in previous section, many methods to deal with missing values have been

developed. But it is still not clear how different methods can be appropriately used in a given

application. Especially, one critical problem is how to deal with missing values in a huge data

set. We must think of scalable methods for such a data set.

Therefore, the objectives of our study are:

1. to investigate several well-known methods of processing missing values in KDD

by theoretical and experimental comparative evaluation;

2. to find scalable algorithms to deal with missing values for huge datasets in data

mining.
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1.4 Approach and results

Our approach is cluster-based filling up missing values with simple clustering algorithms

for large datasets. These methods are simple and take less computation cost than many ones.

By experimental comparison on large datasets, it is shown that they achieve high quality filled

up datasets which are comparable to that obtained by complicated methods. Moreover, they

are much faster than others. In our information age, the methods that take high computation

cost are neither scalable nor realistic. Our methods are useful and make accurate results even

for large datasets.

 

1.5 Organization of this thesis

This thesis is organized as follows. In chapter 2, we introduce to the KDD process, the

standard form of datasets used in KDD and missing value problem. In chapter 3, we

summarize different possible cases of missing values in datasets and an investigation of

popular existing methods for dealing with missing values in theoretical and practical views. In

chapter 4, we describe our new algorithms and results of the experiment to compare methods

for dealing with missing values. In chapter 5, we give the conclusion and future research.
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Chapter 2

The missing value problem in KDD

2.1 The KDD process

The goal of knowledge discovery is to obtain useful knowledge from large collections of

data. Such a task is inherently interactive and iterative: one cannot expect to obtain useful

knowledge simply by pushing a lot of data to a black box. The user of a KDD system has to

have a solid understanding of the domain in order to select the right subsets of data, suitable

classes of patterns, and good criteria for interestingness of the patterns. Thus KDD systems

should be seen as interactive tools, not as automatic analysis systems.

As described in the previous chapter, the KDD process contains five phases (Fig. 2-1); (1)

understand the domain and define problems, (2) collect and preprocess data, (3) extract

patterns or models, (4) interpret and evaluate discovered knowledge and (5) putting the results

in practical use. KDD is not only straightforward process but inherently interactive and

iterative.

Understanding the domain of the data is naturally a prerequisite for extracting anything

useful: the user of a KDD system has to have some sort of understanding about the

application area before any valuable information can be obtained. Other words, if the user

wants to extract some useful knowledge from the data, he must know about structure and

features of the domain. And he must what kind of knowledge he needs concretely.

Preparation of the data set involves selection of the data sources, integration of

heterogeneous data, cleaning the data from errors, assessing noise, dealing with missing

values, etc. This step can easily take up to 80% of the time needs for the whole KDD process.
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Fig. 2-1: The outline of KDD process

This is not surprising, since the difficulties in data integration are well known. The pattern

discovery phase in KDD is the step where the interesting and frequently occurring patterns are

discovered from the data.

The data mining step can use various techniques from statistics and machine learning,

such as rule learning, decision tree induction, clustering, inductive logic programming, etc.

The emphasis in data mining research is mostly on efficient discovery of fairly simple

patterns.

The KDD process does not stop when patterns have been discovered. The user has to be

able to understand what has been discovered, to view the data and patterns simultaneously,

contrast the discovered patterns with background knowledge, etc. Postprocessing of

discovered knowledge involves steps such as further selection or ordering of patterns,

visualization, etc. Some approaches to KDD methodology put a heavy emphasis on

postprocessing.

The KDD process is necessarily iterative: the results of a data mining step can show that

some changes should be made to the data set formation step, post-processing of patterns can

cause the user to look for some slightly modified types of patterns, etc. Efficient support for

 Understand the domain

 and Define problems

 Collect and

 Preprocess Data

Data Mining

Extract Patterns/Models

Interpret and Evaluate

discovered knowledge

Putting the results

in practical use

2

1

3

4
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such iteration is one important development topic in KDD.

2.2 The target of data mining

Data mining functionalities are used to specify the kind of patterns to be found in data

mining tasks. In general, data mining tasks can be classified into two categories: descriptive

and predictive. Descriptive mining tasks characterize the general properties of the data in the

database. Predictive mining are association analysis, classification/prediction and clustering.

Association analysis is the discovery of association rules showing attribute-value conditions

that occur frequently together on a given set of data. Basket analysis is used for several areas.

Classification is the process of finding a set of models (or functions) that describe and

distinguish data classes or concepts, for the purpose of being able to use the model to predict

the class of objects whose class label is unknown. Decision trees and neural networks are used

for this task. Classification can also be used to predict a class label of a new instance.

Clustering analyzes data objects without consulting a known class label. In this paper, we

discuss about how to deal with missing values for classification/prediction tasks.

2.3 Standard form

In the real world of data mining applications, more effort is expended preparing data than

applying a prediction program to data. Prediction programs look at data in a mechanical way.

They expect the data to be specified in a standard form. Given this form, they search a space

of possibilities in a very comprehensive way, far exceeding human capabilities.

The concept of a standard form is more than simple formatting of data. A standard form

helps to understand the advantages and limitations of different prediction techniques and how

they reason with data.

Standard form is made into a format of spreadsheet. The rows of the standardized data

represent units, also called cases, instances, observations, or subjects depending on context,
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and the columns represent variables measured for each unit. Usually, each unit has several

descriptive attribute and one class attribute. The entries in a data matrix are real numbers,

representing the values of essentially continuous variables, such as age and income, or

representing categories of response, which may be ordered (e.g., level of education) or

unordered (e.g., race and sex). Often, Boolean values that are represented as 1 or 0 for

meaning true or false respectively are used. We show the example of a dataset in standard

form in Fig. 2-2.

...

10,M,SUBACUTE,37,15,-,6000,2,abnormal,-,2852,F,-,multiple,?,2137,n,ABSCESS,VIRUS

12,M,ACUTE,38.5,15,-,10700,4,normal,+,1080,F,-,ABPC+CZX,?,70,n,BACTERIA,BACTERIA

15,M,ACUTE,39.3,15,-,6000,0,normal,+,1124,F,-,FMOX+AMK,?,48,n,BACTE(E),BACTERIA

16,M,SUBACUTE,38,15,+,12600,4,abnormal,+,41,F,-,ABPC+CZX,?,?,n,ABSCESS,VIRUS

...

Fig. 2-2: Example of a dataset in standard form

2.4 Missing values

Missing values are values of instances that are not observed. Most datasets encountered in

practice contain missing values. It is occurred in the phase of data collecting.

Why do missing values occur? For example, respondents in a household survey may

refuse to report income. In an industrial experiment some results are missing because of

mechanical breakdowns unrelated to the experimental process. In an opinion survey some

individuals may be unable to express a preference for one candidate over another. In the first

two examples it is natural to treat the values that are not observed as missing, in the sense that

there are true underlying values that would have been observed if survey techniques had been

better or the industrial equipment had been better maintained. In the third example, however,

it is less clear that a well-defined candidate preference has been masked by the nonresponse;

thus it is less natural to treat the unobserved values as missing. Instead, the lack of a response
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is essentially an additional point in the sample space of the variable being measured, which

identifies a don t know  stratum of the population [Little, 1987].

Roughly, we can classify the reason why missing values occur. One is that the values are

out of expected range. Another is simple reason that are some errors occurred on data entry,

for example, operator s mistakes, computer s breakdown and so on.

2.5 What is the missing value problem?

One hard problem of KDD is the occurrence of missing values in data sets. They may hide

a true answer underlying in the data; a missing value cannot be multiplied or compared. Most

of prediction methods used in the data mining phase can t deal with data that includes missing

values.

Neither many statistical data mining techniques, nor nearest neighbor classifier, na ve

bayes classifier, etc. can deal with the dataset with missing values. Moreover, the data mining

methods, those can deal with missing values are disturbed from effective data mining

processing somewhat. Some data mining methods, based on the technique of a decision tree,

C4.5 and CART handle missing values by the kind of build in  approaches. Thus, the present

condition may be the handling missing values for every technique of data mining.

In commercial data mining tools, a user may be able to choose the methods of dealing

with missing values. Then, there are some methods, removing all instances that have missing

values, imputing missing values by the mean value for every attribute, etc. A user needs to

decide one of these methods for each data set, intuitively. That is, the thing user itself must

have a insight of features about a distribution of data set which a user deal with and existence

of missing values in it was the present condition.

So far, many methods to deal with missing values have been developed. However it is still

not clear how different methods can be appropriately used in a given application. Especially,

one critical problem is how to deal with missing values in a huge data set. We must think of

scalable method for such a data set.
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2.6 The methods to deal with missing values

There are some types of the techniques of dealing with missing values [Liu, 1997]. One is

the method that the instance that contains missing values is disregarded. In the case of the

data set containing much missing values, this causes serious bias. This is used for

PREDICTOR [White, 1987].

The second type of the techniques is that replaces missing value with a certain value. This

has the method of replacing missing value one by one, and the technique containing missing

values replaced for every instance. Kononenko et al. [1984] proposed the method using class

information to estimate missing values. In addition, there are several methods for guessing

missing values and replacing them using statistical methods like linear regression [Pyle, 1999],

imputation by neural network [Pyle, 1999] and decision tree [Quinlan, 1986]. Lobo [2000]

and Lee [2000] modified decision tree methods more preciously using ranking of attributes.

The third type, the methods are specialized in the techniques of each data mining tool.

C4.5 [Quinlan, 1993] and CART [Breiman, 1984] are data mining tools with decision tree

approach. C4.5 deal with missing values different approaches for training phase and testing

phase respectively. CART uses surrogate split when missing values are founded in testing

phase. As for these techniques, they focus on the classification of data sets rather than the

handling of missing values. On the other hand, Dynamic path generation [White, 1987] and

Lazy decision tree [Friedman, 1996] are the techniques focused on the handling of missing

values more than them. We compare those methods theoretically and experimentally about the

accuracy of dealing with missing values and characteristic of these techniques in the next

chapter.
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Chapter 3

3.1 Classification of missing values cases

Generally, missing values can occur in data sets in some different cases. By observing and

analyzing different datasets in UCI repository, we roughly classify missing values in datasets

into three cases:

1. Missing values occurred in several attributes (columns).

2. Missing values occurred in a number of instances (rows).

3. Missing values occurred randomly in attributes and instances.

We illustrate these three cases in Fig. 3-1. The cases of missing values occurrence can affect

the result of predict methods, so we must select suitable methods of dealing with missing

values in each case. For example, the method of ignoring incomplete instances cannot be used

when most of instances have one or more missing values. The nearest neighbor estimator is

generally good for the first case, but not good for the second case, because this method

calculates distances between two instances by the values of attributes that do not contain

missing values. Here, we suppose that a data set has p attributes and one of them has missing

values. In this case, the nearest neighbor estimator can use p-1 attributes for calculating the

distance. Otherwise, if k attributes have missing values, this method can use only p-k

attributes. It is obvious that methods to deal with missing values can work better if they use as

much information of the data set as possible.
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(1) Missing values occurred on several attributes

(2) Missing values occurred on several instances

(3) Missing values occurred randomly

Fig. 3-1: Three cases of missing values in a data set

In order to identify the missing values case for each dataset, we create a program that

 Missing value
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visualizes approximately the distribution of missing values in a data set. We show an example

of the result in Fig. 3-2. It shows missing values and types of attributes in a dataset of 10,000

instances. Instances viewed are selected by the frequency of each class value.

Fig. 3-2: A result of our missing values case visualization program on edu dataset

from UCI repository [UCI].
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3.2 Methods for dealing with missing values

So far, many methods to deal with missing values have been developed. We propose to

classify them into two groups:

1. Pre-replacing methods,

2. Embedded methods.

Pre-replacing methods replace missing values before the data mining process. Embedded

methods deal with missing values while doing data mining itself. There are two kinds of

methods in pre-replacing methods:

1. Statistical methods,

2. Machine learning methods.

Machine learning methods are those that deal with missing values using machine learning

approaches. Statistical methods are generally simpler than machine learning methods.

Machine learning methods are expected to achieve higher accuracy than statistical methods

because of their complicated processing. However, they take much more time in processing

than statistical methods do.

Statistical methods include linear regression [Pyle, 1999], replacement under same

standard deviation [Pyle, 1999] and mean-mode method [Han, 2000]. Machine learning

methods include nearest neighbor estimator [Pyle, 1999], autoassociative neural network

[Pyle, 1999] and decision tree imputation [Quinlan, 1986]. All of these are pre-replacing

methods. Embedded methods include Casewise delation [Liu, 97], Lazy decision tree

[Friedman, 1996], Dynamic path generation [White, 1987] and some popular methods such as

C4.5 [Quinlan, 1993] and CART [Breiman, 1984]. We summarized all the above methods in

Table 3-1.
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Method Reference Group Approach
Linear regression Pyle, 1999 Pre-replacing Statistic
Standard deviation method Pyle, 1999 Pre-replacing Statistic
Mean and mode Han, 2001 Pre-replacing Statistic
Nearest neighbor Pyle, 1999 Pre-replacing Machine learning
Autoassociative neural network Pyle, 1999 Pre-replacing Machine learning
Decision tree imputation Quinlan, 1986 Pre-replacing Machine learning
Casewise delation Liu, 1997 Embedded Machine learning
Lazy decision tree Friedman, 1996 Embedded Machine learning
Dynamic path generation White, 1987 Embedded Machine learning
C4.5 Quinlan, 1993 Embedded Machine learning
Surrogate split Breiman, 1984 Embedded Machine learning

Table 3-1: Methods for dealing with missing values

3.2.1 Statistical methods

Linear regression: When any two attributes have a correlation, we can make an equation of

their relationship and predict the missing values by using the equation if either attribute value

is known [Pyle, 1999].

Replacement under same standard deviation: The idea of this method is to fill up missing

values by a value that will not disturb each attribute s standard deviation [Pyle, 1999]. See Fig.

3-3.
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Fig. 3-3: Algorithm for replacement under same standard deviation

  

Mean and mode method: The idea of this method is using the mean value for numerical

attribute and the most frequent value (mode) for symbolical attribute in the whole dataset to

fill up missing values [Han, 2001]. See Fig. 3-4.

Fig. 3-4: Algorithm for mean and mode method

3.2.2 Machine learning methods

(1) For each numeric attribute which has missing values,

(2) Calculate standard deviation SD1 from all no-missing values

(3) Try by first arbitrary value sv as supplemental values

(4) Calculate mean and standard deviation SDa from all no-missing values

and multiplied the value sv instead of missing values.

(5) If SDa is difference from SD1, repeat (3) to (4) with changing the

supplemental value sv.

(6) Replace all missing values in the attribute by the new value sv.

(1) For each attribute which has missing values,

(2) If the attribute is numeric, calculate mean values from all no-missing

values.

(3) Else, if the attribute is symbolic, count the number of each value and

take the value that occurs most frequent.

(4) Replace missing values by the computed value.



16

Nearest neighbor estimator: Firstly, this method will find the nearest neighbor instance that

includes no missing values for an instance that has missing values. Secondly, it fills up

missing values of this instance by the corresponding values of the nearest neighbor instance.

To estimate a distance between an instance containing missing values and other instances

including no missing values, we can use any available measures Euclidian, Mahalanobis, etc.

[Pyle, 1999]. See Fig. 3-5.

Fig. 3-5: Algorithm for nearest neighbor estimator

Distance estimation

To calculate the distance, there are some methods. The Euclidean measure is described by the

following equation where m is the number of attribute

∑
=
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m

k
jkikij xxd

1

2)(

Another measure, the Mahalanobis distance [Mahalanobis] is described by the following

equation where m is the number of attribute and n is the number of instances.
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(1) For each instance Ii which has missing values,

(2) For each instance Ij which has no missing values,

(3)   Calculate distance dij between instance Ii and Ij.

(4) Decide the nearest instance In to instance Ii.

(5) Replace each missing value in Ii by the corresponding value in

In.
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Autoassociative neural networks: This method uses a neural network to deal with missing

values. Firstly, the network learns from instances that have no missing values. It is trained to

duplicate all of the inputs as outputs by using back propagation. Secondly, when missing

values are detected, the network can be used in a back-propagation mode but not a training

mode, as no internal weights are adjusted. Instead, the error are propagated all the way back to

the inputs. At the input, an appropriate weight can be derived for the missing values so that it

least disturbs the internal structure of the network. The values so derived for any set of inputs

reflects, and least disturbs, the nonlinear relationship captured by the autoassociative neural

network [Pyle, 1999]. See Fig. 3-6.

Fig. 3-6: Algorithm for autoassociative neural network

Decision Tree imputation: This method is to use a decision tree approach to fill up missing

values of an attribute. It considers the subset S  of the training set S, which consists of

instances whose values on an attribute A has no missing values. In S , the original class

attribute is regarded as another attribute while the attribute A becomes the class attribute to be

determined. Using S , a classification tree can be built for determining values, of attribute A

(1) All symbolic attributes are vectorized and all numeric attributes are normalized

into [-1,1].

(2) Make a neural network with random weights.

(3) For each no-missing instance,

(4)   Learn network that all input values and output values are approximately same

  by back propagation algorithm.

(5) For each missing instance,

(6)   Input values of the instance, where zero values are used for missing values.

(7)   If input values and outputs are not same except for the neurons for missing

attribute, repeat (6). At that time, the output values are used as input values.

(8)   Replace missing values by the output of network.
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from other attributes and the class attribute. Then, this tree can be used to classify each object

in the set S-S . Consequently, each missing value can be estimated [Quinlan, 1986]. See Fig.

3-7.

Fig. 3-7: Algorithm for decision tree imputation

3.2.3 Embedded methods

Casewise delation: The simplest way to deal with unknown attribute values is just to ignore

the instances containing them [Liu, 1997].

Lazy decision tree: Algorithms for constructing decision trees, such as C4.5 [Quinlan, 1993]

and CART [Breiman, 1984] create a single best  decision tree during the training phase, and

this tree is then used to classify test instances. Lazy decision tree conceptually constructs the

best  decision tree for each test instance. So if a test instance has a missing value, it makes a

decision tree with all attributes in the training data set except the attribute on which the test

instance has missing values [Friedman, 1996].

Dynamic path generation: Instead of generating the whole decision tree beforehand, this

method produces only the path (i.e., the rule) required to classify the instance currently under

consideration. Once a missing value is found in an attribute of a new instance, such an

(1) Divide the dataset S into the two subsets Sk and Sm, where Sk consists of instances which

have no missing values, Sm consists of instances all of which have missing value(s).

(2) For each attribute A in Sk, where A has missing values in Sm,

(3)    Make decision tree to predict the values of attribute A by all attribute values except

for A.

(4) For each instance I in Sm, where I has missing values in Sm.

(5)    Predict missing values for each corresponding decision tree.
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attribute is never branched on when classifying the instance. In more detail, let us consider the

process of building a classification rule (i.e., a path in a classification tree) to classify a new

instance O1. At each step, the inductive algorithm chooses the most informative attribute on

which to branch. However, if the value of the selected attribute is missing in instance O1, then

this attribute cannot be branched on and the algorithm tries with the second most informative

attribute. Thus, path generation is strictly dynamic [White, 1987].

C4.5: The system was constructed by Quinlan [1993]. It can not only induce decision trees

but also induce rule sets. The rules of decision tree are easy to understand. In this approach,

how to deal with missing values in the training phase (making a decision tree) and the testing

one (classifying unknown class) are different. On the training phase, if missing values

occurred at an attribute that is used for branching, it creates a new branch called unknown .

On the testing phase, if a testing instance has missing values, it explores all available branches

(below the current node) and decides the class label by the most probabilistic value. This

method assumes that unknown test results are distributed probabilistically in proportion to

relative frequent of known result.

Surrogate split (CART): When a missing value is found in the attribute originally chosen,

the surrogate attribute is the one that has the highest correlation with the original attribute

[Breiman, 1984]

3.3 Evaluation

This section gives a brief theoretical evaluation of the above algorithms and an

experimental comparative evaluation on several well-known methods to see their

effectiveness. In this experiment, we compare five methods on nine data sets. These methods

include standard deviation, mean and mode, nearest-neighbor estimator, decision tree

imputation and C4.5. Datasets are taken from UCI repository [UCI]. They are the datasets

whose attributes are all numerical, all symbolical or mixed. These numbers of instances vary
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from one hundred to two thousands.

3.3.1 Theoretical evaluation

We tried to analyze methods to deal with missing values in the three following aspects

(1) computation cost,

(2) available kinds of attributes,

(3) suitable cases of missing values.

On the first aspect, statistical methods are of low computation cost. Although the decision

tree imputation approach is good for generating knowledge from data, it cannot be used for

replacing missing values.

On the second aspect, three methods can deal with missing values only for one type of

attribute, numerical or symbolical. Linear regression and standard deviation methods can

work on numeric attribute. Decision tree approach can work on only with symbolic attributes.

If required to use these methods, a discretization of numerical attributes is needed. Nearest-

neighbor method is good at dealing with datasets whose attributes are almost numerical.

On the third aspect, statistical methods are suitable when missing values are distributed on

some instances (case 1). Others are suitable when missing values are distributed on some

attributes (case 2). When the dataset has many missing values, casewise delation leads much

bias. See Table 3-2.

Standard deviation method seems better than mean method, but it needs to select which

value is suitable from two candidate values. Another problem is when a data set is huge, to

know the supplemental value is too complicated, especially many values are missing on in

one attribute.

Nearest neighbor estimator in many cases can be very effective, however, its main

drawbacks are that having the training data set available, it may require very big storage.

Lookup times for neighbors can be very slow, so finding replacement values is slow, too.

In autoassociative neural network, as with any neural network, its internal complexity

determines the network s ability to capture nonlinear relationships. Determining that any

particular network has, in fact, captured the extant nonlinear relationship is difficult. The
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autoassociative neural network approach has been used with success in replacing missing

values for data sets of modest dimensionality (tens and very low hundreds of inputs), but

building such networks for moderate- to high-dimensionality data sets is problematic and

slow. The amount of data required to build a robust network becomes prohibitive, and for

replacement value generation a robust network that actually reflects nonlinearities is needed.

At run time, replacement values can be produced fairly quickly.

In casewise delation, clearly, when a data set has many instances that have missing values,

this method may cause a huge loss of data and, as a result, may not be satisfactory.

The effect of surrogate method obviously depends on the magnitude of the correlation in

the database between the original attribute and its surrogate.

Method
Calculating

cost
Available kind

of data set

Suitable kind of
missing values

cases
Mean and mode method Low Num & Sym Case 2
Linear Regression Low Num Case 2
Standard deviation method Low Num Case 2
N-Neighbor estimator High Num & Sym Case 1
Decision tree imputation Middle Sym Case 1
Autoassociative Neural Network High Num & Sym Case 1
Casewise delation Low Num & Sym Case 2
Lazy decision tree High Num & Sym Case 1
Dynamic path generation High Num & Sym Case 1
C4.5 Middle Num & Sym Case 1
Surrogate split Middle Num & Sym Case 1

Table 3-2: Theoretical evaluation of methods for dealing with missing values

3.3.2 Experimental comparative evaluation

3.3.2.1 Methodology

In our experiments the datasets with missing values are obtained in the following way. We

start with datasets without missing values. For each of them, we randomly pull out a number

of its values in order to make it containing missing values. We pull out only one value on each

instance. The rates of values pulled out are 5%, 10% and 20%, respectively. Then, pre-



22

replacing methods are applied to the datasets that include missing values in order to obtain a

non-missing value set. Finally, for comparing the effectiveness of the above methods, we

apply C4.5 to the obtained non-missing value sets.

We used nine datasets, among them the datasets led, vot and dna contain only symbolic

attributes; wav, bld and pid contain only numeric attributes; and hea, smo and tae contain both

numerical and symbolic attributes. We summarize information of these datasets in Table 3-3.

Number of
instances

Numeric
attributes

Symbolic
attributes

led 2000 7
vot 391 16
dna 2000 60
wav 600 21
bld 310 6
pid 478 7
hea 243 7 6
smo 1855 3 5
tae 1366 1 4

Table 3-3: Parameters of data sets

To fill up missing values, we used four methods. Among statistical methods, mean and

mode method and standard deviation method are used. Among machine learning methods,

nearest neighbor estimator and decision tree imputation methods are used. We apply the

embedded method C4.5 to classify non-missing datasets filled up by the four methods, and

estimate error rate of these datasets. The last column in each Table 3-4, 3-5 and 3-6 shows

error of C4.5 applied to missing value datasets in order to compare the effect of processing

missing values directly or indirectly.

3.3.2.2 Results on datasets with symbolic attributes

Three kinds of datasets are compared respectively. The results of each method are

summarized Table 3-4, where the smallest errors are in bold.
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Error rates of each method (%)
Data
set

Rate of
missing
instances

Decision
tree
imputation

Mean
and
mode

Nearest
neighbor
estimator

C4.5

5% 24.1 24.6 24.4 24.8
10% 23.6 25.4 25.2 24.6Led
20% 23.1 26.2 26.1 25.7
5% 0.0 0.0 0.0 0.1
10% 0.0 0.0 0.0 0.1Vot
20% 0.0 0.0 0.1 0.2
5% 1.2 1.2 1.2 1.2
10% 1.2 1.2 1.2 1.2dna
20% 1.1 1.1 1.2 1.3

Table 3-4: Error rates on the datasets with symbolic attributes
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Fig. 3-8: Comparing methods by error rates on led data set

Decision tree approach achieves lowest error rates of four.
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Fig. 3-9: Comparing methods by error rates on vot data set

Decision tree imputation and mean and mode methods classify perfectly.
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Fig. 3-10: Comparing methods by error rates on dna data set

Differences are seen at the rate of 20%.

From Fig. 3-8, 3-9 and 3-10, we can observe the followings. On led data set (Fig. 3-8),

decision tree imputation is the best one. On vot data set (Fig. 3-9), decision tree imputation

and mean and mode methods achieve good results and C4.5 gets the worst one. On dna data

set (Fig. 3-10), the one at 20% of instances have a missing value, decision tree imputation and

mean and mode achieve good results and C4.5 gets the worst. From these results, we may say

that the two methods, decision tree imputation and mean-mode method are good methods to

deal with missing values when attributes are all symbolic.

3.3.2.3 Results on datasets with numeric attributes
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Error rates of each method (%)
Rate of
missing
instances

Standard
deviation
method

Mean and
mode

Nearest
neighbor
estimator

C4.5

5% 27.3 27.1 26.9 27.9
10% 27.9 26.4 27.7 28.5wav
20% 27.1 28.1 27.1 27.9
5% 40.0 42.9 28.6 28.6
10% 31.4 37.1 28.6 28.6bld
20% 37.1 42.9 37.1 31.4
5% 18.5 18.5 24.1 14.8
10% 16.7 22.2 18.5 25.9pid
20% 20.4 20.4 20.4 27.8

Table 3-5: Error rates on the datasets with numeric attributes
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Fig. 3-11: Comparing methods by error rates on wav data set

It seems that nearest neighbor estimator achieves low error rates.
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Fig. 3-12: Comparing methods by error rates on bld data set

Nearest neighbor and C4.5 achieve lower error rate than other two.
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Fig. 3-13: Comparing methods by error rates on pid data set

Standard deviation method seems the best one.

Fig. 3-11, 3-12 and 3-13 show graph of Table 3-5. On wav data set (Fig. 3-11), although

there is some different tendency depending on the rate of missing values, nearest neighbor

estimator obtained the best result of the four methods. On bld data set (Fig. 3-12), the nearest

neighbor estimator and C4.5 are the best ones. On pid data set (Fig. 3-13), standard deviation

method achieves better result than others. From the whole error rates, we may say that

standard deviation method and nearest neighbor estimator are preferred for dealing with

missing values on numeric attributes.

3.2.2.4 Results on datasets with mixed attribute

Error rates of each method (%)
Data set

Ratio of
missing
instances Mean and mode

Nearest neighbor
estimator

C4.5

5% 22.2 18.5 14.8
10% 22.2 22.2 18.5hea
20% 25.9 25.9 25.9
5% 34.9 34.9 34.9
10% 35.4 36.2 35.5smo
20% 34.6 34.3 34.7
5% 46.7 46.7 46.7

tae 10% 46.7 53.3 53.3



27

20% 53.3 53.3 53.3

Table 3-6. Error rates on the datasets with mixed attributes
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Fig. 3-14: Comparing methods by error rates on hea data set

The error rates of C4.5 are lowest of all three methods.
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Fig. 3-15: Comparing methods by error rates on smo data set

Differences are seen at the rates of 10% and 20%.
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Fig. 3-16: Comparing methods by error rates on tae data set

Ncbmm is lowest at the rate of 10%.

Fig. 3-14, 3-15 and 3-16 are graph of Table 3-6. On hea data set (Fig. 3-14), C4.5 is the

best one. On smo (Fig. 3-15) and tae data sets (Fig. 3-16) mean and mode method has the

lowest error rates than others.

The whole results on these three subsections show that;

・ decision tree estimator and mean-mode method are good methods for dealing with

missing values on symbolic attributes,

・ nearest neighbor method and standard deviation method are good methods for dealing

with missing values on numeric attributes,

・ mean and mode method gives good results generally.

One simple method, mean and mode method, can give results as good as other complicated

methods. Especially for the datasets which attributes are mixed, it may be a good method.
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Chapter 4

4.1 Basic idea of scalable algorithms

For large data sets with missing values, complicated methods are not suitable because

their computation costs prevent them from computing on large datasets. We tend to find

simple methods that can reach performance as high as complicated ones.

The results and experience obtained in the previous chapter suggested us to come to

simple but efficient solution to fill up missing values in large datasets. According to the result

of the last experiments, mean and mode method showed as good results as C4.5. We may say

that mean and mode method can have high performance to missing values problem for large

datasets, and can be efficient and scalable for large data sets with necessary improvements.

Our approach to this problem is based on variants of mean and mode method and k-means.

The basic idea of our method is the cluster-based filling up of missing values. Instead of using
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mean and mode on the whole dataset we use mean and mode in its subsets obtained by

clustering. It consists of three variants of the mean and mode algorithm:

1. Natural Cluster Based Mean and Mode algorithm (NCBMM),

2. attribute Rank Cluster Based Mean and Mode algorithm (RCBMM),

3. k-Means Clustering Based Mean and Mode algorithm (KMCMM).

NCBMM uses the class attribute to divide instances in to natural  classes and uses the

mean of each natural cluster to fill up missing values on numeric attributes of instances

belong to the cluster, and mode of natural clusters to fill in the missing values of cluster

instances for symbolic attributes. This algorithm is the simplest improvement of mean and

mode algorithm in case of supervised data but as shown in next sections it is very efficient if

applicable. RCBMM and KMCMM divide dataset into subsets by using the relationship

between attributes. The starting point of these algorithms came from the question, Is the

class attribute always the key attribute for clustering an arbitrary descriptive attribute?  For

some attributes, some of descriptive attributes may be better for clustering than the lass

attribute. The remark that to cluster instances concerning one missing attribute, the key

attribute selected from all attributes may give better results than NCBMM. It is also an

available solution for unsupervised data. We describe these algorithms in next section.

4.2 The proposed algorithms

NCBMM algorithm can be applied to supervised data where missing value attributes can

be either symbolic or numeric. It produces a number of subsets equal the number of class

values. At first, the whole instances are divided into clusters, where instances of each cluster

have the same values of the class attribute. Then, in each cluster, the mean value is used to fill

up missing values for each numeric attribute, and the mode value is used to fill up missing

values for each symbolic attribute. We describe the algorithm in Fig. 4-1.
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Fig. 4-1: Algorithm NCBMM

RCBMM can be applied to filling up missing values for symbolic attributes independently

with the class attribute. Therefore, it can be applied to both supervised and unsupervised data.

Firstly, for one missing attribute, this method ranks attributes by their distance to the missing

value attribute. The attribute that has smallest distance is used for clustering. Secondly, all

instances are divided into clusters each contains instances having the same value of the

nearest attribute. Thirdly, the mode of each cluster is used to fill up missing values. This

process is applied to each missing attribute. We describe the algorithm in Fig. 4-2.

Fig. 4-2: Algorithm RCBMM

(1) Divide all instances into clusters by the class label

(2) For each cluster,

(3)   For each attribute which has missing values,

(4)       For a numeric attribute, calculate mean values from all no-missing

      Values.

(5)       For a symbolic attribute, find the most probable value.

(6)       Fill up missing values by the mean or mode value.

(1) For each missing attribute ai

(2)    Make a ranking of all n symbolic attributes in decreasing order of

       distance between ai and each attribute aj. (j ∈ 1 n, j ≠ i)

(3)    Divide all instances into clusters based on the values of ah, where ah is

The attribute, which has the highest rank from attribute ai.

(4)    Replace missing value on attribute ai by the mode of each cluster.

(5)    Repeat from 2 to 4 till all missing values on attribute ai are replaced

where h changes to the next number of ranking.
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We can use several measures to calculate distance between attributes. Our idea is to

measure how two attributes have similar distributions of values. Quinlan used information

gain in order to know that in C4.5 [1993]. A disadvantage of this measure is that it is biased

towards selecting attributes with many values. Mantaras [1991] proposed the new measure to

calculate distance between partitions of two attributes to solve this problem. It is defined as

following, where PA and PB denote two values partition of attributes A and B.
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KMCMM can be applied to filling up missing values for symbolic attributes
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independently with the class attribute. Therefore, it can be applied to both supervised and

unsupervised data. K-means algorithm is used for ranking numerical attributes. We describe

the algorithm for KMCMM in Fig. 4-3.

Fig. 4-3: Algorithm KMCMM

Correlation Coefficient

The value of r is calculated from n pairs of observations (x, y) according to the following

formula:
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(1) For each missing attribute ai

(2)   Make a ranking of all n numeric attributes in increasing order of absolute values

of correlation coefficient between attribute ai and each attribute aj.

(j ∈ 1 n, j ≠ i)

(3)   Divide all instances by k-mean algorithm based on the values of ah, where ah is

the attribute that has the highest rank from attribute ai.

(4)   Replace missing value on attribute ai by the mode of each cluster.

(5)   Repeat from 2 to 4 till all missing values on attribute ai are replaced where h
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k-Means Clustering Algorithm

The k-means algorithm proceeds as follows. First, it randomly selects k of the objects,

each of which initially represents a cluster mean or center. For each of the remaining objects,

an object is assigned to the cluster to which it is the most similar, based on the distance

between the object and the cluster mean. It then computes the new mean for each cluster. This

process iterates until the criterion function converges. Typically, the squared-error criterion is

used, defined as

∑ ∑= ∈
−= k

i Cp i
i

mpE
1

2|| ,

where E is the sum of square-error for all objects in the database, p (pls change this notation)

is the point in space representing a given object, and mi is the mean of cluster Ci (both p and

mi are multidimensional). This criterion tries to make the resulting k clusters as compact and

as separate as possible. The k-means procedure is summarized in fig. 4-4.

Fig. 4-4: Algorithm for k-means clustering

4.3 Evaluation

4.3.1 Methodology

To evaluate the performance of pre-replacing methods our method consists of two phases:

(1) Arbitrarily choose k objects as the initial cluster centers;

(2) Repeat

(3)   (re)assign each object to the cluster to which the object is the most similar,

based on the mean value of the objects in the cluster;

(4)   Update the cluster means, i.e., calculate the mean value of the objects for

each cluster;

(5) Until no change;
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(1) filling up missing values on data set by replacing methods and measure the executing time,

(2) evaluating the quality of the replaced datasets by different in terms of error rate in

classification. In other words, firstly each non-missing value dataset is obtained from the

dataset that has missing values by replacing methods to be evaluated. Secondly, we apply the

same data mining methods (C4.5 in our study) to non-missing value datasets obtained by

different replacing methods and comparing their quality of these datasets (i.e. the quality of

replacing methods).

Six replacing methods, NCBMM, RCBMM, KMCMM, nearest neighbor estimator,

autoassociative neural network and decision tree imputation and one embedded method, C4.5,

are used for this comparative evaluation. For evaluating the quality of replaced datasets, three

classification methods, C4.5, Na ve Bayesian classifier, k-nearest neighbor classifiers are used.

Fifteen data sets were replaced and classified. They are from UCI repository [UCI]. There are

three types of datasets: all attributes are numerical (except for class attribute), symbolic and

mixture of symbolic and numeric. They have missing values originally. The parameters of

each data set are summarized in Table 4-1, 4-2 and 4-3, where the column of Num , Sym

mean the number of attribute for numeric, symbolic respectively. Numerator values are the

number of attributes that has missing values, and denominator value is the number of

attributes.

Num Sym Class Missing values cases Missing instances / all instances
cmc 2/2 1/7 3 Case 1 2002/14730 (13.6%)
edu 8/8 2/4 4 Case 1 and 2 9990/10000 (99.9%)
hco 5/5 13/14 2 Case 2 3290/3680 (89.4%)
lbw 1/2 2/6 2 Case 1 240/1890 (12.7%)
smo 1/3 1/5 3 Case 1 5340/28550 (18.7%)

Table 4-1: Data sets those have missing values on both numeric and symbolic attributes

NumSymClass Missing values cases Missing instances / all instances
hab 3/3 2 Case 3 562/3060 (18.4%)
sat 2/36 6 Case 1 1195/6435 (18.6%)

wav 3/21 3 Case 1 674/3600 (18.7%)
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Table 4-2: Data sets those have missing values on numeric attributes

NumSymClass Missing values cases Missing instances / all instances
adt 0/6 2/7 2 Case 1 and 2 1335/22747 (5.9%)
att 0/1 8/8 2 Case 1 and 2 2430/10000 (24.3%)
dna 3/60 3 Case 1 354/2372 (14.9%)
hin 5/6 3 Case 1 4050/10000 (40.5%)
inf 2/18 6 Case 1 250/2380 (10.5%)
led 7/7 10 Case 3 1770/6000 (29.5%)
tae 1/1 4/4 3 Case 3 120/1510 (7.9%)

Table 4-3: Data sets those have missing values on symbolic attributes.

4.3.2 Analysis of results

We tried to compare methods for dealing with missing values, by error rates of three

classifiers C4.5, Na ve Bayesian classifier and k-nearest neighbor classifier after replacing

and counting execution time of replacing.

4.3.2.1 Error rate

In this subsection we first report the results of experience with C4.5 classification program,

Na ve Bayes classification, and k-nearest neighbor classification. We then summarize theses

results in two tables that show the order or methods for filling up missing values in terms of

three classification methods.
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With C4.5 classifier

C4.5 NCBMM RCBMM KMCMM NN annet DT
cmc 6.7 5.2 5.5 5.5 4.7
edu 5.2 0.0 0.0 0.0 1.8
hco 0.9 0.0 0.0 0.0
lbw 5.1 3.9 3.9 3.9 5.2 4.7
smo 2.2 1.3 1.3 1.3 1.9 1.6

Table 4-4: Error rates on mixed data sets (%)
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Fig. 4-5: Error rates of each method on mixed data set

Three clustering methods achieved low error rate generally.
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C4.5 NCBMM RCBMM KMCMM NN annet DT
hab 4.3 2.9 2.9 3.8
sat 13.1 13.6 14.1 13.5 13.1

wav 24.5 24.0 23.5 24.6 24.4

Table 4-5: Error rates on numeric data sets (%)
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Fig. 4-6: Error rates of each method on numeric data set

There is a not so big difference here.
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C4.5 NCBMM RCBMM KMCMM NN annet DT
Adt 15.1 15.2 15.1 Nan 15.2
Att 2.2 1.2 1.2 1.1 2.3
Dna 4.7 4.7 4.7 4.6
Hin 12.9 9.0 10.6 11.3 10.4
Inf 2.4 2.3 2.3 2.4 2.4
Led 29.1 25.1 25.1 32.0 25.2
Tae 2.8 2.8 4.0

Table 4-6. Error rates on symbolic data sets (%)
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 Fig. 4-7: Error rates of each method on symbolic data sets

There are somehow different error rates on hin and led data set. C4.5 and autoassociative

neural network achieve higher error rates than others.

With Na ve Bayesian classifier
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NCBMM RCBMM KMCMM NN annet DT
cmc 49.5 50.5 49.5 51.4
edu 18.1 18.2 41.5 45.5
hco 10.9 16.0 10.9
lbw 28.6 28.6 28.6 28.4 27.4
smo 31.7 31.7 31.7 31.1 31.0

Table 4-7: Error rates on mixed data sets (%)
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Fig. 4-8: Error rates of each method on mixed data set

On edu data set, KMCMM and autoassociative neural network achieve worse results than

others. On hco data set, RCBMM is the worst one among three. NCBMM is stably good.

NCBMM RCBMM KMCMM NN annet DT
hab 24.6 24.6 24.6
sat 23.6 24.3 24.3 24.1

wav 14.9 15.7 15.9 15.7
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Table 4-8: Error rates on numeric data sets (%)
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Fig. 4-9: Error rate of each method on numeric data sets

There is not much difference. Nearest neighbor estimator can t deal with hab data set

because there is not any attribute that has no missing values.

NCBMM RCBMM KMCMM NN annet DT
adt 18.2 18.2 18.3
att 36.0 36.7 38.7 36.2
dna 4.2 4.2 4.6
hin 20.4 23.3 26.3 24.1
inf 20.0 20.0 21.3 20.1
led 25.2 25.2 31.1 25.1
tae 33.7 37.7



42

Table 4-9: Error rates on symbolic data sets (%)

0

5

10

15

20

25

30

35

40

45

adt att dna hin inf led tae

er
ro

r 
ra

te
 (

%
)

NCBMM
RCBMM
annet
DT

Fig. 4-10: Error rates of each method on symbolic data sets

Autoassociative neural network is the worst one among four methods. On adt data set,

autoassociative neural network can t work because the number of neurons is too big.

With k-nearest neighbor classifier

NCBMM RCBMM KMCMM NN annet DT
cmc 4.6 4.8 4.6 3.9
edu 0.0 0.0 0.0 1.9
hco 0.0 0.0 0.0
lbw 3.5 3.5 3.5 4.7 4.1
smo 1.1 1.1 1.1 1.8 1.4

Table 4-10: Error rates on mixed data sets (%)
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Fig. 4-11: Error rates of each method on mixed data sets

On the edu, hco, lbw and smo datasets, three clustering methods are relatively good.

NCBMM RCBMM KMCMM NN annet DT
hab 2.7 2.7 3.3
sat 11.6 11.5 11.4 12.6

wav 14.4 15.4 15.5 16.1

Table 4-11: Error rates on numeric data sets (%)
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Fig. 4-12: Error rates of each method on numeric data sets

The error rates are almost same, but autoassociative neural network achieves the highest

rate.

NCBMM RCBMM KMCMM NN annet DT
adt 18.4 18.7 18.9
att 1.3 1.1 1.0 2.0
dna 9.1 9.1 10.4
hin 7.9 10.1 10.9
inf 2.4 2.4 2.4 2.4
led 25.8 25.8 32.5 26.1
tae 2.9 3.8

Table 4-12: Error rates on symbolic data sets (%)
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Fig. 4-13: Error rates of each method on symbolic data set

The error rates are almost same, but autoassociative neural network achieves the highest

rate.

From these results, we tried to evaluate the methods. Regarding the accuracy, we describe

the order of appropriateness of methods for each numeric and symbolic attribute. We

summarize them into Table 4-13 and 4-14 for attribute type, numerical or symbolical.

Classifier 1st 2nd 3rd 4th 5th

C4.5 NCBMM KMCMM C4.5 annet NN
Na ve bayes C4.5 NCBMM KMCMM annet NN
k-NN NCBMM KMCMM NN annet C4.5

Table 4-13: The order of appropriateness of methods for dealing with missing values on

numeric attributes

Classifier 1st 2nd 3rd 4th 5th
C4.5 NCBMM RCBMM DT annet C4.5
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Na ve bayes C4.5 NCBMM RCBMM DT annet
k-NN NCBMM RCBMM C4.5 DT annet

Table 4-14: The order of appropriateness of methods for dealing with missing values on

symbolic attributes

These results show that, our clustering methods, NCBMM, RCBMM and KMCMM to

replace missing values can be seen as better than considering machine learning methods,

autoassociative neural network and nearest neighbor estimator.

4.3.2.2 Execute time for replacing

NCBMM RCBMM KMCMM NN annet DT
cmc 0:02 0:03 0:02 92:29
edu 0:02 0:02 0:04 0:25
hco 0:01 0:03 0:05
lbw 0:00 0:00 0:00 0:01 1:16
smo 0:03 0:03 0:03 4:26 28:52

Table 4-15: Execute time for replacing on mixed data sets (min: sec)

NCBMM RCBMM KMCMM NN annet DT
hab 0:00 0:00 0:02
sat 0:03 0:11 3:46 54:03

wav 0:01 0:05 0:39 26:19

Table 4-16: Execute time for replacing on numeric data sets (min: sec)

NCBMM RCBMM KMCMM NN annet DT
adt 0:03 0:06 37:49
att 0:04 0:03 2:09
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dna 0:01 0:01 0:03
hin 0:01 0:02 124:13 0:04
inf 0:01 0:01 212:10 0:01
led 0:01 0:01 113:00 0:06
tae 0:00 0:00

Table 4-17: Execute time for replacing on symbolic data sets (min: sec)

Table 4-15, 4-16 and 4-17 show us that NCBMM, RCBMM and KMCMM are much

faster than other methods.

4.3.3 Experiment on census-income data set

We tried to compare the methods for a huge data set. Here, we used census-income dataset.

It has 299,285 instances and in this dataset there are 156,764 missing instances. They are

more than half of the dataset. This set has eight numeric and thirty-three symbolic attributes

except the class attribute. Each value on the class attribute can take one of two labels. Missing

values exist on only symbolical attributes. See5 is used for classifying. It is the latest version

of C4.5. We compared the error rate of See5 obtained directly, and that of See5 obtained after

replacing missing values by NCBMM and RCBMM. And we measured the execution time for

preparing at each replacing method. Here, we used Ultra spark machine and Sun-UNIX as

operating system for this computing. See Table 4-18.

Error rate (%) Time for preparing (sec.)
See5 4.6 N/A

NCBMM 4.6 171.41
RCBMM 4.6 651.38

Table 4-18. Comparing replaced methods and direct processing method

Error rates of all replaced datasets are same. And the computation time shows that

NCBMM and RCBMM methods are scalable.
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Chapter 5

Conclusion and future work

5.1 Comparing the methods

Firstly, we compared theoretically several well-known existing methods to deal with

missing values in chapter 3. Some of them can be applied to either numeric or symbolic

attributes. And, it turns out that the processing cost of missing values is different greatly in

different methods. Secondly, we compared experimentally them. Some methods can impute

missing values with high accuracy. Nearest neighbor estimator and decision tree imputation

sometimes showed good results. However, in terms of synthetic view and computation cost, it

can be said that the result with mean and mode method is sufficient good. This was as good as

the result of C4.5 that is one of typical classifiers which processed missing values directly.

The most important problem in this field is how to reduce processing cost because the

data to process is larger day by day in the actual world. Fortunately, it showed that our

methods based on clustering could deal with missing values as good as other complicated

methods and with low cost. Thus, it is shown that they can be applied to large datasets.
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5.2 Scalable algorithms to deal with missing values

NCBMM, RCBMM and KMCMM, our proposed algorithms for dealing with missing

values can replace missing values as good as other complicated methods. The advantages of

our methods are the followings.

・ They are not specialized for one data mining method. In other words, they are not

built in  methods for dealing with missing values. They offer a high applicability to

KDD when most datasets have missing values.

・ They can deal with missing values with low cost and as accurate as other methods. It

shows that they can deal with huge datasets that have missing values.

・ RCBMM and KMCMM can be applied to unsupervised datasets, because they do not

need to use the class attribute.

We did an experiment to evaluate NCBMM and RCBMM in a large data set that consists

missing values in chapter 4. By the result, they achieved as same accuracy as the result of

classifying by See5. Moreover, they took for processing about 3 and 11 minutes respectively.

It can be said that these are scalable to large datasets.

5.3 Future work

As a future subject,
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・ Though the obtained results are interesting and very encouraging, it could be

considered as an initial work in this research direction for dealing with missing

values. This research is hopefully to be pursued, refined and verified with a large

number of datasets, and with other alternative methods of evaluation.

・ We must check effective methods for each missing values cases. Although we

experimented in chapter 4 about datasets which has missing values beforehand, we

can conduct this experiment using datasets without missing values by removing

values for each missing values pattern proposed by chapter 3. If an effective method

is known for each missing values case, it will enable data mining software to choose

and perform how to replace missing values automatically on the basis of the state of

missing values contained in dataset.

・ We must take into consideration the reason for causing of missing values. We are

described in chapter 2 that there were two reasons about the cause of missing values.

One is on the phase of data collection, when operator judges that the value is to be

treated as missing value. Another is the case when a certain value has fallen out by

chance by a certain cause on KDD process. These things did not take into

consideration by this research. It is thought that this was violent approach. It is also

thought that the cause of missing values affects the performance of a method that

process missing values. More precious investigation about these influences should be

done.

・ We should investigate the validity of RCBMM and KMCMM in detail. Although

RCBMM and KMCMM improved NCBMM, this experiment showed the result with

the more sufficient NCBMM. As compared with NCBMM, we should investigate

about the validity of RCBMM and KMCMM. Moreover, these will be able to be

unified, if there is the method of measuring the relevance of numeric and symbolic

attribute, although RCBMM was effective in symbolic and KMCMM was effective

in numeric attribute.
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