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Abstract. Many computer science applications concern properties which
are true of a restricted class of models. We present a couple of constructor-
based institutions defined on top of some base institutions by restricting
the class of models. We define the proof rules for these logics formalized
as institutions, and prove their completeness in the abstract framework
of institutions.

1 Introduction

Equational specification and programming constitute the bases of the modern
algebraic specification languages (like CafeOBJ [9], CASL [2] and Maude [6]),
the other features being somehow built on top of it. In 1935 Birkhoff first proved
a completeness result for equational logic, in the unsorted case. Goguen and
Meseguer extended the result to the many-sorted case, providing a full algebrai-
sation of finitary many-sorted equational deduction. In [7] the result is cast in
the framework of institutions capturing both the finitary and the infinitary cases.
Here we present an institution-independent completeness result for constructor-
based logics [4] obtained from a base logic, basically by restricting the class of
models.

Applications concern properties which are true of a restricted class of models.
In most of the cases the models of interest include the initial model(s) of a set
of axioms. Some approaches consider the initial semantics and reason about
properties which are true of initial model [15]. Our work takes into account
the generation aspects of software systems by considering the constructor-based
institutions. The signatures of these institutions consist of a signature in the
base institution and a distinguished set of operation symbols called constructors.
The result sorts of the constructors are called constrained and a sort which is
not constrained it is loose. The constructors determine the class of reachable
models which are of interest from the user point of view. Intuitively the carrier
sets of such models consist of constructor-generated elements. The sentences
and the satisfaction condition are preserved from the base institution. In order
to obtain a constructor-based institution the signature morphisms of the base
institution are restricted such that the reducts of the reachable models along
the signature morphisms are also reachable. In the examples presented here it is
simply required that constructors are preserved by signature morphisms, and no



"new” constructors are introduced for ”old” constrained sorts (for sorts being in
the image of some constrained sorts of the source signature).

We provide proof rules for the constructor-based institutions and we prove
a completeness result using institution independent techniques. However the
completeness is relative to a family of sufficient complete basic specifications
(X, I') with signature X' and set I" of sentences. Intuitively (X, I") is sufficient
complete when any term constructed with symbols from X' and variables of sort
loose can be reduced to a term formed with constructors and variables of sort
loose using the equations from I.

For lack of space, we omit most of the proofs of our theorems, propositions
and lemmas. However, interested readers can find these proofs in the extended
version of this paper [10].

In Section 2 we present the notions of institution and entailment system; these
will constitute the base for expressing the soundness and completeness properties
for a logic, i.e. the semantic deduction coincides with the syntactic provability.
After presenting some well known examples of institutions we give the definitions
of some important concepts that are used in this paper. Section 3 introduces the
abstract concept of universal institution and reachable universal weak entailment
system which is proved sound and complete with respect to a class of reachable
models, under conditions which are also investigated. Section 4 contains the main
result. The entailment system developed in the previous section is borrowed
by constructor-based institutions through institution morphisms. Soundness is
preserved, and completeness is relative to a family of sets of sentences. Section
5 concludes the paper and discusses the future work.

2 Institutions

Institutions were introduced in [12] with the original goal of providing an abstract
framework for algebraic specifications of computer science systems.

Definition 1. An institution consists of

- a category Sig, whose objects are called signatures.

- a functor Sen : Sig — Set, providing for each signature a set whose elements
are called (X-)sentences.

- a functor Mod : Sig°? — Cat, providing for each signature X a category
whose  objects are called (X-)models and whose arrows are called
(X-)morphisms.

- a relation |Ex C |Mod(X)|xSen(X) for each X € [Sig|, called (X-)satisfaction,
such that for each morphism ¢ : X — X' in Sig, the following satisfaction con-
dition holds: M’ =5 Sen(p)(e) iff Mod(p)(M') Ex e, for all M' € |Mod(X")|
and e € Sen(XY).

Following the usual notational conventions, we sometimes let _ [4 denote the
reduct functor Mod(y) and let ¢ denote the sentence translation Sen(y). When
M = M’ |, we say that M’ is a p-expansion of M, and that M is the ¢-reduct
of M'.



Ezample 1 (First-order logic (FOL) [12]). Signatures are first-order many-sorted
signatures (with sort names, operation names and predicate names); sentences
are the usual closed formulae of first-order logic built over atomic formulae given
either as equalities or atomic predicate formulae; models are the usual first-order
structures; satisfaction of a formula in a structure is defined in the standard way.

Ezample 2 (Constructor-based first-order logic (CFOL)). The signatures (S, F
,F¢, P) consist of a first-order signature (S, F, P), and a distinguished set of
constructors F'¢ C F. The constructors determine the set of constrained sorts
S¢ C S: s € S° iff there exists a constructor o € FS_, .. We call the sorts
in S! = S — 5S¢ loose. The (S, F, F'¢, P)-sentences are the universal constrained
first-order sentences of the form (VX)p, where X is a finite set of constrained
variables !, and p is a first-order formula formed over the atoms by applying
Boolean connectives and quantifications over finite sets of loose variables 2. The
(S, F, F¢, P)-models are the usual first-order structures M with the carrier sets
for the constrained sorts consisting of interpretations of terms formed with con-
structors and elements of loose sorts, i.e. there exists a set Y of variables of loose
sorts, and a function f : Y — M such that for every constrained sort s € S¢ the
function f# : (Tre(Y))s — M, is a surjection, where f# is the unique extension
of f to a (S, F¢, P)-morphism. A constructor-based first-order signature mor-
phisms ¢ : (S, F, F°, P) — (51, F1, Ff, P1) is a first-order signature morphism
¢ : (S, F,P) — (S1, F1, P1) such that the constructors are preserved along the
signature morphisms, and no "new” constructors are introduced for "old” con-
strained sorts: if o € F° then (o) € Ff, and if 01 € (F{)w,—s, and s1 € o(S°)
then there exists o € F° such that ¢(0) = o7. Variants of constructer-based
first-order logic were studied in [4] and [3].

Ezample 3 (Constructor-based Horn clause logic (CHCL)). This institution is
obtained from CFOL by restricting the sentences to universal Horn sentences
of the form (VX)(VY)AH = C, where X is a finite set of constrained variables,
Y is a finite set of loose variables, H is a finite set of atoms, and C is an atom.
CHCL,, is the infinitary extension of CHCL obtained by allowing infinitary
universal Horn sentences (VX)(VY') A H = C where the sets X, Y and H may
be infinite.

Ezample 4 (Order-sorted algebra (OSA) [14]). An order-sorted signature (S, <
,F) consists of an algebraic signature (S, F), with a partial ordering (5, <
) such that the following monotonicity condition is satisfied o € Fy,, s, N
Fy,—s, and w1 < wy imply $1 < s2. A morphism of OSA signatures ¢ : (S, <
,F) — (S, <’, F') is just a morphism of algebraic signatures (S, F) — (S, F')
such that the ordering is preserved, i.e. p(s1) <’ ¢(s2) whenever s; < so. Given
an order-sorted signature (S, <, F'), an order-sorted (S, <, F)-algebra is a (S, F)-
algebra M such that s; < sy implies M,, C My,, and o € Fy,, 5, U Fyyy, 5, and
wy < we imply M¥1:51 = M¥2:52 on M, . Given order-sorted (S, <, F')-algebras

X = (Xs)ses is a set of constrained variables if X, = for all s € St
2Y = (Ys)ses is a set of loose variables if Yy = () for all s € S°.



M and N, an order-sorted (S, <, F)-homomorphism h : M — N is a (S, F)-
homomorphism such that s; < sp implies hg, = hs, on My, .

Let (S, <, F) be an order-sorted signature. We say that the sorts s; and sy
are in the same connected component of S iff s; = sy, where = is the least
equivalence on S that contains <. An OSA signature (5, <, F') is regular iff for
each o € Fy,, s, and each wy < w; there is a unique least element in the set
{(w,s) | 0 € Fyy—s and wy < w}. For regular signatures (5, <, F'), any (5, <, F)-
term has a least sort and the initial (S, <, F')-algebra can be defined as a term
algebra, cf. [14]. A partial ordering (S, <) is filtered iff for all s, so € S, there is
some s € S such that s; < s and so < s. A partial ordering is locally filtered iff
every connected component of it is filtered. An order-sorted signature (S, <, F')
is locally filtered iff (S, <) is locally filtered, and it is coherent iff it is both locally
filtered and regular. Hereafter we assume that all OSA signatures are coherent.

The atoms of the signature (S, <, F') are equations of the form ¢; = t5 such
that the least sort of the terms ¢; and ¢y are in the same connected component.
The sentences are closed formulas built by application of boolean connectives and

quantification to the equational atoms. Order-sorted algebras were extensively
studied in [13] and [14].

Ezample 5 (Constructor-based order-sorted logic (COSA )). This institution is
defined on top of OSA similarly as CFOL is defined on top of FOL. The
constructor-based order-sorted signatures (S, <, F, F') consists of an order-sorted
signature (S,<,F), and a distinguished set of operational symbols F¢ C F,
called constructors, such that (S, <, F'°) is an order-sorted signature (the mono-
tonicity and coherence conditions are satisfied). As in the first-order case the
constructors determine the set of constrained sorts S¢ C S: s € S¢ iff there ex-
ists a constructor o € F¢_,  with the result sort s. We call the sorts in S! = §—5¢
loose. The (S, <, F, F°)-sentences are the universal constrained order-sorted sen-
tences of the form (VX)p, where X is finite set of constrained variables, and p is
a formula formed over the atoms by applying Boolean connectives and quantifi-
cations over finite sets of loose variables. The (S, <, F, F'°)-models are the usual
order-sorted (S, <, F')-algebras with the carrier sets for the constrained sorts
consisting of interpretations of terms formed with constructors and elements of
loose sorts, i.e. there exists a set of loose variables Y, and a function f: Y — M
such that for every constrained sort s € S¢ the function f# : (Trc(Y))s — M,
is a surjection, where f# is the unique extension of f to a (S, <, F¢)-morphism.
A signature morphism ¢ : (S, <, F, F'¢) — (51, <y, F1, Ff) is an order-sorted sig-
nature morphism such that the constructors are preserved along the signature
morphisms, no "new” constructors are introduced for ”old” constrained sorts,
and if s <; s! and there exists s’ € §¢ such that s/ = ¢(s”) then there exists
s' € 8¢ such that s§ = ().

Constructor-based Horn order-sorted algebra (CHOSA) is obtained by re-
stricting the sentences of COSA to universal Horn sentences. Its infinitary vari-
ant CHOSA , is obtained by allowing infinitary universal Horn sentences.

We introduce the following institutions for technical reasons.



Ezample 6 (Generalized first-order logic (GFOL)). Tts signatures (S, S¢, F, P)
consist of a first-order signature (S, F, P) and a distinguished set of constrained
sorts S¢ C S. A sort which is not constrained is loose. A generalized first-
order signature morphism between (S, S¢, F, P) and (51,57, F1, P1) is a simple
signature morphism between (S, F, P) and (S1, F1 + T, , P1), i.e. constants can
be mapped to terms. The sentences are the universal constrained first-order
sentences and the models are the usual first-order structures.

Generalized Horn clause logic (GHCL) is the restriction of GFOL to uni-
versal Horn sentences, and GHCL, is extending GHCL by allowing infinitary
universal Horn sentences.

Ezample 7 (Generalized order-sorted algebra (GOSA)). This institution is a
variation of OSA similarly as GFOL is a variation of FOL. Its signatures
distinguish a subset of constrained sorts and the signature morphisms allow
mappings of constants to terms. The sentences are the universal constrained
order-sorted sentences. GHOSA and GHOSA . are defined in the obvious

way.

Entailment systems. A sentence system (Sig,Sen) consists of a category of
signatures Sig and a sentence functor Sen : Sig — Set. An entailment system € =
(Sig, Sen, ) consists of a sentence system (Sig, Sen) and a family of entailment
relations F= {Fx} x¢sig| between sets of sentences with the following properties:

(Anti-monotonicity) E1 bx Es if Es C Fy,

(T?”G,’IISZtZ’UZty) E1 }_E E3 if E1 l_E E2 and E2 l_Z' E3, and

(Umons) E1 }_E E2 U E3 if E1 |_2 E2 and E1 |_2 Eg.

(Translation) E Fx E' implies ¢(E) Fxr p(E') for all ¢ : ¥ — X’

When we allow infinite unions, i.e. £ Fy U, £ if E Fx E; for all i €
J, we call the entailment system infinitary. We say that & = (Sig,Sen,t) is
a weak entailment system (abbreviated WES) when it does not satisfy the
Translation property. The semantic entailment system of an institution Z =
(Sig,Sen,Mod, =) consists of (Sig,Sen, |=). When there is no danger of confu-
sion we may omit the subscript X from Fyx and for every signature morphism
¢ € Sig, we sometimes let ¢ denote the sentence translation Sen(p).

Remark 1. The weak entailment system of an institution is an entailment system
whenever is sound and complete.

Let 7 = (Sig, Sen,Mod, |=) be an institution and M = {M s} s¢|sig| a family
of classes of models, where M5, C Mod(X) for all signatures X' € |Sig|. A WES
& = (Sig,Sen, ) of the institution Z is sound (resp. complete) with respect to M
when E I e implies M = (E =€) 3 (resp. M |= (E = e) implies E  e) for all
sets of sentences E C Sen(X), sentences e € Sen(X) and models M € My. We
say that & is sound (resp. complete) when M = |[Mod(X)| for all signatures X.

We call the WES £ = (Sig,Sen,F) compact whenever: if I' = Ey and
E; C Sen(X) is finite then there exists Iy C I' finite such that I'y - Ey.

3 M = (E = e)iff M = E implies M |= ¢



For each WES & = (Sig,Sen,t) one can easily construct the compact sub-
WES &¢ = (Sig,Sen,t¢) by defining the entailment relation ¢ as follows:
I' ¢ E iff for each Ey C F finite there exists Iy C I” finite such that I'y - Ey.

Remark 2. (Sig,Sen,F¢) is a WES.
Proof. We need to show that £¢ = (Sig, Sen, ) satisfies

1. Anti-monotonicity: assuming Fy C Ey we prove Ey ¢ Es. For any finite set
E!l, C E5 there exists a finite set E{(= E}) C E; such that E] - E) which
implies Fq ¢ Fs.

2. Transitivity: assuming that E; ¢ Fy and Fs F¢ E3 we prove Fq ¢ FEj.
Let E} C FEj finite, since Fy F¢ E5 there exists F) C FEs finite such that
El b Ef. Because E; F Es there is a finite set Ef C Fj such that E] - Eb.
By the Transitivity of £ we obtain E] F E} which implies E; k. Fs.

3. Unions: assuming that £y F¢ FEs and F; F¢ E3 we prove Fy F¢ Es U Ej.
Let E C FE3 U Ej5 finite; there exists finite sets Ef C FEy and Ef C Ej
such that F} U F} = FE; because Ey ¢ Ey and E; ¢ Ej there is finite
sets B/, E” C E; such that E' + E} and E” b Ej, respectively; by Anti-
monotonicity and Transitivity property we have By = E' U E"” b E) and
E{ + E} and by Unions we obtain F{ - E4 U E, = E. Because E was
arbitrary we get Fq F¢ Eq U Ej.

Basic sentences. A set of sentences E C Sen(X) is called basic [8] if there
exists a X-model Mg such that, for all X-models M, M = E iff there exists a
morphism Mg — M.

Lemma 1. Any set of atomic sentences in GHCL and GHOSA is basic.

Proof. In GHCL, for a set E of atomic (5, F, P)-sentences there exists a basic
model Mpg. Actually it is the initial model for E. This is constructed a follows:
on the quotient (Tr)—, of the term model Tr by the congruence generated
by the equational atoms of E, we interpret each relation symbol 7 € P by
(Mg)r ={(t1/=p,--tn/=p) | ©(t1,...,tn) € E}. A similar argument as the
preceding holds for GHOSA too.

Internal logic. The following institutional notions dealing with logical con-
nectives and quantifiers were defined in [16].

Let X be a signature of an institution,

- a Y-sentence —e is a (semantic) negation of the X-sentence e when for every
Y-model M we have M =5 —e iff M Fx e,

- a Y-sentence ej A e is a (semantic) conjunction of the X-sentences e; and
es when for every X-model M we have M =5 e1Aey iff M =5 eq and M 5 e,
and

- a Y-sentence (Vx)e/, where ¥ 2% 5’ € Sig and ¢’ € Sen(X'), is a (semantic)
universal x-quantification of ¢’ when for every X-model M we have M =5 (Vx)e’
iff M’ =5 € for all y-expansions M’ of M.



Very often quantification is considered only for a restricted class of signature
morphisms. For example, quantification in FOL considers only the finitary sig-
nature extensions with constants. For a class D C Sig of signature morphisms, we
say that the institution has universal D-quantifications when for each y : X — X’
in D, each X’-sentence has a universal y-quantification.

Reachable models. Consider two signature morphisms x; : 2 — X7 and
X2 : X — X5 of an institution. A signature morphisms 6 : X; — X5 such that
X1;0 = x2 is called a substitution between x; and xa.

Definition 2. Let D be a broad subcategory of signature morphisms of an insti-
tution. We say that a X-model M is D-reachable if for each span of signature
morphisms X X ¥y X ¥ in D, each X1-expansion My of M T, determines
a substitution 0 : x1 — x such that M [g= M.

Proposition 1. In GHCL, assume that D is the class of signature extensions
with (possibly infinite number of ) constants. A model M is D-reachable iff its
elements are exactly the interpretations of terms.

Proof. For every inclusion X' — Y(Z) in D, where X' = (S, 5¢, F, P) and X (Z) =
(S,5¢, F U Z, P), the X¥(Z)-models can be represented as pairs (4, a), where A
is a Y-model and a : Z — A is a function.

Let X = (S, S, F, P) be a signature and assume a X-model M which is D-
reachable. We prove that Tr — M is surjective, i.e. for every m € M there exists
t € Ty such that My = m. Let m € M, be an arbitrary element of M. Consider
a variable x of sort s and let N be an expansion of M along ¥ — X ({x}) which
interprets the constant symbol z as m. Since M is D-reachable there exists a
substitution 6 : {x} — TF such that M [p= N. Take t = 0(x) and we have
M; = Me(w) = (M r@)m = WNg =M.

For the converse implication let X' = (S, 5¢, F, P) be a signature, X and Y
two disjoint sets of constants with elements which are different from the symbols
in X, and (M, h) a X¥(Y')-model with elements which are interpretation of terms,
i.e. the unique extension h# : Tr(Y) — M of h to a X-morphism is surjective.
Then for every X(X)-model (M, g) there exists a function 6 : X — Tr(Y") such
that 8; h# = g.

h#

Tr(Y) M

9 /
X

We straightforwardly extend 6 to a signature morphism ¢’ : X(X) — X(Y") such
that 0’ is

— equal to # on X, and
— the identity on X.

Note that for any @ € X we have ((M,h) [¢), = h#(0(x)) = g(x) = (M, g).
Hence, (M, h) o= (M, g).



One can replicate the above proposition for GHOSA too. Note that for each
set E of atomic sentences in GHCL or GHOSA, the model Mg defining F as
basic set of sentences is D-reachable, where D is the class of signature extensions
with constants.

Definition 3. We say that a signature morphism ¢ : X — X' is finitary if it is
finitely presented * in the comma category X /Sig ®.

In typical institutions the extensions of signatures with finite number of symbols
are finitary.

Definition 4. Let D¢ and D' be two broad sub-categories of signature mor-
phisms. We say that a X-model M is (D¢, D')-reachable if for every signature
morphism x : X — X' in D¢ and each x-ezpansion M’ of M there exists a sig-
nature morphism ¢ : X — X" in D', a substitution 0 : x — ¢, and a X" -model
M" such that M" 9= M’.

The two notions of reachability, apparently different, are closely related.

Proposition 2. Let D¢, D! and D be three broad sub-categories of signature
morphisms such that D¢, D' C D. A X-model M is (D¢, D')-reachable if there

exists a signature morphism X % X' € D and a p-expansion M’ of M such that

1. M’ is D-reachable, and
2. whether
(a) o € D, or
(b) every signature morphism in D¢ is finitary and ¢ is the vertex of a di-
rected co-limit (0; — )iy of a directed diagram (p; EN ©i)<i)e,<)
in X /Sig, and p; € D' for alli € J.

Proof. The case when ¢ € D! is straightforward. We focus on the second con-
dition. Assume a signature morphism ¥ % ¥; € D¢ and a y-expansion N of
M. Since M’ is D-reachable, there exists a substitution 6 : Y — ¢ such that
M’ o= N. Because Y is finitely presented in the category X/Sig, there exists
i € Jand 6; : x — ; such that 6;;u; = 0. Note that M; = M’ |,, is a
p;-expansion of M such that M; [o,= N.

Note that the above proposition comes in two variants: infinitary and fini-
tary. The infinitary variant corresponds to the first condition (¢ € D') and is
applicable to infinitary institutions, such as GHCL., and GHOSA ., while the

4 An object A in a category C is called finitely presented ([1]) if
- for each directed diagram D : (J,<) — C with co-limit {Di % B}c, and for
each morphism A % B, there exists i € J and A 25 Di such that g;; Wi =g,
- for any two arrows g; and g; as above, there exists ¢ < k,j < k € J such that
95 D(i < k) =g;;D(j <k)=g.
% The objects of X/Sig are signature morphisms X 2 X’ with the source X, and

the arrows between objects ¥ X3 ) and ¥ X3 X, are also signature morphisms
@ X1 — Yo such that x1;¢ = x2.



finitary variant is applicable to GHCL and GHOSA. Throughout this paper
we implicitly assume that in GHCL, GHOSA, GHCL,, and GHOSA,, D
represents the subcategory of signature morphisms which consists of signature
extensions with constants; D¢ represents the subcategory of signature morphisms
which consists of signature extensions with constants of constrained sorts; D!
represents the subcategory of signature morphisms which consists of signature
extensions with constants of loose sorts. In the finitary cases, such as GHCL and
GHOSA, we assume that the signature morphisms in D¢ and D! are finitary.
The following is a corollary of Proposition 2.

Corollary 1. In GHCL and GHCL,,, a X-model M, where X = (S, S¢, F, P),
is (D¢, D')-reachable iff there ervists a set of loose variables Y and a function
f Y — M such that for every constrained sort s € S¢ the function f¥ :
(Tr(Y))s — M, is surjective, where f# is the unique extension of f to a
(S, F, P)-morphism.

Proof. The case of GHCL, is simpler than the case of GHCL. We prove this
corollary only for GHCL.
The implication from right to left is a direct consequence of Proposition 2.

Let ¥ < X(Y) (where ¥ = (S,5¢,F,P) and 2(Y) = (5,8°,F UY,P)) be
the vertex of the directed co-limit ((X & (7)) & (% & X)) vicy finite

of the directed diagram (X & 2(v;)) <% (8 & 2(V))))vicy, o finite- By
Proposition 2, M is (D¢, D')-reachable.

For the converse implication we define the set of (loose) variables Y as follows:
Y, = 0 for all s € S¢ and Y, is a renaming of the elements M, for all s € S' such
that Y; N'Y, whenever s # s’. So, there exists a surjective function f:Y — M
(in this case f is a bijection; but the proof works similarly for GHOSA and in
that case f is surjective only). We prove that for every constraint sort s’ € S¢
and element m € My there exists a term t € Tr(Y) such that f#(t) = m, where
f7 is the unique extension of f to a X-morphism. Let m € M, with s’ € S¢.
Let x be a variable and (M, g) be a X({z})-algebra such that g(x) = m. By
hypothesis there exists a finite set Z of loose variables, a X(Z)-algebra (M, h)
and a substitution @ : {z} — Tr(Z) such that 6; h# = g, where h# is the unique
extension of A to a Y-morphism.

\/
/\

Let ! = 6(x) and t = ¢/(21 < y1,...,2n < Yn), Where /(21 «— y1,..., 2, —
) is the term obtained by substituting the variables y; for z;, and y; € f~1(h(2;)),



for all i € {1,...,n}. Note that f#(t) = My(f(y1),- .., f(yn)) = My(h(z1) -,
h(zn)) = My (h(21), - .., M(z,)) = W#(t') = h#(0(x)) = g(z) = m

One can replicate the above corollary for GHOSA and GHOSA, too
Since the three sub-categories of signature morphisms D, D¢ and D are fixed in
concrete institutions, we will refer to D-reachable model(s) as ground reachable
model(s), and to (D¢, D')-reachable model(s) as reachable model(s) [3].

3 Universal Institutions

Let I = (Sig,Sen,Mod, =) be an institution, D C Sig be a broad subcategory
of signature morphisms, and Sen® be a sub-functor of Sen (i.e. Sen® : Sig — Set
such that Sen®(X) C Sen(X) and ¢(Sen®(X)) C Sen®(X’), for each signature
morphism ¢ : X — X’). We denote by Z* the institution (Sig, Sen®, Mod, ).
We say that 7 is a D-universal institution over Z® [7] when

- (Vx)p € Sen(X) for all signature morphisms ¥ 2 X’ € D and sentences
p € Sen®(X'), and

- any sentence of Z is of the form (Vx)p as above.

The completeness results below comes both in a finite and an infinite variant,
the finite one being obtained by adding (to the hypotheses of the infinite one)
all the finiteness hypotheses marked in the brackets.

The reachable universal weak entailment system (RUWES') developed in this
section consists of four layers: the ”atomic” layer which in abstract settings is
assumed but is developed in concrete examples, the layer of the weak entail-
ment system with implications (IWES), the layer of the generic universal weak
entailment system (GUWES) and the upmost layer of the RUWES of Z. The
soundness and the completeness at each layer is obtained relatively to the sound-
ness and completeness of the layer immediately below.

Reachable universal weak entailment systems (RUWES). Let us as-
sume a D¢-universal institution I = (Sig, Sen, Mod, =) over Iy = (Sig, Sens, Mod,
=) such that I has D'-quantifications for a broad subcategory D! C Sig of sig-
nature morphisms. We define the following properties, i.e. proof rules, for the
WES of 7.

(Case splitting) I' Fx (Vx)p if I' Fx (V)0(p) for all sentences (V)d(p)
such that ¢ € D' and § : x — ¢ is a substitution, where I" C Sen(X) and
(Vx)e1 € Sen(X).

(Substitutivity) (Vx)p Fx (V)0(p), for every sentence (Vx)p € Sen(X) and any
substitution 0 : x — .

In GHCL, assume a set I' of Y-sentences and a Y-sentence (Vz)p such
that = is a constrained variable. In this case, Case splitting says that if for
any term t formed with loose variables and operation symbols from X', we have

S For every term t € (Tr({z1 : S1,---y2m : Sn}))s we denote by M,
M, X, ..., XxMs, — M, the derived operation defined by Mi(ma,...,ms) = a# (t),
where a : {z1 D S81y..y2m : Sn} — M, a(z;) = m; for all i € {1,...,n}, and a is

the unique extension of a to a morphism.
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T (VY)p(x « t) 7, where Y are all (loose) variables which occur in ¢, then
we have proved I' F (Vz)p. In most of the cases the set of terms ¢ formed
with loose variables and operation symbols from a given signature ® is infinite
which implies that the premises of Case splitting are infinite, and thus, the
corresponding entailment system is not compact.

Given a compact WES & = (Sig, Seng, -2) for I, the RUWES of Z consists
of the least WES over &, closed under Substitutivity and Case splitting. This is
the finitary version of the RUWES, and is applicable to GHCL and GHOSA.
Note that the resulting entailment system is not compact (even if & is compact)
since Case splitting is an infinitary rule. The infinitary variant is obtained by
dropping the compactness condition, and by considering the infinitary WES for
Z, and is applicable to GHCL,, and GHOSA ..

Proposition 3. The RUWES of T is sound with respect to all (D¢, D')-reachable
models if the WES of Ty is sound with respect to all (D¢, D')-reachable models.

Proof. We prove that

1. Case splitting is sound with respect to all (D¢, D')-reachable models, i.e.
for every set I' of sentences and any sentence (Vx)p we have:

(M = (I' = (Vp)d(p)), for all (D¢, D')-reachable models M, and all sen-
tences (V)6(p), where § : x — ¢ is a substitution and ¢ € D') implies
(M = (I = (Vx)p) for all (D¢, D!)-reachable models M).

Let I" be a set of X-sentences and (Vy)p a Z-sentence, where (X % X') € D¢
, and assume that for every (D¢, D!)-reachable model M we have M |=
(I' = (Vp)B(p)), for all substitutions 6 : y — ¢ with ¢ € D'. Let M be a
(D¢, D')-reachable X-model and let M’ be an y-expansion of M. Since M is
(D¢, D')-reachable there exists a signature morphism (¢ : ¥ — X)) € D! a
substitution 6 : Y — ¢, and an g-expansion M" of M such that M" [4= M’.
We have M" |= 6(p) and by the satisfaction condition M’ = p.

2. Substitutivity is sound with respect to all models (in particular to all (D¢, D!)-
reachable models), i.e. for any sentence (Vx)p we have (Vx)p E (Vo)0(p),
where 6 : x — ( is any substitution. Let M be a X-model such that
M = (Vx)p. Assume a substitution 6 : x — ¢ and let My be any ¢-expansion
of M. Because M [g is a x-expansion of M (since (M [9) [y= M2 [,) which
by hypothesis satisfies (Vx)p, we have Ms [¢F= p. By the satisfaction condi-
tion, we obtain that My = 6(p). Since My was an arbitrary expansion of M,
we have thus proved M = (V)6(p).

Since &, Case splitting and Substitutivity are sound with respect to all
(D¢, D')-reachable models, the least WES over Z, closed under Case splitting
and Substitutivity (which is the RUWES of 7) is also sound with respect to all
(D¢, D!)-reachable models.

Note that Case splitting is sound with respect to all (D¢, D')-reachable mod-

els while Substitutivity is sound to all models.
" p(x «+ t) is the formula obtained from p by substituting ¢ for x.

8 We consider terms modulo renaming variables.
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Theorem 1 (Reachable universal completeness). The RUWES of T is
complete with respect to all (D¢, D')-reachable models if

1. the WES of T, is complete with respect to all (D¢, D')-reachable models (and
compact), and

2. for each set of sentences E C Seng(X) and each sentence e € Seny(X), we
have E = e iff M = (E = ¢) for all (D¢, D')-reachable models M.

Proof. Assume that for all (D¢, D!)-reachable models M we have M = I’ =
(Vx)e/, where (X 5 57) € D¢. We want I" - (Vx)e/. Suppose towards a contra-
diction that I"' ¥ (Vx)e'. Then there exists a signature morphism ¢ : ¥ — X" in
D! and a substitution @ : y — ¢ such that I' ¥ (Vp)8(e').

We define the set of X-sentences I = {p € Sena(X) | I' F p}.

We show that Iy ¥2? (Vp)f(e'). Assume that Ih F2 (Vp)f(e'). For the in-
finitary case take I'" = Iy. For the finitary case, since the WES of Zy is com-
pact, there exists a finite I" C Ib such that I 2 (Vg)6(e’) which implies
I'"F (Vp)O(e'). Since I' = p for all p € I'" we have I' - I'". Hence, I' F (Vp)e’
which is a contradiction with our assumption.

We have I ¥2 (V)0(e'), and by completeness of Zy we obtain I = (Vip)0(e').
There exists a (D¢, D!)-reachable model such that M |= I'y and M [~ (V)8(e').
Note that M [~ (V)0(e') implies M [~ (Vx)e'. If we have proved that M = I
we have reached a contradiction with I" |= (Vx)e'.

Let (Vx1)e; € I', where (£ X3 ) € D¢, and let N be any x;-expansion of
M. Since M is (D¢, D')-reachable there exists a signature morphism ¢; : X —
X' in D!, a substitution 9 : x; — @1, and @-expansion N’ of M such that
N’ 9= N. By Substitutivity (V1) (e1) € I'» which implies M = (V1)1(eq).
Since N’ is p1-expansion of M we have N’ |= ¢(e;1) and by satisfaction condition
N’ [y=N E ey

Generic universal weak entailment systems (GUWES). Let us assume
a D'-universal institution I = (Sig,Sen,Mod, =) over I, with Sen; the sub-
functor of Sen. We define the following property, for the WES of Z.
(Generalization) I' b5 (Vp)e' iff o(I') Fx/ €, for every set I' C Sen(X) and
any sentence (Vp)e' € Sen(X), where ¢ : X — X',

Given a compact WES &; = (Sig, Seny, ) for Z;, the GUWES of Z consists
of the least WES over &1, closed under Substitutivity and Generalization. This
is the finitary version of the GUWES, and is applicable to the restriction of
GHCL and GHOSA to the sentences quantified over finite sets of variables
of loose sorts. Its infinitary variant is obtained by dropping the compactness
condition, and by considering the infinitary WES of 7; it is applicable to the
restriction of GHCL,, and GHOSA ., to the sentences quantified over sets
(possible infinite) of loose variables.

Proposition 4. The GUWES of T is sound whenever the WES of Z7 is sound.

Proof. Note that Generalization is sound with respect to all models, i.e. for
every set I' of Y-sentences and each X-sentence (Vip)e' (where ¢ : X — X') we
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have I' = (Vo)e' iff p(I") |= €'. Since Substitutivity (see the proof of Proposition
3) and &; are also sound, the least WES over & closed under Substitutivity and
Generalization (which is the GUWES of 7) is also sound.

Theorem 2 (Generic universal completeness). Let D be a broad subcate-
gory of signature morphisms such that D' C D. Assume that

1. the WES of I, is complete (and compact), and
2. for each set of sentences E C Seny(X) and each sentence e € Seny(X), we
have E Ex e iff M Ex (E = e) for all D-reachable models M.

Then we have

1. the GUWES of T is complete (and compact), and
2. I s (VYo)e, where (¥ 5 X' € D', iff M =5 (o(I') = ¢') for all
D-reachable models M’.

Proof. 1. Assume that I’ 5 (Vp)e' where (¢ : ¥ — X') € D. We want to
show that I' Fx (Vp)e'. Suppose towards a contradiction that I' /5 (Ve)e'.
We define the set of X’/-sentences I'Y = {p’ € Seni(X')|I" b5 (Vp)p'}.
Suppose I'Y 1, €’. For the infinitary case we take I” = I'Y. For the finitary
case, since the WES of 7 is compact, there exists a finite I’ C I'Y such
that I'" F! €. By Generalization o(I') s p for all p’ € I'', which implies
o(I) ks I'. Since I'Y FL,, ¢ implies I'Y s €/, we obtain ¢(I") s e’ and
again by Generalization I' b5 (Vp)e', which contradicts our assumption.
Hence, I'f /%, €.

By completeness of Z; I'Y [~ €'. There exists a D-reachable model M such
that M |= I'Y but M [~ ¢’. This implies M [}~ (Vp)e'. If we proved that
M |, I' we reached a contradiction with I' |= (Vg)e’. We will therefore
focus on proving that M [, }= T

Let (Vip1)er € I', where (1 : X — X1) € D, and let N be any ¢-expansion
of M [,. We have to show that IV = e;1. Since M is D-reachable there exists
a substitution 6 : ¢1 — ¢ such that M [p= N. By Substitutivity we obtain
't (V)0(eqr) which implies f(ey) € I'Y. Since M = I'Y we have M = 6(p)
and by the satisfaction condition M [s= N |= e;.

For the compactness of the GUWES of 7 consider the compact sub-WES
E¢ = (Sig, Sen,°) of & = (Sig,Sen,F). It contains & because &; is com-
pact. Note that £¢ satisfies Substitutivity. If we proved that £¢ satisfies
Generalization then because £ is the least WES over & satisfying the rules
of Substitutivity and Generalization we obtain £¢ = £.

If I' B¢ (Vyp)e’ then there exists I’ C I' finite such that IV + (Vp)e'. By
Generalization ¢(I'") b €’ which means ¢(I") F¢ ¢’. Now if o(I") F¢ ¢’ then
there is IV C I' finite such that ¢(I")  €’. Using the Generalization again
we get I+ (Vp)e’ which means I" ¢ (Vp)e'.

2. The non-trivial implication is from right to left. Assume that I" 5 (Vp)e/,
where (¢ : X — X’) € D!, then by soundness of the WES of Z we have
I' ¥ (Vo)e'. Using the first part of the proof we get a D-reachable X’-model
M such that M = ¢(I') and M [~ €. Therefore there exists a D-reachable
model M such that M £~ o(I') = €'

13



We have proved that the GUWES of 7 is complete which implies that it
is complete with respect to all (D¢, D!)-models, for any subcategory D¢ C D
of signature morphisms. Therefore, the first condition of Theorem 1 is fulfilled.
The following remark addresses the second condition of Theorem 1.

Remark 3. Under the assumption of Theorem 2, for any subcategory D¢ C D
of signature morphisms, we have I' =5 (Vp)e' iff M =5 (I' = (Vp)e') for all
(D¢, D!)-reachable models M.

Proof. The non-trivial implication is from right to left. Assume that M Ex I" =
(Ve)e' for all (D¢, D')-reachable Y-models M. Note that for each D-reachable
Y’'-model M’, the model M’ [, is (D¢, D!)-reachable which implies M’ [, x5
(I' = (Vp)e') for all D-reachable X’'-models M’ and by Theorem 2 we obtain
I Ex (V).

Weak entailment systems with implications (IWES). Assume an insti-
tution Z = (Sig, Sen,Mod, |=), a sub-functor Seng : Sig — Set of Sen such
that

- (ANH = C) € Sen(X), for all (finite) sets of sentences H C Seng(X) and
any sentence C € Seny(X), and

- any sentence in 7 is of the form (A H = C) as above.

We denote the institution (Sig, Seng, Mod, =) by Zy. We define the following
proof rules for the IWES of 7.

(Implications) I' -5 (NH = C) iff TUH b5 C, for every set I' C Sen(X) and
any sentence A H = C € Sen(X) .

Given a compact WES & = (Sig, Seng, F°) for Zy, the IWES of Z consists
of the least WES over &, closed under the rules of Implications. This is the
finitary version of the IWES for Z, and is applicable to the restriction of GHCL
and GHOSA to the sentences formed without quantifiers. Its infinitary variant
is obtained by dropping the compactness condition and by considering the infini-
tary WES for Z; it is applicable to the restriction of GHCL,, and GHOSA
to the quantifier-free sentences.

Proposition 5. [7] Let us assume that

1. the WES of Iy is sound, complete (and compact),

2. every set of sentences in Iy is basic, and

3. there exits a broad subcategory D C Sig such that for each set B C Seng(X)
there is a D-reachable model Mp defining B as basic set of sentences.

Then we have

1. the IWES of T is sound, complete (and compact), and
2. El=eiff M = (E = e) for all D-reachable models M.

Atomic weak entailment systems (AWES). In order to develop concrete

sound and complete universal WES we need to define sound and complete WES
for the ”"atomic” layer of each institution.
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Proposition 6. [7] Let GHCLy be the restriction of GHCL to the atomic sen-
tences. The WES of GHCL( generated by the rules below is sound, complete and
compact.

(Reflexivity) O+t = ¢, where t is a term.

(Symmetry) t =t' -t =t , where t,t are terms.

(Transitivity) {t =t',t' =t"} -t =1t", where t,t',t" are terms.

(Congruence) {t; =t}|]1 <i<n}to(ty,...tn) = o(ty,...,t),), where t;,t; € Tp
are terms and o is an operation symbol.

(PCongruence) {t; = t}|]1 < i < n}U{n(t1,....,tn)} F w(t},....t,,), where t;,t;
are terms and 7 s a predicate symbol.

One can define a sound, complete and compact AWES for the atomic part of
GHOSA by considering all the proof rules from Proposition 6, except the last
one which deals with predicates. The following is a corollary of Theorem 1.

Corollary 2. [Completeness of the GHCL] The RUWES of GHCL generated
by the rules of Case splitting, Substitutivity, Generalization, Implications,
Reflexivity, Symmetry, Transitivity, Congruence and PCongruence is so-
und and complete with respect to all reachable models.

4 Borrowing Completeness

Let 7' = (Sig’,Sen’,Mod', =) and Z = (Sig, Sen,Mod, =) be two institutions.
An institution morphism (¢, a, ) : ' — T consists of

- a functor ¢ : Sig’ — Sig, and

- two natural transformations « : ¢;Sen = Sen’ and § : Mod' = ¢°P; Mod
such that the following satisfaction condition for institution morphisms holds:
M' E's asi(e) iff Bg(M') g e, for every signature X' € Sig’, each X'-
model M’, and any ¢(X’)-sentence e.

Definition 5. We say that a WES £ = (Sig,Sen,t) of an institution T =
(Sig, Sen,Mod, |=) is §2-complete, where §2 = (£25) seisig| s a family of sets of
sentences (25 C P(Sen(X)) for all signatures ) iff I' =5 E implies I' bx E
forall I" € 25.

Remark 4. Let (¢,o,8) : T/ — T be an institution morphism (where I’ =
(Sig’,Sen’,Mod', =") and T = (Sig, Sen,Mod, =)). Every WES & = (Sig, Sen, I-)
for T generates freely a WES &' = (Sig’,Sen’,F') for Z’, where £’ is the least
WES closed under the rules ax/(I') Fy, as/(F), where X’ is a signature in Z'
and I' 45y E is a deduction in &.

Theorem 3. Consider

1. an institution morphism (¢, «, B) : ' — I (where ' = (Sig’,Sen’,Mod', =)
and T = (Sig, Sen,Mod, |=) ) such that as is surjective for all X' € |Sig'|,

2. a class of models M = (Mx)sesig) (in T) such that Bx/(|Mod' (X")]) C
My sy for all signatures X' € [Sig|, and
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3. a WES & = (Sig,Sen,t) for T which is sound and complete with respect to
M.

Then the entailment system £ = (Sig’,Sen’,F') of ' determined by £ is sound
and 2-complete, where for every signature X' € |Sig’| we have I'" € Qs iff I' =
ag,l(F’) has the following property: M =y I' implies M € B (|[Mod' (X)),
Jor any M € Mgysn.

Proof. Since as is surjective, for all signatures X’ € [Sig’|, &' = (Sig’, Sen’,F’)
with Fy, = axi(F4(sn), for all signatures X' € [Sig’|, is the WES of 7 deter-
mined by the institution morphism (¢, «, 3).

1. Suppose that I'' s, E’ and let M’ be a X’-model such that M’ = I".
By the definition of £ there exists I" kg5 E such that ax/(I") = I and
ax/(E) = E'. By the satisfaction condition for the institution morphisms we
have Bx/(M') gz I'. Since £ is sound with respect to M we have M =45
(I' = E) for all models M € Mgy(sr). Because Bs/(M') € My(sry we have that
B (M') Eyzy (I' = E) which implies Bx/(M') =4 (x/) E. By the satisfaction
condition for institution morphisms we get M’ =%, ax/(E). Hence M’ k., E'.

2. Assume I =5 E', where I" € 2, and let I' = a5, (I'") and E = a5 (E').
Note that M |= (I' = E) for all M € Mx. Indeed for any M € M5 we have:
M g4z I implies M € Bs/(|Mod' (X)]); so, there exists a X’'-model M’
such that Bx:/(M') = M and by satisfaction condition for institution morphisms
M' ' I'" which implies M’ ' E’; applying again satisfaction condition we
obtain M | E. Since Z is complete with respect to M we have I' - E which
implies I" ' E'.

In order to develop sound and complete WES for the constructor-based in-
stitutions we need to set the parameters of Theorem 3. We define the institution
morphism Apgcr = (¢, a, 5) : CHCL — GHCL such that

1. the functor ¢ maps
- every CHCL signature (S, F, F°, P) to a GHCL signature (S, S° F, P),
where S€ is the set of constrained sorts determined by F¢; and
- every CHCL signature morphism (p*°"t, ©°P, P74 to the GHCL signa-
ture morphism (%", P, Pred);

2. « is the identity natural transformation (recall that Sen(S,F, F¢, P) =
Sen(S, S¢, F, P), where S¢ is a the set of constrained sorts determined by
the constructors in F¢), for every CHCL signature (S, F, F'¢, P) we have
a(s,F,Fe P) = lsen(s,F.Fe P);

3. [ is the inclusion natural transformation (note that every (S, F, F¢, P)-model
M is also a (S, S¢, F, P)-model; indeed if there exists a set of loose variables
Y and a function f : Y — M such that for every constrained sort s € S°¢
the function f# : (Tr:(Y))s — M, is a surjection, where f# is the unique
extension of f to a (S, F°, P)-morphism, then for every constrained sort
s € S¢ the function f, : (Tr(Y))s — M, is a surjection too, where f is the
unique extension of f to a (5, F, P)-morphism), for every CHCL signature
(S, F, F¢, P) the functor B(g e p) : Mod(S, F, F¢, P) — Mod(S, S, F, P)

16



is defined by B(s,,re, p)(M) = M for all models M € [Mod(S, F, F'°, P)| and
B(s,F,re,py(h) = h for all morphism h € Mod(S, F, F°, P).

Remark 5. A (S, 5S¢, F, P)-model M in GHCL is reachable iff there exists a set
of loose variables Y and a function f : Y — M such that for every constrained
sort s € S¢ the function f# : (Tpeons (Y))s — My is surjective, where F°"* is the
set operations with constrained resulting sorts, and f# is the unique extension
of f to a (S, F<°™  P)-morphism.

Definition 6. A basic specification (X, I") in CHCL is sufficient complete,
where X = (S, F, F°, P), if for every term t formed with operation symbols from
Feons (the set of operations with constrained resulting sorts) and loose variables

from Y there exists a term t' formed with constructors and loose variables from
Y such that I' b (g gc g py (YY)t =t" in GHCL.

Since = (s, ¢, r,p)CF(s,5¢,F,p) for all GHCL-signatures (S, S¢, F, P) (see Corol-
lary 2 for the definition of (g ge p p)), the condition I' k(g gc g py (YY)t =t in
Definition 6 is more general than if we assumed I' |=(g g, p,p) (VY)t = 1.

The following is a corollary of Theorem 3.

Corollary 3. The entailment system of CHCL generated by the proof rules for
GHCL is sound and 2-complete, where I' € (g g pe py iff (S, S F,P),I") is
a sufficient complete CHCL-specification.

Proof. We set the parameters of Theorem 3. The institution Z’ is CHCL and
the institution Z is GHCL. The institution morphism is Agcr and the en-
tailment system £ of GHCL is the least entailment system closed under the
rules enumerated in Corollary 2. M is the class of all reachable models. We
need to prove that for every sufficient complete specification ((S, F, F¢, P),I")
and any reachable (S5, 5S¢, F, P)-model M (where S¢ is the set constrained sorts
determined by F¢) we have: M |= I" implies M € |[Mod(S, F, F¢, P)|. Because
M is reachable by Remark 5 there exists a set Y of loose variables and a func-
tion f : Y — M such that for every constrained sort s € S¢ the function
f# i (Tpeons(Y))s — My is a surjection, where f# is the unique extension of f
to a (S, F¢°™s, P)-morphism. Because ((S, F, F’°, P), I') is sufficient complete, for
every constrained sort s € S¢ the function f, : (Tre(Y))s — M, is a surjection
too, where f is the unique extension of f to a (S, F¢, P)-morphism.

Similar results as Corollary 3 can be formulated for GHOSA, GHCL,,
and GHOSA ..

In general, the proof rules given here for the constructor-based institutions
are not complete. Consider the signature (S, F, F¢, P) in CHCL, where S = {s},
F_ ., ={a,b}, F* = {a} and P = (. It is easy to notice that = a = b but there
is no way to prove 0 - a = b.

Assume that S = Nata F nat = {O}a Fnat—Nat = {3}7 FNatNat—Nat = {+};
F not = {0}, Fiuionae = {s} and P = (). Consider the following equations
p1 = (Vz: Nat)x + 0 = xand p; = (Vo : Nat)(Vz' : Nat)x + (sz') = s(z +
x’). Then ((S, S, F),{p1,p2}) is a sufficient complete specification. Intuitively,

17



if I' € Sen(S, F, F¢, P) specify that non-constructor operators are inductively
defined with respect to the constructors then ((S,F,F¢, P),I") is a sufficient
complete specification.

Structural Induction. In the constructor-based institutions presented here
the carrier sets of the models consist of interpretations of terms formed with
constructors and elements of loose sort. Thus, Case Splitting can be rephrased
as follows:

(Case Splitting) I' = (Vx)p if I' = (VY )p(z « t) for all terms ¢ formed with
constructors and variables of sort loose, where I is a set of sentences, and (Va)p
a sentence such that x is a constrained variable.

In order to prove the premises of Case splitting, in many cases, we use
induction on the structure of terms. For any ¢ formed with constructors in F*¢
and loose variables we have
(Structural induction) I' (g g ey (VV)p(z ) if

1. (Induction base) for all cons € F¢,,, I' (g g pey p(x « cons),

2. (Induction step) forallo € F¢ . ., I'U{p(x —2') | 2’ € X} F(s ruc,re)
p(x —o(c1,...,¢n)), where
-C={c1,...,¢,} is a set of new variables such that ¢; has the sort s;, for
alli e {1,...,n}, and
- X C C is the set of variables with the sort s.

where V are all (loose) variables in t.

5 Conclusions and Future Work

We define the infinitary rules of C'ase splitting and show that the WES of CHCL
is sound and complete with respect to all sufficient complete specifications. We
define the rules of Structural induction to deal with the infinitary premises of
Case spliting but the infinitary rules can not be replaced with the finitary ones
in order to obtain a complete and compact WES because the class of sentences
true of a class of models for a given constructor-based specification is not in
general recursively enumerable. Goédel’s famous incompleteness theorem show
that this holds even for the specification of natural numbers.

Due the abstract definition of reachable model given here, one can easily
define a constructor-based institution on top of some base institution by defining
the constructor-based signatures as signature morphisms in the base institution.
This construction may be useful when lifting the interpolation and amalgamation
properties (necessary for modularization) from the base institution.

The area of applications provided by the general framework of the present
work is much wider. For example we may consider partial algebras [5] , preorder
algebras [9], or variations of these institutions, such as order-sorted algebra with
transitions. The present work is much general than [7]. If D¢ is the broad sub-
category consisting of identity morphisms then all models are constrained and
we may obtain the result in [7] concerning Horn institutions. It is to investigate
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the applicability of Theorem 1 to GFOL by adapting the completeness of first-
order institutions developed in [11]. Then it is straightforward to construct an
institution morphism CFOL — GFOL and obtain an entailment system sound

and complete (relatively to a family of sufficient complete basic specifications)
for CFOL.
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