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Research on dependable group communication middleware for
self-organizing groups of distributed mobile robots.
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The main results of the research project are as follows;

— We have designed and developed a mobility platform to avoid collisions between robots
moving independently.

— We have identified several coordination problems for robot self-organization and
proposed robust algorithms to solve them.

— We have found several impossibility results and proposed for the first time to use
randomized algorithms for robot cooperation in the presence of faulty robots (crash and
Byzantine).
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More and more projected
involve autonomous mobile robots that
common goal. For
intelligent

cooperate

toward a
instance, search and rescue,
transport, or unmanned space exploitation
all require several autonomous nodes to
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act as a coherent group.

Bringing and keeping the cohesion of a

group 1is

however not an

easy task,

especially when this must be done reliably,
even in the face of unexpected events such
as node failures. Consequently, this leads

to two important design goals:

(1) the



control of the group should be fully
decentralized, since a central control
unit would represent a single point of
failure for the entire system, and (2) the
system should rely on provably correct
algorithms, because it must guarantee
proper operation even in the face of
unexpected events.

2. OB

The objective of the research is to provide
a sound basis for cooperation by
establishing a link between research on
fault-tolerant distributed algorithms and
the development of multiple robot systems.
The research forms the basis for building
a fault—tolerant middleware framework for
cooperative mobile robots
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We have addressed the problem from two
different angles

(1)

On the theoretical side, we have studied
the fundamental principles of
self-organization in distributed robot
systems. One of the main concerns is to
ensure self-organization using provably
correct algorithms, while relying on a
minimal set of assumptions. For instance,
robots may not initially have a common
positioning system.

(2)

On a more practical side, we have
developed network protocols to handle the
movement of multiple robots while
preventing collisions. The approach was to
rely on ad hoc networking combined with
adaptation of various techniques such as
mutual exclusion, state—machine
replication, failure detection, and
deadlock avoidance techniques.
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During this research project, we have had
very positive results and made several
important contributions

(1)

We have made several contributions to
self-organizing and self-stabilizing
distributed algorithms for mobile robots
This includes an extensive study of the
basic coordination problem known as
gathering. We have shown how to solve the
problem even in the face of unreliable
sensors (both with fluctuating and fixed
but inconsistent compasses). We have also
provided solutions to the problem in the
face of faulty robots or even malicious
robots.

(2)

We have addressed the problem of dynamic
coordination by looking at the flocking
problem. We have studied the problem in the
presence of faulty robots. One of the
proposed solutions solves the problem even
if some of the robots face arbitrary
corruptions of their memory.

(3)

From a more practical viewpoint, we have
developed algorithms and a platform to
prevent collisions between robots. We have
proposed mainly two algorithms. One is for
indoor operations and provides a high
degree of fault—tolerance. The second,
less robots, is however very scalable and
adapted for outdoor operations and ad hoc
networking. We have also developed a
prototype using real robots

(4)

We have also made several secondary but
useful contributions on other important
protocols, such as leader election
consensus, and scheduling. All of these
are fundamental parts of a middleware for
robots. We have also extended a network
simulator with the ability to simulate
communicating mobile robots
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