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Abstract

In this thesis, we investigate modal logics semantically by using both algebraic seman-
tics and general Kripke type semantics. We will discuss several topics on modal logic.
Though the topic varies, there is a unique underlying motif through the whole thesis, i.e.
the duality between algebras and frames.

Kripke type semantics for modal logics has made a great success in these years. This
is mainly due to the fact that Kripke type semantics o�ers us intuitively comprehensible
and easily manageable, mathematical models for modal logics. On the other hand, while
algebraic structures lack these properties, they have one quite important merit which
Kripke type semantics lacks. That is, every modal logic is complete with respect to
algebraic semantics.

To supplement this defect, Kripke type semantics based on general Kripke frames was
introduced. This semantics bridges between original Kripke type semantics and algebraic
semantics. In fact, by the Stone duality, we have a nice correspondence between general
Kripke frames and algebras. Through this duality, it becomes possible to get important
results on general Kripke frames from results on the corresponding class of algebras, which
are obtained by using the fruits of universal algebra.

The �rst topic of our thesis is pseudo-Euclidean logics. For �xed non-negative integers
m and n, let Ek be the logic which is obtained from the smallest normal (classical) modal
logic K by adding the axiom 3k� ! 2m3n�, where k � 0. We will give a complete
answer to the question when Ek � Ek0 holds.

Second, we discuss intuitionistic modal logics. For Kripke type semantics, we discuss
�nite model property of intuitionistic modal logics by �ltration method . For algebraic
semantics, we have succeeded to give a description of subdirectly irreducible algebras for
various kinds of modal Heyting algebras. By using the duality theory, this result can be
translated into a result on a description of irreducible (�nite) Kripke frames.

Finally, we introduce a new type of products of modal logics, called normal products.
Normal products resemble products familiar to researcher of measure theory and topology,
and are de�ned as a generalization of products of algebras of sets. Our products of modal
logics can be de�ned either by means of normal products of general frames, or by means
of normal products of modal algebras. Since our notion of products is based highly on the
duality theory, it has such a nice property as follows; the product of two general frames is
isomorphic to the dual of the product of the corresponding dual algebras. This brought us
a desired e�ect that the de�nition of the normal product of modal logics L1 and L2 is not
a�ected by the choice of classes of general frames (or, modal algebras) which determine
L1 and L2. Note that this is not the case for usual products of modal logics.

The notion of normal products is quite natural from the view point of duality theory.
Therefore this enables us to extend the notion of products to other logics like intuitionistic
modal logics.
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Chapter 1

Introduction

Our aim in this thesis is to develop a semantical study of modal logic, using both al-
gebraic semantics and general Kripke type semantics. We will discuss several topics on
modal logic, including pseudo-Euclidean logics (Chapters 3), intuitionistic modal logics
(Chapters 4 and 5) and a new type of products of modal logics, called normal products
(Chapter 6 and 7). Though the topic varies in every chapter, there is a unique underlying
motif through the whole thesis, i.e. the duality between algebras and frames.

Kripke type semantics for modal logics has made a great success in these years. This
is mainly due to the fact that Kripke type semantics o�ers us intuitively comprehensible
and easily manageable, mathematical models for modal logics. On the other hand, while
algebraic structures lack these properties, they have one quite important merit which
Kripke type semantics lacks. That is, every modal logic is complete with respect to
algebraic semantics.

To supplement this defect, Kripke type semantics based on general Kripke frames was
introduced. This semantics bridges between original Kripke type semantics and algebraic
semantics. In fact, by the Stone duality, we have a nice correspondence between general
Kripke frames and algebras. Through this duality, it becomes possible to get important
results on general Kripke frames from results on the corresponding class of algebras, which
are obtained by using the fruits of universal algebra.

For instance, we have succeeded to give a description of subdirectly irreducible algebras
for various kinds of modal Heyting algebras, in Chapter 5. By using the duality theory,
this result can be translated into a result on a description of irreducible (�nite) Kripke
frames.

Also, we introduce a new type of products of modal logics in Chapter 6. Since our
notion of products, i.e. normal products, is based highly on the duality theory, it has such
a nice property as follows; the product of two general frames is isomorphic to the dual
of the product of the corresponding dual algebras. In other words, the notion of normal
products is quite natural from the view point of duality theory. This enables us to extend
the notion of products to other logics, like superintuitionistic logics and intuitionistic
modal logics, and obtain similar results about them (see Chapter 7).

The dependencies among chapters are given by the following diagram:
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Chapter 2

Chapter 3 Chapter 4 Chapter 5 Chapter 6

Chapter 7

The organization of the thesis is as follows:
In Chapter 2, we will introduce basic idea of algebraic and Kripke-type semantics for

intuitionistic modal logics, and general frame for intuitionistic modal logics.

In Chapter 3, we will consider pseudo-Euclidean logics Let Ek be the logic which
is obtained from the smallest normal (classical) modal logic K by adding the axiom
3k�! 2m3n�, where k � 0 for �xed non-negative integers m and n. Since each axiom
3k�! 2m3n� is a Sahlqvist formula, we can show that the logic Ek is Kripke complete
for each k. A binary relation R on a set W is k-pseudo-Euclidean if for any x; y; z 2 W ,
xRky and xRmz imply zRny. Note that when m = n = 1, 1-pseudo-Euclidean relations
are equal to usual Euclidean relations. Let PEk be the class of all Kripke frames of the
form (W;R), where R is a k-pseudo-Euclidean relation on W . Then, it is easy to see that
Ek is Kripke complete with respect to PEk and that Ek � Ek0 if and only if PEk � PEk0.
Here, we identify the axiom system Ek with the set of all formulas provable in Ek. We
will give a complete answer to the question when Ek � Ek0 holds.

Modal logics based on classical logic Cl have been thoroughly investigated. Classical
logic, however, is sometimes considered to be too strong from a view point of computer
science or constructive mathematics. This is a motivation for studying intuitionistic modal
logics, i.e., modal logics based on intuitionistic logic Int. In intuitionistic modal logics
the necessity operator 2 and the possibility operator 3 are not necessarily considered to
be dual. In other words, we do not always assume that 2p $ :3:p and 3p $ :2:p
hold. This provides more possibilities for introducing various kinds of intuitionistic modal
logics (see e.g. [34]).

Indeed, several intuitionistic modal analogues of the classical normal modal logic K
have been considered. One example is the logic IntK2 with one modal operator 2 which
is axiomatized by adding to Int the axioms

2(p ^ q)$ (2p ^ 2q) and 2>;
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and the congruence rule for 2 (i.e., `L  $ ' = `L 2 $ 2'). Another is the logic
IntK3 with one modal operator 3 which is axiomatized by adding to Int the axioms

3(p _ q)$ (3p _3q) and :3?;

and the congruence rule for 3 (i.e., `L  $ ' = `L 3 $ 3'). Also, the logic IntK23,
the smallest logic containing both IntK2 and IntK3, having independent modalities 2
and 3 and congruence rules for both of them have been considered ([26]). Yet another
important example is the logic FS, introduced by Fischer Servi ([7],[8]), which is an
extension of IntK23 obtained from IntK23 by adding

3(p! q)! (2p! 3q) and (3p! 2q)! 2(p! q);

as an axiom. This expresses a weak connection between 2 and 3.

In Chapter 4, we will consider two method for completeness on Kripke type seman-
tics. One of them is the method of canonical models, and the other is �ltration method .
In particular, we will show some logic enjoys the �nite model property by using �ltra-
tion method. Although the �ltration method for classical modal logics has been studied
comprehensively, the method is not applied to intuitionistic modal logics yet.

In Chapter 5, we will give a uniform description of subdirectly irreducible algebras for
various classes of (multi-)modal Heyting algebras (Theorem 5.3.2 and Corollary 5.3.3),
which answers the problem posed in [30] (Proposition 5.3.4).

In recent years, products of modal logics have been studied intensively mainly by D.
Gabbay and V. Shehtman. These products, �rst introduced by Shehtman in [24], have
been de�ned through products of Kripke frames. Shehtman's product of modal logics L1

and L2 is the modal logic determined by the class of Kripke frames F � G such that F
and G validate L1 and L2, respectively.

In Chapter 6, we will propose a new notion of products of modal logics, which we
will call a normal product. Normal products resemble products familiar to researcher of
measure theory and topology, and are de�ned as a generalization of products of algebras
of sets (see x 6.2). Our products of modal logics can be de�ned either by means of normal
products of general frames, or by means of normal products of modal algebras. It enables
us to develop a duality theory between these two, as shown in x 6.3. This brought us a
desired e�ect that the de�nition of the normal product of modal logics L1 and L2 is not
a�ected by the choice of classes of general frames (or, modal algebras) which determine
L1 and L2. Note that this is not the case for usual products of modal logics, as pointed
out in [21]. We also show some important transfer results, including the transfer of the
�nite model property.

In Chapter 7, we will apply normal products to in�nitely many products and products
of intuitionistic modal logics. Although in in�nitely many products we assume that logics
are extensions of D and in shifted products of intuitionistic modal logics we doesn't shift
implications, our argument in this chapter goes in parallel with that in Chapter 6.

3



Chapter 2

Preliminaries

Classical modal logics are the classical logic with some axioms and rules for modal oper-
ators. When a modal logic has a single modal operator 2 (or 3), it is called mono modal
logic. Usually, 3 is considered to be equal to :2: in any classical modal logic, where :
denotes the negation. In this thesis, in addition to classical modal logics we will study not
only intuitionistic modal logics, i.e. modal logics based on the intuitionistic logic (and its
extensions), but also multi modal logics (in Chapter 6).

For the brevity's sake, we will be mainly concerned with intuitionistic modal logics
and semantics for them. For general information on classical modal logics, see e.g. [11],
[13], [19], [34], [5].

2.1 Modal logics

Let L23 be the language of propositional modal logics with countably many propositional
variables, p; q; r; : : : and the connectives ^;_;!;?;2;3. Let Form(L23) be the set of
all formulas of L23. Formulas :� and > are de�ned as the abbreviation of � ! ? and
? ! ?, respectively.

The basic classical modal logic is K. In this thesis, we will sometimes identify a logical
system L with the set of all theorems of L. Thus, K can be de�ned as follows.

De�nition 2.1.1 The modal propositional logic K is the least set of formulas of L23
which contains axioms from (1) to (3), and is closed under the rules of inference from (a)
to (c).

(1) all theorems of the classical logic Cl, i.e. the logic which is axiomatized by the
following axioms;

(i) p! (q ! p),

(ii) (p! (q ! r))! ((p! q)! (p! r)),

(iii) (p ^ q)! p,

(iv) (p ^ q)! q,

(v) (r ! p)! ((r! q)! (r! (p ^ q))),

(vi) p! (p _ q),

(vii) q ! (p _ q),
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(viii) (p! r)! ((q ! r)! (p _ q)! r),

(ix) ? ! p,

(x) p _ :p,

(2) 2(p! q)! (2p! 2q),

(3) :3:p$ 2p,

(a) modus ponens
` �! � ` �

` �
(MP);

(b) substitution (Sub),

(c) rule of necessitation
` �

` 2�
(RN):

On the other hand, the intuitionistic version of K, there will be some possibilities of
de�ning since it is not necessary to de�ne 3 as the dual of 2. The following logic IntK23

is introduced by Wolter and Zakharyaschev.in [33] (also Sotirov [26]). It is easy to see
that if we add the law of excluded middle p _ :p and :3:p $ 2p to IntK23, then it
becomes equal to K.

De�nition 2.1.2 The intuitionistic bi-modal propositional logic IntK23 is the least set
of formulas of L23 which contains axioms from (1) to (33), and is closed under the rules
of inference from (a) to (c).

(1) all theorems of the intuitionistic logic Int, i.e. the logic which is axiomatized
by the following axioms;

(i) p! (q ! p),

(ii) (p! (q ! r))! ((p! q)! (p! r)),

(iii) (p ^ q)! p,

(iv) (p ^ q)! q,

(v) (r ! p)! ((r! q)! (r! (p ^ q))),

(vi) p! (p _ q),

(vii) q ! (p _ q),

(viii) (p! r)! ((q ! r)! (p _ q)! r),

(ix) ? ! p,

(22) (2p ^ 2q)! 2(p ^ q) and (23) 3(p _ q)! (3p _3q),

(32) 2> and (33) :3?,

(a) modus ponens
` �! � ` �

` �
(MP);

5



(b) substitution (Sub),

(c) rules of regularity

` �! �

` 2�! 2�
(RR2) and

` �! �

` 3�! 3�
(RR3):

It is easily seen that the converses 2(p ^ q)! (2p ^ 2q) and (3p _3q)! 3(p _ q)
of (22) and (23) are derivable in IntK23.

We can take alternative de�nitions. For example, the axiom (2p ^2q)! 2(p ^ q) is
replaced by 2(p ! q) ! (2p ! 2q). The rule of inference (RR2) is equivalent to the
rule of inference (RN) under the formula 2(p! q)! (2p! 2q).

But the corresponding replacement doesn't work for 3-operator. The axiom 3(p _
q) ! (3p _ 3q) is not equivalent to the formula 3(p ! q) ! (3p ! 3q). The rule of
inference (RR3) is not equivalent to the rule of inference ` � = ` 3� even if we take
the formula 3(p! q)! (3p! 3q) as an axiom. As another example, the axiom (22)
with the rule of inference RR2 is replaced by the axiom 2(p ^ q) $ (2p ^ 2q) with
the rule of inference ` � $ � = ` 2� $ 2�, while the axiom (23) with the rule of
inference RR3 is replaced by the axiom 3(p_ q)$ (3p_3q) with the rule of inference
` �$ � = ` 3�$ 3�.

Let L2 (L3) be the language of propositional modal logics with countably many
propositional variables, p; q; r; : : : and the connectives ^;_;!;?;2 (3), respectively. Let
Form(L2) (Form(L3) ) be the set of all formulas of L2 (L3), respectively. The intu-
itionistic mono-modal propositional logic IntK2 is the least set of formulas of L2 which
contains axioms (1), (22) and (32), and is closed under the rules of inference (a), (b)
and RR2. The intuitionistic mono-modal propositional logic IntK3 is the least set of
formulas of L3 which contains axioms (1), (23) and (33), and is closed under the rules of
inference (a), (b) and RR3.

A set L of formulas of L23 is said an intuitionistic modal logic if L contains IntK23

and is closed under all of rules of inference from (a) to (c). Our logics are called normal
because of containing (22), (23), (32) and (33). We denote by NExtIntK23 the set of all
normal intuitionistic modal logics. In general, for an intuitionistic modal logic L, NExtL
denotes the set of all normal intuitionistic modal logics containing L.

Let Li be any logics or sets of formulas. Then
M
i2I

Li denotes the smallest logic which

contains all of Li's.

Theorem 2.1.3 (NExtIntK23;\;�) is a complete lattice.

Proof. It is easy to see that (NExtIntK23;\;�) is closed with respect to in�nite
intersections and that by the de�nition

M
i2I

Li is the smallest logic which contains all of

Li's.

6



2.2 Algebraic semantics

First we will introduce algebraic semantics for intuitionistic modal logics. By translating
the language of logic into that of algebra, we have algebraic semantics which will be an
adequate semantics for intuitionistic modal logics.

Recall that an algebraA = (A;^;_;!; 0; 1) is called a Heyting algebra if the following
conditions hold in A for every a; b 2 A:

(1) a ^ b = b ^ a, a _ b = b _ a,

(2) a ^ (b ^ c) = (a ^ b) ^ c, a _ (b _ c) = (a _ b) _ c,

(3) (a _ b) _ b = b, a ^ (a _ b) = a,

(4) c ^ a � b i� c � a! b,

(5) 0 � a,

(6) 1 = 0! 0,

where for every a; b 2 A,
a � b i� a ^ b = a:

As usual, :a is de�ned as the abbreviation of a! 0.

De�nition 2.2.1 An algebra A = (A0;2;3) is called a 23-modal Heyting algebra if
the following conditions are satis�ed;

(1) A0 = (A;^;_;!; 0; 1) is a Heyting algebra,

(22) 2(a ^ b) = 2a ^2b and (23) 3(a _ b) = 3a _3b,

(32) 21 = 1 and (33) 30 = 0.

By m23HA , we denote the class of all 23-modal Heyting algebras.
A 23-modal Heyting algebra A = (A0;2;3) with a Boolean algebra A0 satisfying

3a = :2:a is usually called modal algebra.
An algebraA = (A0;2) is called a 2-modal Heyting algebra ifA0 is a Heyting algebra

and both (22) and (32) hold. Also an algebra A = (A0;3) is called a 3-modal Heyting
algebra if A0 is a Heyting algebra and both (23) and (33) hold.

Notice that from (22) and (23) both 2 and 3 are monotone operators, i.e.

(1) a � b) 2a � 2b ,

(2) a � b) 3a � 3b .

De�nition 2.2.2 (1) A valuation v on a modal Heyting algebra A is a function from
Form(L23) to A which satis�es the following conditions;

(i) v(?) = 0,

(ii) v(� ^ �) = v(�) ^ v(�),

(iii) v(� _ �) = v(�) _ v(�),

7



(iv) v(�! �) = v(�)! v(�),

(v) v(2�) = 2v(�),

(vi) v(3�) = 3v(�).

(2) For any � 2 Form(L23), any A 2m23HA and any valuation v on A,
� is true in A under v (in symbol, (A; v) j= �) if v(�) = 1 .

(3) For any � 2 Form(L23) and any A 2m23HA ,
� is valid in A (in symbol, A j= � ) if v(�) = 1 for any valuation v on A .

(4) For any � 2 Form(L23) and any class K �m23HA ,
� is valid in K (in symbol, K j= �) if A j= � for any A in K.

Note that the value of a given valuation v is uniquely determined only by its value for
each propositional variable.

Proposition 2.2.3

(1) Let A be a 23-modal Heyting algebra. The set of formulas which are valid in A is
an intuitionistic modal logic.

(2) Let K be a class of 23-modal Heyting algebras. The set of formulas which are valid
in all algebras in K is an intuitionistic modal logic.

They are called the logic characterized by A and are the logic characterized by K and
denoted by L(A) and L(K), respectively.

Proof. Since L(K) =
\
A2K

L(A) , it is enough to show (1). To show this, it suÆces to show

that each axiom of IntK23, is valid in A and that each rule preserves the validity. Let v
be any valuation on A. v((2p^2q)! 2(p^q)) = (2v(p)^2v(q))! 2(v(p)^v(q)) = 1.
Next, suppose v(� ! �) = 1. Since v(�) � v(�), by using monotonicity of 2 2v(�) �
2v(�). Therefore v(2�! 2�) = 1. The validity of other axioms and rules can be shown
in the same way.

Let A = (A0;2;3) be a modal Heyting algebra.

(1) A set F � A is called a �lter in A if

(i) F 6= ;,

(ii) a 2 F and a � b) b 2 F ,

(iii) both a 2 F and b 2 F ) a ^ b 2 F ,

(2) A �lter F is called to be proper if F 6= A,

(3) A proper �lter F is called to be prime if a _ b 2 F implies either a 2 F or b 2 F .

We denote by PF (A) the set of all prime �lters in A.
An equivalence relation � in a modal Heyting algebra A = (A0;2;3) is said to be a

congruence if the following conditions hold: for every a; b; c; d 2 A,

8



(i) a � b and c � d imply (a ^ c) � (b ^ d), (a _ c) � (b _ d) and (a! c) � (b! d),

(ii) a � b implies (2a) � (2b) and (3a) � (3b).

Suppose A = (A0;2;3) and B = (B0;2;3) are modal Heyting algebras. A map f
from A into B is called a homomorphism of A in B if f preserves the operators in the
following sense: for every a; a1; a2 2 A,

(i) f(a1 ^ a2) = f(a1) ^ f(a2),

(ii) f(a1 _ a2) = f(a1) _ f(a2),

(iii) f(a1 ! a2) = f(a1)! f(a2),

(iv) f(0) = 0,

(v) f(1) = 1,

(vi) f(2a) = 2f(a),

(vii) f(3a) = 3f(a).

A homomorphism f ofA inB is an isomorphism if f is an injection and also a surjection.
A modal Heyting algebra B is said to be a subalgebra of a modal Heyting algebra A

if B � A and B 's operators are the restrictions of A 's operators to B.
If f is a homomorphism ofA inB then the set f(A) is clearly closed under operators

in B and so (f(A);^;_;!; 0; 1;2;3) is a subalgebra of B . We call it the homomorphic
image of A (under the homomorphism f).

Given a family fA� = (A0

�
;2;3) j � 2 �g of modal Heyting algebras, the direct

product of fA� j � 2 �g is the modal Heyting algebra

Y
�2�

A� = (
Y
�2�

A�;^;_;!; 0; 1;2;3)

in which
Q
�2�A� is the set of all function a from � into

S
�2�A� such that a(�) 2 A�

and each operator is de�ned by as follows:

(i) (a ^ b)(�) = a(�) ^ b(�),

(ii) (a _ b)(�) = a(�) _ b(�),

(iii) (a! b)(�) = a(�)! b(�),

(iv) 0(�) = 0,

(v) 1(�) = 1,

(vi) (2a)(�) = 2a(�),

(vii) (3a)(�) = 3a(�),
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for every a; b 2
Q
�2�A� and � 2 �. We often write a� instead of a(�).

The projection �� is the function from
Q
�2�A� onto A� de�ned by

��(a) = a�;

for every a 2
Q
�2�A�. Also, for �

0 � � the projection ��0 is the function from
Q
�2�A�

onto
Q
�2�0 A� such that ��0(a) is a restriction of a to �0, for every a 2

Q
�2�A�.

Let K be a class of 23-modal Heyting algebra. Then, H(K), S(K) and P (K) denote
the class of all homomorphic images of algebras from K, the class of all subalgebras of
algebras from K and the class of all direct products of algebras from K, respectively.

When H(K) = S(K) = P (K) = K holds, K is said to be a variety . It is well-
known that K is a variety i� HSP (K) = K, because SH(K) � HS(K);PH(K) �
HP (K);PS(K) � SP (K)(see e.g. [28]). K is a variety if and only if K is a equivalent
class.

We can easily show that the class of all 23-modal Heyting algebras forms variety. In
the following, �(m23HA ) denotes the set of all subvarieties of m23HA .

Proposition 2.2.4 The set (�(m23HA );^;_) forms a complete lattice, where K1^K2

is K1 \ K2 and K1 _ K2 is HSP (K1 [ K2).

Proof. It is easy to see that (�(m23HA );^;_) is closed with respect to in�nite inter-
sections and that HSP (

[
i2I

Ki) is the least variety containing all Ki's.

The following proposition holds, similarly to (classical) modal algebras.

Proposition 2.2.5 Suppose that A and B are 23-modal Heyting algebras.

(1) If B is a homomorphic image of A, then L(A) � L(B).

(2) If B is a subalgebra of A, then L(A) � L(B).

(3) If A is the direct product of fAigi2I , then L(A) =
\
i2I

L(Ai).

Proof. (1). Let f be the homomorphism of A onto B. There exists a map g of B
to A such that f Æ g = idB . For each valuation v on B, de�ne the valuation vA on A
by vA = (g Æ v)(p) for each propositional variable p. Then we have f(vA(�)) = v(�) for
every formula �. So, if vA(�) = 1 in A then v(�) = 1 in B. Thus, we have (1).

(2). If B is a subalgebra of A, any valuation on B is also a valuation on A.
(3). Let v be a valuation on A. Since for each i the projection �i is a homomorphism

of A onto Ai, �i Æ v is a valuation on Ai. Moreover, the valuation v can be represented
(�i Æ v)i2I . Hence, (�i Æ v)(�) = 1 in Ai for each i i� �i(�) = 1 in A. Thus, we have
L(A) �

\
i2I

L(Ai). The converse direction follows from (1).

Let V (L) denote fA 2m23HA j A j= Lg. Then, since V (L) is closed under H, S
and P by Proposition 2.2.5, we have the following corollary.

Corollary 2.2.6 For a given L 2 NExtIntK23, V (L) is a variety.

Our algebraic semantics is adequate, since the following completeness theorem holds.
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Theorem 2.2.7 For any L 2 NExtIntK23; L ` � i� V (L) j= �.

The theorem can be shown in the standard way. It is clear that L ` � implies
V (L) j= �. To prove the converse, de�ne the algebra AL called the Lindenbaum algebra
of a logic L 2 NExtIntK23 as follows. First, for a given logic L, de�ne a congruence
relation �L on the set of formulas by taking

� �L � i� L ` (�! �) ^ (� �):

Let j�jL be the equivalent class to which a formula � belongs. Now the Lindenbaum
algebra AL = (Form(L23)=�L;^;_;!; 0; 1;2;3) is constructed by taking

Form(L23)=�L := fj�jL j � a formula g;

j�jL ^ j�jL := j� ^ �jL;

j�jL _ j�jL := j� _ �jL;

j�jL ! j�jL := j�! �jL;

0 := j?jL;

1 := j>jL;

2j�jL := j2�jL;

3j�jL := j3�jL:

The fact that AL is indeed a modal Heyting algebra is easily shown by using the axioms
and rules of IntK23. Also, 1 of AL consists exactly of the set of all provable formulas.
Now, de�ne a function vL by

vL(�) = j�jL; for each formula �:

It is obvious that vL is a valuation. Then we have

vL(�) = 1 i� � 2 L:

Furthermore, for each valuation v on AL, v(�) is j�jL for some substitution instance � of
�. So, in particular if � 2 L then vL(�) = j�jL = 1, since L is closed under substitution.
Thus, AL validates L. Now suppose that L 6` �. Then vL(�) 6= 1 for AL 2 V (L). Thus,
V (L) 6j= � Hence, we have our theorem.

Proposition 2.2.8

(1) For any L 2 NExtIntK23; L(V (L)) = L.

(2) For any K 2 �(m23HA ); V (L(K)) = K.

(3) For any L1; L2 2 �(IntK23), L1 � L2 i� V (L2) � V (L1)

Proof. (1). This is the completeness theorem itself.
(2). By Birkho�'s theorem [2], any variety K is of the form V (L) for some logic L, so

that V (L(K)) = V (L(V (L))) = V (L) = K.
(3). By the de�nition, both V (�) and L(�) are monotone decreasing.

Since any (dually) order isomorphism between lattices is also a (dually) lattice iso-
morphism, we have following corollary.

Corollary 2.2.9 NExtIntK23 is dually isomorphic to �(m23HA ).
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2.3 Kripke type semantics

In this section we will consider Kripke-type semantics for intuitionistic modal logics.

2.3.1 Kripke frames

De�nition 2.3.1 (1) A structure F = (W;�; R2; R3) is called an intuitionistic modal
Kripke frame if the following conditions are satis�ed.

(i) W 6= ;,

(ii) � is a partial order on W ,

(iii) both R2 and R3 are binary relations on W ,

(iv) � Æ R2 Æ � = R2, where R1 Æ R2 is the relational composition of R1; R2

de�ned by x(R1 ÆR2)y i� there is a z such that xR1z and zR2y,

(v) ��1 ÆR3 Æ��1 = R3, where ��1 is the reverse of �.

(2) UpW is the set of all upward closed sets of W with respect to �, i.e. UpW = fV �
W j (x 2 V and x� y)) y 2 V g

(3) A valuation v on F is a function : Form(L23)! UpW which satis�es the following
conditions

(i) v(?) = ;,

(ii) v(� ^ �) = v(�) \ v(�),

(iii) v(� _ �) = v(�) [ v(�),

(iv) v(�! �) = v(�)! v(�),

(v) v(2�) = 2v(�),

(vi) v(3�) = 3v(�),

where operators !, 2 and 3 are de�ned respectively as follows.

X ! Y := fw 2 W j for any v, w � v and v 2 X implies v 2 Y g;

2X := fw 2 W j for any v, wR2v implies v 2 Xg;

3X := fw 2 W j wR3v for some v 2 X g:

(4) A pairM = (F ; v) of an intuitionistic modal Kripke frame F and a valuation v on
F is called a model. In this case, F is called the base of a modelM.

(5) For any � 2 Form(L23), any model M and any x 2 W;� is true at x in M (in
symbol, (M; x) j= � or simply x j= � ifM is understood) if x 2 v(�).

(6) For any � 2 Form(L23) and any modelM; � is true inM (in symbol,M j= �) if
W = v(�). If it is not true inM then it is refuted inM.

(7) For any � 2 Form(L23) and any intuitionistic modal Kripke frame F , � is valid
in F (in symbol, F j= �) if W = v(�) for any valuation v on F .

12



Note that for modal logics we can take � as �, and consider R3 equal to R2, where
x�y , x = y. Then we write (W;R2) instead of (W;�; R2; R2). Then the above
conditions from (1) are obviously satis�ed and UpW = P(W ) holds.

Note that the value of a given valuation v is uniquely determined only by its value for
each propositional variable.

We denote by IMF the set of all intuitionistic modal Kripke frames.

Proposition 2.3.2 (1) Let F be an intuitionistic modal Kripke frame. The set of
formulas which are valid in F is an intuitionistic modal logic.

(2) Let C be a class of intuitionistic modal Kripke frames. The set of formulas which
are valid in all frames in C is an intuitionistic modal logic.

They are called the logic characterized by F and the logic characterized by C and are
denoted by L(F) and L(C), respectively.

Proof. Since L(C) =
\
F2C

L(F) , it is enough to show (1). Let v be any valuation on

F . If xRy, y j= 2p and y j= 2q then z j= p and z j= q for any z such that yR2z. Hence
x j= (2p ^ 2q)! 2(p ^ q) at any x.
Next, suppose that u j= p! q for all u and y j= 2p for x�y. Then if yR2z, z j= p. Since
z j= q, y j= 2q. Therefore x j= 2p ! 2q. The other axioms and rules can be treated in
the same way.

We denote by 2n� and 3n� the formulas 2 � � �2| {z }
n

� and 3 � � �3| {z }
n

�, respectively. For

brevity's sake, both 20� and 30� denote �. We denote also by 2(n)� and 3(n)� the
formulas 20 ^ � � � ^2n� and 30 _ � � � _3n�, respectively. In particular, we denote 2(1)�
and 3(1)� by 2+� and 3+�, respectively.

Also, for n > 0 we denote R2 Æ � � � ÆR2| {z }
n

and R3 Æ � � � ÆR3| {z }
n

by Rn
2
and Rn

3
, respectively.

We understand R0
2
and R0

3
as � and ��1, respectively. We denote also by R(n)

2
and R(n)

3

the binary relations R0
2
[� � �[Rn

2
and R0

3
[� � �[Rn

3
, respectively. In particular,we denote

R(1)
2

and R(1)
3

by R+
2
and R+

3
, respectively. For each binary relation S, S1 denotes the

transitive closure, i.e.
[
n>0

Sn, of a given binary relation S.

Similarly to classical modal logic, we can develop the correspondence theory. Here are
some examples.

Proposition 2.3.3 For any intuitionistic modal frame F , F validates each formula in
the following list i� F satis�es the corresponding condition in the list .

2(p! q)! (3p! 3q) yR3x) 9z(x � z & yR3z & yR2z) (2.1)

3(p! q)! (2p! 3q) yR3x) 9z(x � z & yR3z & yR2z) (2.2)

(3p! 2q)! 2(p! q) xR2y ) 9z(x � z & zR3y & zR2y) (2.3)

2
+(p! q)! (3p! 3q) yR3x) 9z(x � z & yR3z & yR+

2
z) (2.4)
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2
(m)(p! q)! (3p! 3q) yR3x) 9z(x � z & yR3z & yR(m)

2
z) (2.5)

:2? R2 : serial; i:e:; 8x9y xR2y (2.6)

3> R3 : serial; i:e:; 8x9y xR3y (2.7)

2p! p R2 : reflexive (2.8)

p! 3p R3 : reflexive (2.9)

2p! 22p R2 : transitive (2.10)

33p! 3p R3 : transitive (2.11)

3
k
2
lp! 2

m
3
np (xRm

2
y & xRk

3
z)) 9u(yRn

3
u & zRl

2
u) (2.12)

2p _2:2p (xR2y & xR2z)) yR2z (2.13)

2(2p _ q)! (2p _2q) (xR2y & xR2z)) 9u(xR2u & u� z & uR2y)(2.14)

2(2p! q) _ 2(2q ! p) (xR2y & xR2z)) (yR2z or zR2y) (2.15)

Proof. We will take up several of them. The rest can be checked similarly.
(2.5). Suppose thatM = (F ; v) is a counter-model for it. Then y j= 2(m)(p! q) and

y j= 3p and y 6j= 3q, for some y in F . Since x j= p for some x such that yR3x, if there
exist z and number n such that x� z, yR3z, yR

n
2
z and 0 � n � m, then we have z j= p

and z j= p! q. Hence z j= q. This is a contradiction. Conversely, suppose that there are
x; y such that yR3x and there is no point z for which x� z, yR3z and yR

(m)
2
z. De�ne a

valuation v in F by taking v(p) = fw j x�wg; v(q) = fw j x�w and yR(m)
2
wg. Then for

any n such that 0 � n � m if xRn
2
w and w j= p then w j= q. Hence y j= 2(p ! q). we

can also show y j= 3p and y 6j= 3q, since x j= p and there is no point z for which yR3z,
x� z and yR(m)

2
z. Thus, y 6j= 2(p! q)! (3p! 3q).

(2.12). Suppose that M = (F ; v) is a counter-model for it. Then x j= 3k2lp and
x 6j= 2m3np, for some x in F . Hence there are y; z such that xRm

2
y, y 6j= 3np and

xRk
3
z, z j= 2

lp. If there is u such that yRn
3
u and zRl

2
u then this is a contradiction.

Conversely, suppose that there are x; y; z such that xRm
2
y, xRk

3
z and there is no point

u for which yRn
3
u and zRl

2
u. De�ne a valuation v in F by taking v(p) = fw j zRl

2
wg.

Then we can show z j= 2lp and y 6j= 3np, whence x j= 3k2lp and x 6j= 2m3np. Thus,
x 6j= 3k2lp! 2m3np.

(2.14). Suppose that M = (F ; v) is a counter-model for it. Then x j= 2(2p _ q)
and x 6j= 2p _ 2q, for some x in F . Hence there are y; z such that xR2y; y 6j= p and
xR2z; z 6j= q. If there is u such that xR2u, u � z and uR2y then u 6j= 2p and u 6j= q.
Hence u 6j= 2p_ q. This is a contradiction. Conversely, suppose that there are x; y; z such
that xR2y, xR2z and there is no point u, for which xR2u, u � z and uR2y. De�ne a
valuation v in F by taking v(p) = fw j w 6�yg; v(q) = fw j w 6�zg. Then we can show
y 6j= p, z 6j= q and u j= 2p _ q. Indeed, there is no point u such that xR2u, u j= 2p and
u j= q. Hence x j= 2(2p _ q) and x 6j= 2p _ 2q. Thus, x 6j= 2(2p _ q)! (2p _ 2q).

The following is a list of some intuitionistic modal logics, which are discussed often in
the literature.

IntK+
23

= IntK23 �2
+(p! q)! (3p! 3q),

IntK�
23

= IntK23 �2(p! q)! (3p! 3q),
FS = IntK23 � f3(p! q)! (2p! 3q); (3p! 2q)! 2(p! q)g,
IntD23 = IntK23 � f:2?; 3>g,
IntT23 = IntK23 � f2p! p; p! 3pg,
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IntK423 = IntK23 � f2p! 22p; 33p! 3pg,
IntS423 = IntK423 � f2p! p; p! 3pg,
IntS4:323 = IntS423 � 2(2p! q) _ 2(2q ! p),
IntK523 = IntK23 � f32p! 2p; 3p! 23pg,
IntS523 = IntK523 � f2p! p; p! 3pg ,
MIPC = IntS523 �2(p! q)! (3p! 3q) .

Then, the conditions of frames validating these logics are given as follows.
IntK+

23
yR3x) 9z(x � z & yR3z & yR+

2
z)

IntK�
23

yR3x) 9z(x � z & yR3z & yR2z)
FS yR3x) 9z(x � z & yR3z & yR2z)

xR2y ) 9z(x � z & zR3y & zR2y)
IntD23 R2; R3: serial
IntT23 R2; R3: re
exive
IntK423 R2; R3: transitive
IntS423 R2; R3: re
exive and transitive
IntS4:323 R2; R3: re
exive and transitive

(xR2y & xR2z)) (yR2z or zR2y)
IntK523 (xR2y & xR3z)) (zR2y & yR3z)
IntS523 R3 = R�1

2
and R2 :re
exive and transitive

MIPC R3 = R�1
2

and R2 :re
exive and transitive
xR2y ) 9z(x � z & yR2z & zR2y)

2.3.2 Truth-preserving operations

In this subsection we will introduce three important operations on intuitionistic modal
frames which preserve the validity.

De�nition 2.3.4 (1) A Kripke frame F1 = (W1;�1; R21; R31) is called a generated
subframe of a Kripke frame F2 = (W2;�2; R22; R32) if the following conditions are
satis�ed.

(i) W1 � W2,

(ii) �1 (R21 and R31) is the restriction of �2 (R22 and R32, respectively) to W1.

(iii) x 2 W1 & x�2 y ) y 2 W1,

(iv) x 2 W1 & xR22y ) y 2 W1,

(v) x 2 W1 & xR32y ) 9z 2 W1 : xR31z & y �2 z.

(2) A map f : W1 ! W2 is said to be a p-morphism from a Kripke frame F1 to a Kripke
frame F2 if for all x 2 W1; y 2 W2,

(i) f(x)�2 y , 9z 2 W1 : x�1 z & f(z) = y,

(ii) f(x)R22y , 9z 2 W1 : xR21z & f(z) = y,

(iii) xR31y ) f(x)R32f(y),

(iv) f(x)R32y ) 9z 2 W1 : xR31z & y �2 f(z).
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(3) A Kripke frame F1 is said to be reducible to a Kripke frame F2 if there exists a
onto p-morphism (called a reduction) f : W1 ! W2.

(4) The Kripke frame
X
i2I

Fi = (
X
i2I

Wi;
[
i2I

�i;
[
i2I

R2i;
[
i2I

R3i) is called the disjoint union

of a disjoint family fFi j i 2 Ig.

Note that each Fi is a generated subframe of the disjoint union of fFi j i 2 Ig.

Theorem 2.3.5 Suppose that F1 is a generated subframe of F2, and thatM1 (andM2)
is a model with the base F1 (and with the base F2, respectively). If for every propositional
variable p and every x in F1

(M1; x) j= p i� (M2; x) j= p

then for every formula � and every x in F1

(M1; x) j= � i� (M2; x) j= �:

Proof. We prove by the induction on the construction of �. The basis of induction is
obvious. Let � = 3�. If (M1; x) j= 3� then there is a point y 2 W1 such that xR31y and
(M1; y) j= �. By the induction hypothesis, (M2; y) j= �, and by (1)(ii) of De�nition 2.3.4,
xR32y. Therefore (M2; x) j= 3�. Conversely, suppose that (M2; x) j= 3�. Then there
is a point y 2 W2 such that xR32y and (M2; y) j= �. By (1)(v) of De�nition 2.3.4, There
is z 2 W1 such that xR31z and y�2 z. Since (M2; z) j= �, (M1; z) j= � by the induction
hypothesis, whence (M1; x) j= 3�.

The cases � = � ! 
 and � = 2� can be treated in the same way, and the cases
� = � ^ 
 and also � = � _ 
 are trivial.

Corollary 2.3.6 If F1 is a generated subframe of F2, then L(F2) � L(F1).

Proof. Suppose F1 6j= �. Then ((F1; v1); x) 6j= � for some v1 on F1 and some x 2 F1.
De�ne a valuation v2 on F2 by taking

v2(p) := v1(p) for all propositional variables p:

By Theorem 2.3.5, ((F2; v2); x) 6j= �. Therefore, F2 6j= �.

Theorem 2.3.7 Suppose that f is a reduction of F1 to F2, , and thatM1 (andM2) is
a model with the base F1 (and with the base F2, respectively). If for every propositional
variable p and every x in F1

(M1; x) j= p i� (M2; f(x)) j= p

then for every formula � and every x in F1

(M1; x) j= � i� (M2; f(x)) j= �:
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Proof. We prove by the induction on the construction of �. The basis of induction
is obvious. Let � = 3�. If (M1; x) j= 3� then there is a point y 2 W1 such that
xR31y and (M1; y) j= �. By the induction hypothesis, (M2; f(y)) j= �, and by (2)(iii)
of De�nition 2.3.4, f(x)R32f(y). Therefore (M2; f(x)) j= 3�. Conversely, suppose that
(M2; f(x)) j= 3�. Then there is a point y 2 W2 such that f(x)R32y and (M2; y) j= �.
By (2)(iv) of De�nition 2.3.4, There is z 2 W1 such that xR31z and y �2 f(z). Since
(M2; f(z)) j= �, (M1; z) j= � by the induction hypothesis, whence (M1; x) j= 3�.

The cases � = � ! 
 and � = 2� can be treated in the same way, and the cases
� = � ^ 
 and also � = � _ 
 are trivial.

Corollary 2.3.8 If F1 is reducible to F2 , then L(F1) � L(F2).

Proof. Let f be a reduction of F1 to F2. Suppose F2 6j= �. Then ((F2; v2); f(x)) 6j= �
for some v2 on F2 and some x 2 F1. (Note that f is onto.) De�ne a valuation v1 on F1

by taking
v1(p) := f�1(v2(p)) for all propositional variables p:

By Theorem 2.3.7, ((F1; v1); x) 6j= �. Therefore, F1 6j= �.

Again, as a corollary of Theorem 2.3.5 we have the following.

Corollary 2.3.9 If F is the disjoint union of a family fFi j i 2 Ig ,
then L(F) =

\
i2I

L(Fi) .

2.4 Correspondence between algebraic semantics and

Kripke type semantics

In the following, we will show some relations between modal Heyting algebras and intu-
itionistic modal Kripke frames.

De�nition 2.4.1 (1) The map ( � )y : IMF !m23HA is de�ned as follows :
For any F = (W;�; R2; R3);F y = (UpW ;2;3), where UpW = (UpW;\;[;!;
;;W ). Then F y is called the dual of F .

(2) The map ( � )y :m23HA ! IMF is de�ned as follows :
For any A = (A0;2;3);Ay = (WA;�A; R2A

; R3
A
), where

(i) WA is the set PF (A) of all prime �lters in A,

(ii) x�A y
def
, x � y,

(iii) xR2
A
y
def
, 8a 2 A(2a 2 x) a 2 y)(, x2 � y, where x2 := fa j 2a 2 xg),

(iv) xR3
A
y
def
, 8a 2 A(a 2 y) 3a 2 x)(, y � x3, where x3 := fa j 3a 2 xg).

Then Ay is called the dual of A.

Proposition 2.4.2
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(1) For every intuitionistic modal Kripke frame F , its dual F y is a modal Heyting
algebra.

(2) For every modal Heyting algebra A, its dual Ay is an intuitionistic modal Kripke
frame.

Proof. It is routine to check our proposition. Compare (1) with Proposition 2.3.2.

In relation to prime �lters, the following well-known theorem can be obtained by using
Zorn's Lemma.

Theorem 2.4.3 Let G and J be a �lter and an ideal of a given distributive lattice A
such that G\J = ;. Then there exists a prime �lter F such that G � F and F \J = ;.

The least �lter [X) containing a given non-empty set X in a lattice A is called the
�lter generated by X which can be represented by

[X) = fy 2 A j x1 ^ � � � ^ xn � y for some x1; : : : ; xn 2 Xg:

The least ideal (X] containing a given non-empty set X in a lattice A is called the
ideal generated by X which can be represented by

(X] = fy 2 A j y � x1 _ � � � _ xn for some x1; : : : ; xn 2 Xg:

Proposition 2.4.4 (1) For every intuitionistic modal frame F , F is embedded into
(F y)y .

(2) For every modal Heyting algebra A , A is embedded into (Ay)
y .

Proof. (1). Let F = (W;�; R2; R3) and (F y)y = (WFy;�Fy; R2
Fy
; R3

Fy
). De�ne a

map fF from W into WFy as follows; for all x 2 W

fF (x) := fa 2 UpW j x 2 ag 2 WFy(= PF (UpW )):

Suppose x�y. If a 2 fF (x), then y 2 a since x 2 a and a 2 UpW . Therefore a 2 fF(y),
whence fF(x) �Fy fF(y). Conversely, suppose fF(x) � fF(y). Since fz j x � zg 2 fF(x),
fz j x� zg 2 fF (y). Therefore y 2 fz j x� zg, whence x� y.

Suppose xR2y. If 2a 2 fF(x), then y 2 a since x 2 2a. Therefore a 2 fF(y), whence
fF(x)R2

Fy
fF(y). Conversely, suppose (fF(x))2 � fF(y). Since 2fz j xR2zg 2 fF(x),

fz j xR2zg 2 fF (y). Therefore y 2 fz j xR2zg, whence xR2y.
Suppose xR3y. If a 2 fF (y), then x 2 3a since y 2 a. Therefore 3a 2 fF(x),

whence fF (x)R3
Fy
fF(y). Conversely, suppose fF (y) � (fF (x))3. Since fz j y�zg 2 fF(y),

3fz j y � zg 2 fF (x). Therefore since x 2 3fz j y � zg, there is z such that xR3z and
y � z, whence xR3y.

(2). Let A = (A0;2;3) and (Ay)
y = (UpWA;2;3). De�ne a map fA from A into

UpWA as follows; for all a 2 A

fA(a) := fx 2 PF (A) j a 2 xg 2 UpWA(= UpPF (A)):

Let a 6� b. Since there is a prime �lter z in A such that a 2 z and b =2 z by
Theorem 2.4.3, fA(a) 6� fA(b). Therefore fA is a injection.
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Let's check that fA preserves the operations. It is easy to show fA preserves ^;_;?.
Suppose x 2 fA(a ! b). If x � y and a 2 y, then b 2 y since a ! b 2 x. Therefore
x 2 fA(a)! fA(b). Conversely, suppose x =2 fA(a! b). If a^ c � b for some c 2 x then
c � a ! b. But this leads to a contradiction. Therefore [x [ fag) and (fbg] are disjoint.
Then there is a prime �lter y such that x � y, a 2 y and b =2 y by Theorem 2.4.3. This
means x =2 fA(a)! fA(b). Next, suppose x 2 fA(2a). If x2 � y, then a 2 y. Therefore
x 2 2fA(a). Conversely, suppose x =2 fA(2a). Since the �lter x2 does not contain a,
there is a prime �lter y such that x2 � y and a =2 y by Theorem 2.4.3. This means
x =2 2fA(a).

Suppose x 2 fA(3a). Since the ideal �(x3) does not contain a, there is a prime
�lter y such that y � x3 and a 2 y by Theorem 2.4.3. This implies that x 2 3fA(a).
Conversely, suppose x 2 3fA(a). There is a prime �lter y such that y � x3 and fA(y) 2
a. Then 3a 2 x, since a 2 y. Therefore x 2 fA(3a).

Proposition 2.4.5

(1) For every intuitionistic modal frame F ; L(F y) = L(F).

(2) For every modal Heyting algebra A; L(Ay) � L(A):

Proof. (1). By the de�nition, each valuation on F is at the same time regarded as a
valuation on F y, and vice versa.

(2). Since A is isomorphic to a subalgebra of (Ay)
y by Proposition 2.4.4 (2),

L((Ay)
y) � L(A) by corollary 2.3.6. Also by (1), L((Ay)

y) = L(Ay). Hence L(Ay) �
L(A).

2.5 General frame semantics

In this section we will consider general frame semantics for intuitionistic modal logics.

2.5.1 General frames

De�nition 2.5.1 (1) A structure F = (W;�; R2; R3;P) is called an intuitionistic
modal general frame if the following conditions are satis�ed.

(i) (W;�; R2; R3) is an intuitionistic modal Kripke frame,

(ii) A subset P of UpW is called a modal Heyting algebra on a Kripke frame
(W;�; R2; R3) satis�es as follows;

� ; 2 P,

� X; Y 2 P ) X \ Y;X [ Y 2 P,

� X; Y 2 P ) X ! Y 2 P,

� X 2 P ) 2X;3X 2 P.

(iii) If P = UpW , then F is called a full (or Kripke) frame and is sometimes
written (W;�; R2; R3) instead of (W;�; R2; R3; UpW ). The underlying full
frame of F is denoted by �F .
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(2) A valuation v on F is a function : Form(L23) ! P which satis�es the following
conditions

(i) v(?) = ;,

(ii) v(� ^ �) = v(�) \ v(�),

(iii) v(� _ �) = v(�) [ v(�),

(iv) v(�! �) = v(�)! v(�),

(v) v(2�) = 2v(�),

(vi) v(3�) = 3v(�),

(3) A pairM = (F ; v) of an intuitionistic modal general frame F and a valuation v on
F is called a model. In this case, F is called the base of a modelM.

(4) For any � 2 Form(L23), any model M and any x 2 W;� is true at x in M (in
symbol, (M; x) j= � or simply x j= � ifM is understood) if x 2 v(�).

(5) For any � 2 Form(L23) and any modelM; � is true inM (in symbol,M j= �) if
W = v(�). If it is not true inM then it is refuted inM.

(6) For any � 2 Form(L23) and any intuitionistic modal general frame F , � is valid
in F (in symbol, F j= �) if W = v(�) for any valuation v on F .

Note that the value of a given valuation v is uniquely determined only by its value for
each propositional variable.

Proposition 2.5.2 (1) Let F be an intuitionistic modal general frame. The set of
formulas which are valid in F is an intuitionistic modal logic.

(2) Let C be a class of intuitionistic modal general frames. The set of formulas which
are valid in all frames in C is an intuitionistic modal logic.

They are called the logic characterized by F and the logic characterized by C and are
denoted by L(F) and L(C), respectively.

2.5.2 Truth-preserving operations

In this subsection we will introduce three important operations on intuitionistic modal
general frames which preserve the validity.

De�nition 2.5.3 (1) A general frame F1 = (W1;�1; R21 ; R31;P1) is called a generated
subframe of a general frame F2 = (W2;�2; R22; R32;P2) if the following conditions
are satis�ed.

(i) W1 � W2,

(ii) �1 (R21 and R31) is the restriction of �2 (R22 and R32, respectively) to W1.

(iii) x 2 W1 & x�2 y ) y 2 W1,
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(iv) x 2 W1 & xR22y ) y 2 W1,

(v) x 2 W1 & xR32y ) 9z 2 W1 : xR31z & y �2 z.

(vi) P1 = fY \W1 j Y 2 P2g.

(2) A map f : W1 ! W2 is said to be a p-morphism from a general frame F1 to a
general frame F2 if for all x 2 W1; y 2 W2,

(i) f(x)�2 y , 9z 2 W1 : x�1 z & f(z) = y,

(ii) f(x)R22y , 9z 2 W1 : xR21z & f(z) = y,

(iii) xR31y ) f(x)R32f(y),

(iv) f(x)R32y ) 9z 2 W1 : xR31z & y �2 f(z).

(v) f�1(Y ) 2 P1 for Y 2 P2.

(3) A general frame F1 is said to be reducible to a general frame F2 if there exists a
onto p-morphism (say reduction) f :W1 !W2 .

(4) The general frame
X
i2I

Fi = (
X
i2I

Wi;
[
i2I

�i;
[
i2I

R2i ;
[
i2I

R3i; f
[
i2I

Xi j Xi 2 Pi; i 2 Ig)

is called the disjoint union of a disjoint family fFi j i 2 Ig.

Note that each Fi is a generated subframe of the disjoint union of fFi j i 2 Ig.
We can show the following results similarly to former results.

Theorem 2.5.4 Suppose that F1 is a generated subframe of F2, and thatM1 (andM2)
is a model with the base F1 (and with the base F2, respectively). If for every propositional
variable p and every x in F1

(M1; x) j= p i� (M2; x) j= p

then for every formula � and every x in F1

(M1; x) j= � i� (M2; x) j= �:

Corollary 2.5.5 If F1 is a generated subframe of F2, then L(F2) � L(F1).

Theorem 2.5.6 Suppose that f is a reduction of F1 to F2, , and thatM1 (andM2) is
a model with the base F1 (and with the base F2, respectively). If for every propositional
variable p and every x in F1

(M1; x) j= p i� (M2; f(x)) j= p

then for every formula � and every x in F1

(M1; x) j= � i� (M2; f(x)) j= �:

Corollary 2.5.7 If F1 is reducible to F2 , then L(F1) � L(F2).

Again, as a corollary of Theorem 2.5.4 we have the following.

Corollary 2.5.8 If F is the disjoint union of a family fFi j i 2 Ig ,
then L(F) =

\
i2I

L(Fi) .
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2.6 Correspondence between algebraic semantics and

general frame semantics

In the following, we will show some relations between modal Heyting algebras and intu-
itionistic modal general frames.

De�nition 2.6.1 (1) For any intuitionistic modal general frame F = (W;�; R2; R3;P),
de�ne a modal Heyting algebra F+ = (P;2;3), where P = (P;\;[;!; ;;W ).
Then F+ is called the dual of F . Also de�ne the map fF from W into PF (P) as
follows; for all x 2 W

fF (x) := fX 2 P j x 2 Xg 2 PF (P):

(2) For any modal Heyting algebra A = (A0;2;3), we de�ne an intuitionistic modal
general frame A+ = (WA;�A; R2A

; R3
A
;PA), where

(i) WA is the set of all prime �lters of A

(ii) x�A y
def
, x � y,

(iii) xR2
A
y
def
, 8a 2 A(2a 2 x) a 2 y),

(iv) xR3
A
y
def
, 8a 2 A(a 2 y) 3a 2 x),

(v) The map fA from A into UpWA is de�ned as follows; for all a 2 A

fA(a) := fx 2 PF (A) j a 2 xg 2 UpWA(= UpPF (A)):

(vi) PA := ffA(a) j a 2 Ag

Then A+ is called the dual of A.

Proposition 2.6.2

(1) For every intuitionistic modal general frame F , its dual F+ is a modal Heyting
algebra.

(2) For every modal Heyting algebra A, its dual A+ is an intuitionistic modal general
frame.

Proposition 2.6.3 For every modal Heyting algebra A , A is isomorphic to (A+)
+ with

being fA an isomorphism.

Proof. By Proposition 2.4.4 (2), fA is a one to one homomorphism. Since PA is the
image of A by fA, fA is a surjection.

Proposition 2.6.4

(1) For every intuitionistic modal general frame F , L(F+) = L(F).

(2) For every modal Heyting algebra A, L(A+) = L(A).
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By Proposition 2.6.3 every modal Heyting algebraA is isomorphic to its bidual (A+)
+.

On the other hand, there are intuitionistic modal general frames F which are not isomor-
phic to its bidual (F+)+. For example, for intuitionistic modal general frames of the form
F = (W;�; R2; R3; f;;Wg), their bidual (F+)+ are always singletons. So the relation
F �= (F+)+ does not generally hold.

De�nition 2.6.5 An intuitionistic modal general frame F is said to be descriptive if
F �= (F+)+.

De�nition 2.6.6 For every intuitionistic modal general frame F ,

1. F is di�erentiated if 8x; y 2 W (x 6= y) 9X 2 P : x 2 X; y =2 X),

2. F is i-tight if 8x; y 2 W (x 6�y ) 9X 2 P : x 2 X; y =2 X),

3. F is 2-tight if 8x; y 2 W (x 6R2y ) 9X 2 P : x 2 2X; y =2 X),

4. F is 3-tight if 8x; y 2 W (x 6R3y ) 9X 2 P : y 2 X; x =2 3X),

5. A � P(W ) has �nite intersection property if
T
A0 6= ; for �nite A0 � A.

6. F is compact if 8A � P [ P(A has �nite intersection property)
T
A 6= ;), where

P = f�X j X 2 Pg.

Note that F is i-tight only if it is di�erentiated, and that P = P if P is a modal
algebra.

Proposition 2.6.7 An intuitionistic modal general frame F is descriptive i� F is dif-
ferentiated, i-tight, 2-tight, 3-tight and compact.

Proof. It is enough to show that the map fF is an isomorphism from F to (F+)+ i�
F is di�erentiated, i-tight, 2-tight, 3-tight and compact. We can show that fF is an
injection i� F is di�erentiated, that fF is a surjection i� F is compact, that (x � y ,
fF(x)�F+ fF (y)) i� F is i-tight, that (x2y , fF(x)R2F+fF (y)) i� F is 2-tight and that
(xR3y , fF(x)R3F+fF(y)) i� F is 3-tight.

Proposition 2.6.8

(1) If h is an isomorphism of an intuitionistic modal general frame F2 = (W2;�2; R22;
R32;P2) onto a generated subframe of an intuitionistic modal general frame F1 =
(W1;�1; R21; R31;P1) then the map h+ de�ned by

h+(X) = h�1(X); for every X 2 P1;

is a homomorphism of F+
1 onto F+

2 .

(2) If h is a homomorphism of a modal Heyting algebraA1 onto a modal Heyting algebra
A2 then the map h+ de�ned by

h+(F ) = h�1(F ); for every prime �lter F in A2;

is an isomorphism of (A2)+ onto a generated subframe of (A1)+.
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Proposition 2.6.9

(1) If f is a reduction of an intuitionistic modal general frame F1 = (W1;�1; R21; R31;P1)
to an intuitionistic modal general frame F2 = (W2;�2; R22; R32;P2) then the map
f+ de�ned by

f+(X) = f�1(X); for every X 2 P2;

is an isomorphism of F+
2 onto a subalgebra of F+

1 .

(2) If f is an isomorphism of a modal Heyting algebra A2 onto a subalgebra of a modal
Heyting algebra A1 then the map f+ de�ned by

f+(F ) = f�1(F ); for every prime �lter F in A1;

is a reduction of (A1)+ to (A2)+.

Proposition 2.6.10 Suppose fFi = (Wi;�i; R2i; R3i;Pi) j i 2 Ig is a family of de-
scriptive frames. Then

X
i2I

Fi is descriptive i� I is �nite.

Proposition 2.6.11

(1) Let fFi = (Wi;�i; R2i; R3i;Pi) j i 2 Ig is a family of intuitionistic modal general
frames and

X
i2I

Fi = (W;�; R2; R3;P) their disjoint union. Then the map f de�ned

by
f(X)(i) = X \Wi; for every X 2 P and i 2 I;

is an isomorphism of (
X
i2I

Fi)
+ onto

Y
i2I

Fi
+
.

(2) Suppose that both A1 and A2 are modal Heyting algebras. Then the map f de�ned
by

f(F1) = f(a1; a2) 2 A1 �A2 j a1 2 F1; a2 2 A2g; for every prime �lter F1 in A1;

and

f(F2) = f(a1; a2) 2 A1 �A2 j a1 2 A1; a2 2 F2g; for every prime �lter F2 in A2;

is an isomorphism of (A1)+ + (A2)+ onto (A1 �A2)+.

2.7 Note

Many ways of de�ning intuitionistic analogues of classical normal modal logics have been
considered. First, one can take the family of logics extending IntK2. A model theory for
a logic extending IntK2 was developed by H.Ono [17], M. Bo�si�c and K. Do�sen [3], V. H.
Sotirov [26] and F. Wolter and M. Zakharyaschev [33]. A possibility operator 3 in those
logics can be de�ned in the classical way by taking 3' as :2:'. Note, however, that in
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general this 3 doesn't distribute over disjunction and that the connection via negation
between 2 and 3 is too strong from intuitionistic point of view.

Another family of normal logics is logics extending IntK3 These logics were studied
by M. Bo�si�c and K. Do�sen [3], V. H. Sotirov [26] and F. Wolter [29].

Fischer Servi [7] constructed FC, the logic IntK23 with a weak condition between
the necessity operator 2 and possibility operator 3. The standard translation of modal
formulas into �rst order formulas not only embeds K into classical predicate logic but
also FC into intuitionistic predicate logic. Various extensions of FC were studied by
R.A. Bull [4], H. Ono [17], G. Fischer Servi [6][7], F. Wolter and M. Zakharyaschev [33],
F. Wolter [29] and C. Grefe [12]. A well-known extension of FC is the logic MIPC
introduced A. Prior [20]. R.A. Bull noticed that MIPC is embedded into the monadic
fragment of intuitionistic predicate logic. H. Ono [17], H. Ono and N.-Y. Suzuki [18]
and G. Bezhanishvili [1] investigated the relation between logics extending MIPC and
superintuitionistic predicate logics, and their models.

V. H. Sotirov studied in [26] weaker logics than IntK23, logics which are not neces-
sarily normal, and their models. In [26] he studied as a part of those logics IntK23 (he
called IK(23) ) and its extensions.

Our based logic IntK23 is induced by F. Wolter and M. Zakharyaschev. The algebraic
semantics and the dual relation semantics, i.e. Kripke type semantics and General frame
semantics presented in this chapter have been originally de�ned in [33]. The theorems
which is presented in this chapter are straightforward generalizations of analogous results
in superintuitionistic and classical modal logic (see e.g.[5]).
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Chapter 3

Pseudo-Euclidean logics

3.1 Introduction

Throughout this chapter, m and n are �xed non-negative integers. Let Ek be the logic
which is obtained from the smallest normal modal logic K by adding the axiom 3k� !
2m3n�, where k � 0. Since each axiom 3k� ! 2m3n� is a Sahlqvist formula, we can
show that the logic Ek is Kripke complete for each k. A binary relation R on a set W is
k-pseudo-Euclidean if for any x; y; z 2 W , xRky and xRmz imply zRny. Note that when
m = n = 1, 1-pseudo-Euclidean relations are equal to Euclidean relation. Let PEk be the
class of all Kripke frames of the form (W;R), where R is a k-pseudo-Euclidean relation
on W . Then, it is easy to see that Ek is Kripke complete with respect to PEk and that
Ek � Ek0 if and only if PEk � PEk0. Here, we identify the axiom system Ek with the set
of all formulas provable in Ek. Our main goal of this chapter is to show when Ek � Ek0

holds. The answer is given as follows.

Theorem 3.1.1 1. If m > n � 0 then

Ek � Ek0 i� either

1)k0 = k if m+ n > k > m; or

2)k0 � k and (k �m� n)
��� (k0 �m� n) if either k � m+ n or m � k � 0:

2. If m = n > 0

Ek � Ek0 i� either

1)k0 = k if either 2m > k > m or k = 0; or

2)k0 � k and (k � 2m)
��� (k0 � 2m) if either k � 2m or m � k > 0:

3. If n > m > 0

Ek � Ek0 i� either

1)k0 = k if m + n > k � 0; or

2)k0 � k and (k �m� n)
��� (k0 �m� n) if k � m + n:

26



4. If m = 0

Ek � Ek0 i� either

1)k0 = k or k0 = n if n > k � 0; or

2)k0 � n and (k � n)
��� (k0 � n) if k � n:

For example, when m = n = 1 and k; k0 > 0

Ek � Ek0 i� k0 � k and (k � 2)
��� (k0 � 2)

Ek � Ek0 , (k; k0) in the graphs

1: m > n � 0 2: m = n > 0

OO
k k

k0 k0

m m+ n

m+ n

2(m+ n)

3(m+ n)

4(m+ n)

5(m+ n)

m 2n

2n

4n

6n

8n

10n

3: n > m > 0 4: m = 0

OO
k k

k0 k0

m+ n

m+ n

n

n

Figure 3.1:

We will give a proof of this theorem in the following section.

3.2 Proof of the theorem

When k0 = k, it is clear that Ek = Ek0. We will show the rests in the following.
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Lemma 3.2.1 If m = 0 and k0 = n then Ek � Ek0.

Proof. It is clear that Ek � Ek0 since Ek0 coincides with K.

Lemma 3.2.2 If k > k0 and either m > 0 or k0 6= n then Ek 6� Ek0.

Proof. When k > m, de�ne a frame F = (W;R) as follows;

W = fwi j 0 � i � k0 +mg;

wiRwj , either

1)j = i + 1 if m � i � k0 +m� 1 or

2)j = i� 1 if 1 � i � m:

w0 wm wk0+m

m k0

Figure 3.2:

Then, we can show that both wmR
k0wk0+m and wmR

mw0 hold, while w0R
nwk0+m doesn't,

since either m > 0 or k0 6= n. Thus, F =2 PEk0. On the other hand, for each x 2 W ,
there is no y 2 W such that xRky since k > k0 and k > m. Therefore F 2 PEk since R
is k-pseudo-Euclidean.

When k � m, take a frame F = (W;R) as follows;

W = fwi j 0 � i � k0 + 1g;

wiRwj , either

1)j = i+ 1 if 1 � i � k0 or

2)i = 1 and j = 0 or

3)i = 0 and j = 0:

w0 w1 wk0+1

1 k0

Figure 3.3:

Then, we can show that both w1R
k0wk0+1 and w1R

mw0 hold, while w0R
nwk0+1 doesn't.

Thus F =2 PEk0. Next, suppose that both xRky and xRmz hold, for a given x 2 W . Since
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k > k0 and m > k0, both y and z are equal to w0. Hence zR
ny, i.e. w0R

nw0, holds since
w0 is a re
exive point. Therefore F 2 PEk.

Lemma 3.2.3 If k0 � k � m+ n and (k �m� n)
��� (k0 �m� n) then Ek � Ek0.

Proof. By the assumption, k0 � m � n = h(k � m � n), that is k0 = k + (h �
1)(k � m � n), for a certain number h 2 Z. Since k0 � k and k � m � n � 0, we can
assume that k0 = k + (h � 1)(k � m � n) for a certain number h � 1. To show that
Ek � Ek0 = Ek+(h�1)(k�m�n), it is enough to show that every (W;R) 2 PEk belongs also
to PEk+(h�1)(k�m�n) for any h � 1. This can be shown by the induction on h.

m

k

k �m� nk �m� n

k0

Figure 3.4:

If h = 1, this is trivial since k+(h� 1)(k�m�n) = k. So, we assume that this holds
for h. To show that (W;R) belongs to PEk+h(k�m�n), we assume that xRk+h(k�m�n)y
and xRmz. Then, for some w 2 W , xRk+(h�1)(k�m�n)w and wRk�m�ny, since k + (h �
1)(k �m� n) � 0 and k �m� n � 0. Since (W;R) belongs to PEk+(h�1)(k�m�n) by the
hypothesis of induction, xRk+(h�1)(k�m�n)w and xRmz imply zRnw. Since xRmz, zRnw
and wRk�m�ny hold, xRky. But since (W;R) is in PEk, zRny. Thus, we have shown that
(W;R) belongs to PEk+h(k�m�n).

Lemma 3.2.4 If Ek � Ek0 then (k �m� n)
��� (k0 �m� n).

Proof. Suppose that Ek � Ek0 but (k � m � n)
��� (k0 � m � n) doesn't hold. For

a = k �m� n, we de�ne a frame F = (W;R) as follows;

W = fwi j i 2 Z=aZg;

wiRwj , j � i+ 1 (mod a):
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w0 w1 wa�2 wa�1

Figure 3.5:

By the assumption, since k0 � m 6= n + h(k � m � n) for any h 2 Z, i.e. k0 � m 6� n
(mod a), wmR

nwk0 doesn't hold. On the other hand, both w0R
k0wk0 and w0R

mwm hold.
Thus F =2 PEk0. Next, suppose that wiR

kwj and wiR
mws. Then, j � i � k (mod a)

and s � i � m (mod a). Hence j � s � k � m (mod a). But k � m � n (mod a)
since a = k � m � n. Thus j � s � n (mod a), i.e. wsR

nwj. Hence F 2 PEk. This
contradicts that Ek � Ek0.

Lemma 3.2.5 If k0 > k and m + n � k > m > 0 then Ek 6� Ek0.

Proof. De�ne a frame F = (W;R) as follows;

W = fwi j 0 � i � m + n+ 1g;

wiRwj , either

1)j = i + 1 if 0 � i � m + n or

2)j = i� 1 if m + 2 � i � m + n+ 1 or

3)j = i if m+ 1 � i � m+ n + 1 or

4)i = 0 and j = m+ n + 1� k:

w0
wm+1 wm+2

wm+n+1�k

wm+n

wm+n+1

m + 1 n

k

Figure 3.6:
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First, we will show that F 2 PEk. If i � 1, wiR
kwj and wiR

mwj0 then both wj and wj0

are between wm+1 and wm+n+1 since i + k � m + 1 and i + k � m + 1. Thus wj0R
nwj.

If w0R
kwj and w0R

mwj0 then wj0R
nwj since m + 1 � j � m + n and m � j 0 < m + n.

Hence F 2 PEk. On the other hand, wmR
nwm+n+1 doesn't hold since m 6= 0, while both

w0R
k0wm+n+1 and w0R

mwm hold. (Note here that w0R
k+1wm+n+1 and k+1 � k0.) Hence

F =2 PEk0.

Lemma 3.2.6 If k0 > k, m � k � 0 and n > m > 0 then Ek 6� Ek0.

Proof. If k0 < m + n then m + n � k > m + n � k0 > 0, so (k �m � n)
��� (k0 �m � n)

doesn't hold. Thus, we can derive our conclusion by using Lemma 3.2.4. It is therefore
suÆcient to consider the case where k0 � m + n. We will divide the case into two.

For n � k +m, we de�ne a frame F = (W;R) as follows;

W = fwi j 0 � i � m+ ng;

wiRwj , ji� jj � 1:

w0 w1 wm+n�1 wm+n

m+ n

Figure 3.7:

Since m+ n > n by m > 0, w0R
nwm+n doesn't hold while both w0R

mw0 and w0R
k0wm+n

hold for k0 � m + n. Therefore F =2 PEk0. We will next show that F 2 PEk. We �rst
note that wiR

twj holds if and only if ji� jj � t. Now, suppose that wiR
kwj and wiR

mws.
Then, ji � jj � k and ji � sj � m. Therefore, js � jj � js � ij + ji � jj � m + k � n.
Hence, wsR

nwj

For n < k +m, de�ne a frame G = (V; S) as follows;

V = fvi j 0 � i � m+ n+ 1g;

viSvj , either

1)ji� jj � 1 if 0 � i; j � m+ n + 1 or

2)j = k +m� n+ 2 if 1 � i < k +m� n + 2 or

3)j = n� 1 if n� 1 < j � k +m:
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v0 v1 vk+m�n+2 vn�1 vk+m vk+m+1

k +m� n+ 1k +m� n+ 1

k +m� 1

Figure 3.8:

Note that the frame takes at least n + 1 steps from v0 to vk+m+1 by the relation S.
Thus v0S

nvk+m+1 doesn't hold. But both vmS
k0vk+m+1 and vmS

mv0 hold because of
k +m + 1 � k0 +m. Thus G =2 PEk0.

Assume that xSky and xSmz for any x; y; z 2 V . Then both y and z must be either
between v0 and vk+m, or between v1 and vk+m+1, depending on x. For each case, y is
accessible from z by n steps, i.e. zSny. Therefore G 2 PEk.

Lemma 3.2.7 If k0 > k, m = 0, n > k and k0 6= n then Ek 6� Ek0.

Proof. Similarly to Lemma 3.2.6, we can show our lemma easily when k0 � n. So,
suppose that k0 > n. If k0 < 2n� k then n� k > k0 � n > 0, so (k� n)

��� (k0 � n) doesn't
hold. This case has been discussed already in Lemma 3.2.4. It is therefore suÆcient to
consider the case k0 � 2n� k. Then we de�ne a frame F = (W;R) as follows;

W = fwi j 0 � i � 2n� kg;

wiRwj , ji� jj � 1:

w0 w1 w2n�k�1 w2n�k

2n� k

Figure 3.9:

Since 2n� k > n by n� k > 0, w0R
nw2n�k doesn't hold while w0R

k0w2n�k hold, therefore
F =2 PEk0.

On the other hand, if xRky then xRny for any x; y 2 W , since n > k. Thus F 2 PEk.
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Lemma 3.2.8 If k0 > k, m = n and k = 0 then E0 6� Ek0.

Proof. We de�ne a frame F = (W;R) as follows;

W = fwi j 0 � i � m+ 1g;

wiRwj , ji� jj � 1:

w0 w1 w2 wm wm+1

m

Figure 3.10:

Then w0R
nwm+1 doesn't hold while both w1R

k0w0 and w1R
mwm+1 hold. Hence F =2 PEk0.

On the other hand, xRmy implies yRnx since the frame R is symmetric. Thus F 2 PE0.

Lemma 3.2.9 If k0 � k, m � n � 0, m � k � 0, either m � n > 0 or k > 0, and
(k �m� n)

��� (k0 �m� n) then Ek � Ek0.

Proof. By the assumption, k0�m�n = h(m+n�k), that is k0 = k+(h+1)(m+n�k),
for a certain number h 2 Z. Since k0 � k and m + n � k � 0, we can assume that
k0 = k + (h + 1)(m + n � k) with h � �1. To show that Ek � Ek0 = Ek+(h+1)(m+n�k),
it is enough to show that every (W;R) 2 PEk belongs also to PEk+(h+1)(m+n�k) for any
h � �1. This can be shown by the induction on h.

x y

z

u

v

w

k

k + h(m + n� k)

k0

m

n

n

m� k

2n

m + n� k

Figure 3.11:
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If h = �1, this is trivial since k + (h + 1)(m + n � k) = k. So, we assume that
this holds for h. To show that (W;R) belongs to PEk+(h+2)(m+n�k), we assume that
xRk+(h+2)(m+n�k)y and xRmz. Then, for some w 2 W , xRk+(h+1)(m+n�k)w and wRm+n�ky,
since k + (h + 1)(m + n � k) � 0 and m + n � k � 0. Since (W;R) belongs to
PEk+(h+1)(m+n�k) by the hypothesis of induction, xRk+(h+1)(m+n�k)w and xRmz imply
zRnw. Thus, zRm�k+2ny.

Then, for some u; v 2 W , xRm�ku, uRkz, zRm�kv and vR2ny, since m � k � 0 and
k � 0. Since uRkz and zRm�kv hold, uRmv. But since (W;R) is in PEk, vR

nz.
But by using the next lemma, zRny by taking l = n. Thus, we have shown that (W;R)

belongs to PEk+(h+2)(m+n�k).

Lemma 3.2.10 Let (W;R) be in PEk. Suppose that m � n, m � k and either m�n > 0
or k > 0. Also, suppose that M � max(m�n�1; k�1) � 0. Then, for every non-negative
integer l, if xRn+ly, xRlz and x0RMx then zRny.

m

l

l

nn

Figure 3.12:

Proof. We will show by the induction on l. If l = 0, this is trivial. When l = 1, we
will divide the case into two.

First, suppose that k � m � n. Then, for some w; u 2 W , x0RM�(k�1)w, wRk�1x,
xRm�k+1u and uRk+n�my, since M � k� 1 � 0, m� k+1 > 0 and k+n�m � 0. Since
wRk�1x and xRz hold, wRkz. Also, since wRk�1x and xRm�k+1u hold, wRmu. Since
(W;R) is in PEk, uRnz. Then, for some v 2 W , x0RM+m�k+1�(m�n)v and vRm�nu, since
M +m� k+ 1� (m� n) > 0 and m� n � 0. Since vRm�nu and uRk+n�my hold, vRky.
Also, since vRm�nu and uRnz hold, vRmz. Therefore zRny since (W;R) is in PEk.
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k + n�m

Figure 3.13:

When k < m � n, for some w; u 2 W , x0RM�k�(m�n�k�1)w, wRku and uRm�n�k�1x,
since M � k + (m� n� k� 1), k � 0 and m� n� k� 1 � 0. Since wRku, uRm�n�k�1x
and xRn+1y hold, wRmy. Since (W;R) is in PEk, yRnu. Then, for some v 2 W , wRm�kv
and vRky, since m � k � 0 and k � 0. Since vRky, yRnu, uRm�n�k�1x and xRz hold,
vRmz. Since (W;R) is in PEk, zR

ny.

x
x0

y

z

uw

k m� n� k � 1

1

n

n+ 1

Figure 3.14:

Therefore, we have shown, when l = 1.
Now, we assume that this holds for l. To show for l + 1, we assume that xRn+l+1y,

xRl+1z and x0RMx. Then, for some y0; z0 2 W , xRn+1y0, y0Rly, xRz0 and z0Rlz. Hence
z0Rny0 by the result when l = 1. Since z0Rny0 and y0Rly hold, z0Rn+ly. Since x0RMx and
xRz0 hold, x0RM+1z0 . Since z0Rn+ly, z0Rlz, x0RM+1z0 and M + 1 � M � max(m� n�
1; k � 1), zRny by the hypothesis of induction.
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3.3 Note

About inclusion relations on family of logics, for example, a class of logics extending K45
is shown in [23].

As generalization of our results, it is interested in what happen if we allow both m
and n to change.
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Chapter 4

Intuitionistic modal logics I ||

�nite model property

4.1 Introduction

In this chapter we will consider two methods for completeness on Kripke type semantics
for intuitionistic modal logics. One is the method of canonical models, and the other is
�ltration method .

De�nition 4.1.1 An intuitionistic modal logic L is called Kripke complete if there is a
class C of intuitionistic modal Kripke frames such that

L ` � i� C j= �:

To show Kripke completeness of a given intuitionistic modal logic L, it is necessary
to construct a model in which each formula which doesn't belong L is refuted, but whose
frame validates L.

De�nition 4.1.2

(1) Let L be an intuitionistic modal logic. A set T of formulas is said to be a L-theory
if

(i) L � T ,

(ii) �; �! � 2 T ) � 2 T for each �; �.

(2) A L-theory T is consistent i� ? =2 T .

(3) A L-theory T is prime i�

(i) T is consistent,

(ii) � _ � 2 T ) � 2 T or � 2 T for each �; �.

De�nition 4.1.3

(1) Let L be an intuitionistic modal logic. The canonical frame FL = (WL;�L; R2L; R3L)
is de�ned as follows.
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(i) WL is the set of all prime L-theories,

(ii) �L is the set-inclusion relation �, i.e., T1 �L T2,T1 � T2,

(iii) T1R2LT2
def
, 8� 2 Form(L23)(2a 2 T1 ) a 2 T2), in other words, (T1)2 � T2,

where (T1)2 := f� j 2� 2 T1g,

(iv) T1R3LT2
def
, 8� 2 Form(L23)(a 2 T2 ) 3a 2 T1), in other words, T2 � (T1)3,

where (T1)3 := f� j 3� 2 T1g.

(2) The canonical model ML = (FL; vL) is the pair of the canonical frame and the
valuation vL de�ned by,

vL(p) := fx 2 WL j p 2 xg;

for every propositional variable p.

We can regard a (prime) L-theory as a (prime) �lter of the Lindenbaum algebra
AL. Compare De�nition 4.1.3 with De�nition 2.4.1(2), and we can also consider the
canonical frame FL as the dual (AL)y of the Lindenbaum algebra AL. Actually a map :
T 7! TL := fj�jL j � 2 Tg is an isomorphism.

De�nition 4.1.4 Let L be an intuitionistic modal logic. For a given non-empty set X of
formulas, we de�ne [X)L and (X]L by

[X)L = f� j L ` �1 ^ � � � ^ �n ! � for some �1; : : : ; �n 2 Xg;

(X]L = f� j L ` � ! �1 _ � � � _ �n for some �1; : : : ; �n 2 Xg:

Then, similarly to Theorem 2.4.3, we can show the following theorem.

Theorem 4.1.5 Let L be an intuitionistic modal logic. Given non-empty sets X and Y
of formulas such that [X)L\(Y ]L = ;, there exists a prime L-theory T such that X � T
and T \ Y = ;.

Theorem 4.1.6 LetML = (FL; vL) be the canonical model. Then for every formula �,

vL(�) = fx 2 WL j � 2 xg:

Proof. This can be shown in the same way as the proof of Proposition 2.4.4(2), by
taking vL instead of h.

Theorem 4.1.7 For any L 2 NExtIntK23, L ` � i� ML j= �.

Proof. For any x 2 WL, L � x. So � 2 L implies x j= �. Conversely, suppose
L 6` �. Since L and (f�g]L are disjoint, by Theorem 4.1.5 there is a prime L-theory x
such that � =2 x. ThusML 6j= �.

In order to show that a given logic L is Kripke complete, it is suÆcient that the
canonical frame validates L. Such a logic L is called a canonical logic.
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Proposition 4.1.8

(1) If a logic L1 is an extension of a logic L2, then the canonical frame FL1 is a generated
subframe of FL2.

(2) If Li is a canonical logic for each i 2 I, then
M
i2I

Li is also canonical.

Proof. (1). It suÆces to check the conditions of generated subframes ( see De�ni-
tion 2.3.4.) ClearlyWL2 containsWL1 . Suppose that x 2 WL1 and y 2 WL2 . If x � y then
L1 � y, and if x2 � y then L1 � y, too, since L1 � (L1)2. Thus, both conditions (iii) and
(iv) of De�nition 2.3.4(1) hold. Suppose y � x3. For any formula � 2 y and any formula
�, if �! � 2 L1 then 3� 2 x since 3�! 3� 2 L1 � x. Therefore since [L1 [ y)L1 and
(�(x3)]L1 = �(x3) are disjoint, by Theorem 4.1.5 there is z 2 WL1 such that y � z and
z \�(x3) = ;. Hence z � x3. Thus, both condition (v) of De�nition 2.3.4(1) holds. (2).
By (1), F�Li is a generated subframe of FLi for every i 2 I. Since FLi j= Li, F�Li j= Li
by Corollary 2.3.6. Thus, F�Li j=

M
i2I

Li

Theorem 4.1.9 IntK23�� is a canonical logic, if � is any combination of formulas in
the following list.

2(p! q)! (3p! 3q); (4.1)

3(p! q)! (2p! 3q); (4.2)

(3p! 2q)! 2(p! q); (4.3)

2
+(p! q)! (3p! 3q); (4.4)

2
(m)(p! q)! (3p! 3q); (4.5)

:2?; (4.6)

3>; (4.7)

2p! p; (4.8)

p! 3p; (4.9)

2p! 22p; (4.10)

33p! 3p; (4.11)

3
k
2
lp! 2

m
3
np; (4.12)

2p _ 2:2p; (4.13)

2(2p _ q)! (2p _ 2q) (4.14)

2(2p! q) _ 2(2q ! p) (4.15)

As a consequence, each IntK23 � � in the above theorem is Kripke complete.

Proof. We will check only formulas which are shown in Proposition 2.3.3. The rest
can be checked similarly.

(4.5). Let us suppose that 2(m)(p ! q) ! (3p ! 3q) 2 L. We will show that the
canonical frame FL satis�es the condition of (2.5), i.e.

x � y3 ) 9z9n(x � z & z � y3 & y2n � z & 0 � n � m):
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Suppose x � y3. Then we will show [x[y2n)L � y3 for some n. Suppose otherwise. Then
for each n (0 � n � m) there are formulas �n; �n; 
n such that �n 2 x, 2n�n 2 y;3
n =2 y
and �n ^ �n ! 
n 2 L. Since

(�0 _ � � � _ �m)! ((�0 ^ � � � ^ �m)! (
0 _ � � � _ 
m)) 2 L;

for each n

2
n(�0 _ � � � _ �m)! 2

n((�0 ^ � � � ^ �m)! (
0 _ � � � _ 
m)) 2 L:

Since 2n�n 2 y implies 2n(�0 _ � � � _ �m) 2 y, for each n

2
n((�0 ^ � � � ^ �m)! (
0 _ � � � _ 
m)) 2 y:

Since also
2

(m)((�0 ^ � � � ^ �m)! (
0 _ � � � _ 
m)) 2 y;

by using the axiom (4.5),

3(�0 ^ � � � ^ �m)! 3(
0 _ � � � _ 
m) 2 y:

Since �0 ^ � � � ^ �m 2 x and x � y3, we have 3(�0 ^ � � � ^ �m) 2 y. Therefore

3
0 _ � � � _3
m 2 y:

This is a contradiction. Thus, we have [x [ y2n)L � y3 for some n. Therefore since
[x[y2n)L and �(y3) are disjoint, by Theorem 4.1.5 there is an L-theory z such that [x[
y2n)L � z and z \ �(y3) = ;. Thus, x � z, z � y3 and y2n � z for some n.

(4.12). Suppose that 3k2lp! 2m3np 2 L for some k; l;m; n � 0. Then we will show
that the canonical frame FL satis�es the condition of (2.12), i.e.

(x2m � y & z � x3k)) 9u(u � y3n & z2l � u):

Suppose x2m � y and z � x3k . Hence, x2m3n � y3n and z2l � x3k2l. On the other hand
x3k2l � x2m3n since 3k2l� ! 2m3n� 2 x. Thus z2l � y3n. Therefore Theorem 4.1.5
guarantees the existence of L-theory u such that u � y3n and z2l � u.

(4.14). Let 2(2p _ q) ! (2p _ 2q) belongs to L. We will show that the canonical
frame FL satis�es the condition of (2.14), i.e.

(x2 � y & x2 � z)) 9u(x2 � u & u � z & u2 � y):

Suppose x2 � y and x2 � z. Then we will show x2 \ (f2� j � =2 yg[�z]L = ;. Suppose
otherwise. Then there are formulas �; �1; : : : ; �n; 
 such that 2� 2 x, �1; : : : ; �n =2 y

 =2 z, and

�! 2�1 _ : : : _ 2�n _ 
 2 L:

Hence
2�! 2(2�1 _ : : : _2�n _ 
) 2 L:

Since
2(2�1 _ : : : _ 2�n _ 
) 2 x;
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by using the axiom (4.14)

2�1 _2(2�2 _ : : : _2�n _ 
) 2 x:

By iterating this,
2�1 _2�2 _ : : : _ 2�n _2
 2 x:

Therefore, either 2�i 2 x for some i or 2
 2 x. If 2�i 2 x for some i, �i 2 x2 � y.
This contradicts �i =2 y. If 2
 2 x, 
 2 x2 � z. This contradicts 
 =2 z. Thus, we
have x2 \ (f2� j � =2 yg [ �z]L = ;. Therefore by Theorem 4.1.5 there is an L-theory u
such that x2 � u, u � z and u \ f2� j � =2 yg = ;. Since ; = (u \ f2� j � =2 yg)2 =
u2 \ f2� j � =2 yg2 = u2 \ �y, we have u2 � y.

Corollary 4.1.10 Logics IntK23, IntK
+
23

, IntK�
23

, FS, IntD23, IntT23, IntK423,
IntS423, IntS4:323, IntK523, IntS523 and MIPC are Kripke complete.

4.2 Filtration method

The canonical model of a given L refutes any formula which does not belong to L. The
frame will contain continuum many points. But it will be nice if we can �nd a �nite
frame refuting each formula � which does not belong to L. For, if L is moreover �nitely
axiomatizable, then L is decidable in this case. Here, we say that L is �nitely axiomatizable
if L = IntK23 � � for some �nite set � of formulas.

De�nition 4.2.1 A logic L has the �nite model property if for every non-theorem ' of
L, there exists a �nite frame F such that F j= L and F 6j= ':

In the following, by using �ltration method we will show that many of basic intuition-
istic modal logics have the �nite model property.

De�nition 4.2.2 (1) LetM be a model and � be a set of formulas closed under subfor-
mulas, i.e., Sub' � � whenever ' 2 �, where Sub' is the set of all subformulas
of '. De�ne an equivalence relation �� on W , by taking

x �� y
def
, (M; x) j= ' i� for every ' 2 �(M; y) j= ';

and say that x; y are �-equivalent in M. Denote by [x]� the equivalence class
generated by x. If understood, [x]� is written simply [x].

(2) A modelM� = (W�;��; R2�; R3�; v�) is called a �ltration ofM through � if the
following conditions are satis�ed.

(i) W� = f[x] j x 2 Wg

(ii) v�(p) = f[x] j x 2 v(p)g; for every propositional variable p 2 �,

(iii) for all x; y 2 W x� y implies [x]�� [y],

(iv) for all x; y 2 W xR2y implies [x]R2�[y],

(v) for all x; y 2 W xR3y implies [x]R3�[y],
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(vi) for x; y 2 W and ' 2 � if [x]�� [y] then y j= ' whenever x j= ',

(vii) for x; y 2 W and 2' 2 � if [x]R2�[y] then y j= ' whenever x j= 2',

(viii) for x; y 2 W and 3' 2 � if [x]R3�[y] then x j= 3' whenever y j= '.

Theorem 4.2.3 LetM� be a �ltration of a modelM through a set � of formulas. Then
for every x inM and every formula ' 2 �,

(M; x) j= ', (M�; [x]) j= ':

Proof. we prove our theorem by induction on the construction of ': The basis of
induction follows from (ii). Now let ' =  ! � 2 �. Suppose that x j=  ! �, [x]�� [y]
and [y] j=  . Then, by (vi), y j=  ! � and by the induction hypothesis, y j=  . Hence,
y j= �. Again by the induction hypothesis, [y] j= �. Thus, [x] j=  ! �. Conversely,
suppose that [x] j=  ! �, x�y and y j=  . Then, by (iii), [x]�� [y] and by the induction
hypothesis, [y] j=  . Hence, [y] j= �. Again by the induction hypothesis, y j= �. Thus,
x j=  ! �.

Next let ' = 2 2 �. Suppose that x j= 2 and [x]R2�[y]. Then, by (vii), y j=  
and by the induction hypothesis, [y] j=  . Thus, [x] j= 2 . Conversely, suppose that
[x] j= 2 and xRy. Then, by (iv), [x]R2�[y] and so [y] j=  . Hence, by the induction
hypothesis, y j=  . Thus, x j= 2 .

Let ' = 3 2 �. Suppose that x j= 3 . Then, there is y such that xR3y and
y j=  . Hence, by (v), [x]R3�[y] and by the induction hypothesis, [y] j=  . Thus,
[x] j= 3 . Conversely, suppose that [x] j= 3 . Then, there is [y] such that [x]R3�[y]
and [y] j=  . Hence, by the induction hypothesis, y j=  and by (viii), x j= 3 .

In general, the conditions from (iii) to (viii) do not determine the binary relations
��; R2�; R3� uniquely. Actually, they allow us to choose any relations ��; R2�; R3�
such that �

�
� �� � ��, R2� � R2� � R2�, R3� � R3� � R3�, where

�
�

= f([x]; [y]) j 9x0; y0(x �� x0 & y �� y0 & x0Ry0)g;

R2� = f([x]; [y]) j 9x0; y0(x �� x0 & y �� y0 & x0R2y
0)g;

R3� = f([x]; [y]) j 9x0; y0(x �� x0 & y �� y0 & x0R3y
0)g;

�� = f([x]; [y]) j 8' 2 �(x j= ') y j= ')g;

R2� = f([x]; [y]) j 82' 2 �(x j= 2') y j= ')g;

R3� = f([x]; [y]) j 83' 2 �(y j= ') x j= 3')g:

Indeed, if [x] �� [y], [x]R2�[y] and [x]R3�[y] hold then, by (vi), (vii) and (viii),
[x]��[y], [x]R2�[y] and [x]R3�[y], respectively. And if [x]�

�
[y], [x]R2�[y] and [x]R3�[y]

then x0 � y0, x0R2y
0 and x0R3y

0 for some x0 2 [x]; y0 2 [y]. Hence, by (iii), (iv) and (v),
[x] �� [y], [x]R2�[y] and [x]R3�[y], respectively. Note here that the fact that [x]�

�
[y],

[x]R2�[y] and [x]R3�[y] satisfy (vi), (vii) and (viii), respectively, and [x]��[y], [x]R2�[y]
and [x]R3�[y], satisfy (iii), (iv) and (v), respectively, follows directly from the de�nition
of the valuation.

Note that �� is a partial order, �� ÆR2� Æ�� = R2�, and �
�1
�
ÆR3� Æ�

�1
�

= R3�.
The re
exivity of �� follows from (iii). The anti-symmetry of �� follows from (vi) and
the de�nition of �-equivalence. Suppose that [x]��[y] and [y]��[z] and  2 �. If
x j=  , then y j=  . Hence z j=  . Thus, [x]R2�[z]. Next, suppose that [x]��[y],
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[y]R2�[z], [z]��[w], and 2 2 �. If x j= 2 , then y j= 2 . Hence z j=  . So, w j=  .
Thus, [x]R2�[w]. Finally, suppose that [x]��1

�
[y], [y]R3�[z], �

�1
�
[w], and 3 2 �. If

w j=  , then z j=  . Hence y j= 3 . So, x j= 3 . Thus, [x]R3�[w]. Therefore,
(W�;��; R2�; R3�) is an intuitionistic modal frame.

But not all of ��; R2�; R3� in these intervals give rise to �ltrations of intuitionistic
modal frames. More preciously, the re
exivity and the anti-symmetry of �� hold always,
while �� may be non-transitive and neither ��ÆR2�Æ�� = R2� nor ��1

�
ÆR3�Æ�

�1
�

=
R3� may hold.

To get a transitive relation it is enough to take the transitive closure �1
�

of ��.
Clearly, �1

�
satis�es (iii). By the transitivity of ��, �

1
�

satis�es (vi). We also de�nes
R?
2�

and R?
3�

by
R?
2�

= �1
�
ÆR2� Æ�

1
�

and
R?
3�

= ��11
�
ÆR3� Æ�

�11
�

:

Then, it is easily shown that they satisfy (iv), (v), (vii) and (viii). Thus, (W�;�
1
�
; R?

2�
; R?

3�
)

is also an intuitionistic modal frame. Clearly, if (W�;��; R2�; R3�) is an intuitionistic
modal frame, �1

�
= ��, R

?
2�

= R2� and R?
3�

= R3� hold. Therefore, for any �l-
tration (W�;��; R2�; R3�; v�), we have �1

�
� �� � ��, R

?
2�
� R2� � R2� and

R?
3�
� R3� � R3�.

De�nition 4.2.4 The �ltration on the frame F� = (W�;�
1
�
; R?

2�
; R?

3�
) is called the

�nest �ltration ofM through �, while the �ltration on the frame F� = (W�;��; R2�; R3�)
is called the coarsest �ltration ofM through �.

If � is �nite then W� is �nite (in fact, it contains at most 2j�j elements.). Therefore,
to prove the �nite model property of a logic L, it suÆces to show that for every non-
theorem ' of L and a modelM of L such thatM 6j= ', if there exists a �ltration ofM
through a �nite set � containing ' such that F� j= L. If this is really the case then we
say that L admits �ltration.

Suppose that P is a property of a frame. Suppose moreover that a given logic L is
sound with respect to the class C of frames satisfying a property P , and that the canonical
frames of L satis�es P . In such a case, to prove that L has �nite model property it suÆces
to show that for each non-theorem ' of L, there exists a �nite set � containing ' such
that a �ltration F� of anyM in C through � satis�es P .

The following theorem will show how �ltration method works well also for intuitionistic
modal logics.

Theorem 4.2.5 Any of IntK23, IntD23, IntT23, IntK423, IntS423 and IntS523
admits �ltration and hence has the �nite model property.

Proof. For IntK23: Our basic logic IntK23 is characterized by the class of all
intuitionistic modal frames, it trivially admits �ltration.

For IntD23: When R2 and R3 are serial, by (iv) and (v) R2� and R3� in any
�ltration are also serial, respectively.

For IntT23: When R2 and R3 are re
exive, by (iv) and (v) R2� and R3� in any
�ltration are also re
exive, respectively.
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For IntK423: LetM be a model with transitive relations R2 and R3.
First, we will consider the �nest �ltration. Let � be a set of formulas closed under

subformulas. We take the transitive closures (R?
2�

)1 and (R?
3�

)1 of R?
2�

and R?
3�

. It
is easily shown that they satisfy (iv) and (v).

We show that (R?
2�

)1 satis�es (vii). Suppose that [x]R2�[y], 2 2 �. Then, there
exist x0; y0 such that x0 2 [x]; y0 2 [y] and x0R2y

0. If x j= 2 , x0 j= 2 . Since R2 is
transitive, y0 j= 2

+ . Hence y j= 2
+ . By iterating this argument, for any 2 2 �,

if (R?
2�

)1 and x j= 2 , then y j= 2+ . Thus, (R?
2�

)1 satis�es (vii). Similarly, we can
show that (R?

3�
)1 satis�es (viii). Thus, the frame (W�;�

1
�
; (R?

2�
)1; (R?

3�
)1) is also a

frame which we want to get.
Next, we will consider the coarsest �ltration. Suppose that

�0 = Sub' [ f22 j 2 2 Sub'g [ f33 j 3 2 Sub'g:

We will check that in the coarsest �ltration both R2�0
and R3�0

are transitive.
Suppose that [x]R2�0

[y], [y]R2�0
[z] and 2 2 �0. When 2 2 Sub', if x j= 2 ,

then x j= 22 by the transitivity. Since 22 2 �0, y j= 2 . Hence, z j=  . Thus,
[x]R2�0

[z]. Otherwise, 2 = 22� 2 f22� j 2� 2 Sub'g for some �. If x j= 22�,
then y j= 2�, since 22� 2 �0. By the transitivity, y j= 22�. Hence, z j= 2�. Thus,
[x]R2�0

[z].
Suppose that [x]R3�0

[y], [y]R3�0
[z] and 3 2 �0. When 3 2 Sub', if z j=  ,

then y j= 3 . Since 33 2 �0, x j= 33 . Hence, x j= 3 , by the transitivity. Thus,
[x]R3�0

[z]. Otherwise,3 = 33� 2 f33� j 3� 2 Sub'g for some �. If z j= 3�,
then y j= 33�. By the transitivity, y j= 3�. Since 33� 2 �0, x j= 33�. Therefore,
[x]R3�0

[z]. Thus, the frame (W�0
; R�0

; R2�0
; R3�0

) is also a frame for IntK423.
Therefore, for any �ltration (W�;��0

; R2�0
; R3�0

; v�0
), we have �1

�0
� ��0

� ��0
,

R?
2�0
� (R?

2�0
)1 � (R2�0

)1 � R2�0
and R?

3�0
� (R?

3�0
)1 � (R3�0

)1 � R3�0
. Thus,

the frame (W�0
;��0

; (R2�0
)1; (R3�0

)1) is also a frame which we want to get.
For IntS423: When R2 and R3 are re
exive, by (iv) and (v) R2� and R3� in

any �ltration are re
exive, respectively. The �ltrations for IntK423 work well also for
IntS423. Moreover, (R?

2�
)1 = R1

2�
and (R?

3�
)1 = R1

3�
by the re
exivities of R2� and

R3�.
For IntS523: LetM be a model such that both R2 and R3 are re
exive and transitive,

and that R2 = R�1
3
.

First, we will consider the �nest �ltration. Let � be a set of formulas closed under
subformulas. By the assumption we can easily show that R3� = R�1

3�
. Thus both

R1
2�

and R1
3�

are re
exive and transitive, and R1
2�

= R1�1
3�

. Therefore, the frame
(W�;�

1
�
; R1

2�
; R1

3�
) is a frame which we want to get.

Next, we will consider the coarsest �ltration. Put

�1 = Sub' [ f22 ;32 j 2 2 Sub'g [ f33 ;23 j 3 2 Sub'g:

We will check that the coarsest �ltration satis�es R2�1
= R

�1
3�1

. Notice that by
properties of IntS523, if  is either 2� or 3� for some � then

x j=  i� x j= 2 i� x j= 3 :

Suppose [x]R2�1
[y] and 3 2 �1. When 3 2 Sub', if x j=  then x j= 3 by the

re
exivity of R3. Hence, x j= 23 . Then, y j= 3 since 23 2 �1. Thus, [y]R3�1
[x].
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When 3 2 f22�;32� j 2� 2 Sub'g [ f33�;23� j 3� 2 Sub'g, x j=  implies
x j= 2 . Since 2 2 �1, y j=  . Hence, y j= 3 . Thus, [y]R3�1

[x]. Conversely,
suppose [y]R3�1

[x] and 2 2 �1. When 2 2 Sub', if x j= 2 then y j= 32 ,
since 32 2 �1. Hence, y j= 2 . By the re
exivity of R2, y j=  . Thus, [x]R2�1

[y].
When 3 2 f22�;32� j 2� 2 Sub'g [ f33�;23� j 3� 2 Sub'g, if x j= 2 then
x j=  . Since 3 2 �1, y j= 3 . Hence, y j=  . Therefore, [x]R2�1

[y]. Thus, the frame
(W�1

; R�1
; R2�1

; R3�1
) is also a frame for IntS523.

Therefore, for any �ltration (W�;��1
; R2�1

; R3�1
; v�1

), we have �1
�1
� ��1

� ��1
,

R?
2�1
� (R?

2�1
ÆR?

3�1

�1)1 � (R2�1
ÆR�1

3�1
)1 � R2�1

and R?
3�1
� (R?

3�1
ÆR?

2�1

�1)1 �
(R3�1

ÆR�1
2�1

)1 � R3�1
. Thus, the frame (W�1

;��1
; (R2�1

ÆR�1
3�1

)1; (R3�1
ÆR�1

2�1
)1)

is also a frame which we want to get.

4.3 Note

V. H. Sotirov proved in [26] the �nite model property for IntK23, IntT23 IntS423 and
IntS523 by using coarsest �ltrations.

In this thesis, we gave alternative proofs of the �nite model property for these logics
by using more general �ltration method.

As another result of the �nite model property for intuitionistic modal logics, C. Grefe
showed that FC has the �nite model property [12].

In general, the �nite model property for bimodal logics is much more diÆcult than
that for mono-modal logics. Many problems remain on the �nite model property for
intuitionistic modal logics yet.

So far, we have treated the logics of L23. But, if we restrict the modal operators
only to 2 operator, Some logics can admit �ltration. For example, we fail to prove that
IntS4:323 admits �ltration. But IntS4:32 on which the modal operator is restricted to
2 operator admits �ltration, because we can take 2-rooted counter-model.
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Chapter 5

Intuitionistic modal logics II ||

subdirectly irreducible algebras

5.1 Introduction

In this chapter, we will discuss modal Heyting algebras. From the algebraic point of view,
to each of these intuitionistic modal logics there corresponds a variety of modal Heyt-
ing algebras (2-modal Heyting algebras, 3-modal Heyting algebras, 23-modal Heyting
algebras and FS-algebras, respectively) with one or two operators (see [33]). Since ev-
ery algebra is isomorphic to a subdirect product of subdirectly irreducible algebras by
Birkho�'s subdirect representation theorem, it is important to �nd a nice description of
subdirectly irreducible modal Heyting algebras. In the case of 2-modal Heyting algebras
and FS-algebras, the following result was proved in [30].

The logic FS de�ned in page 14 corresponds FS-algebras, i.e. 23-modal Heyting
algebras with 3(a! b) � 2a! 3b and 3a! 2b � 2(a! b).

Proposition 5.1.1 Let A be either a 2-modal Heyting algebra or a FS-algebra.

1. A nontrivial algebra A is subdirectly irreducible i� there exists an element a 2 A
with a 6= 1 such that for all b 2 A with b 6= 1 there exists a number n such that
b ^ 2b ^ 22b ^ � � � ^ 2nb � a.

2. A �nite algebra A is subdirectly irreducible i� the dual frame of A is rooted.

In [30] the following problem is posed; \Is there a nice description of subdirectly irreducible
�nite 3-modal Heyting algebras as for a 2-modal Heyting algebra in Proposition 5.1.1?"
In this chapter, we will give a uniform description of subdirectly irreducible algebras for
various classes of (multi-)modal Heyting algebras (see Theorem 5.3.2 and Corollary 5.3.3),
from which an answer to the above problem immediately follows (see Proposition 5.3.4).

5.2 Normalizing operators

In this section, we will discuss Heyting algebras with operators. In the rest of the chapter,
we assume that A = (A0;M) is a Heyting algebra A0 = (A;^;_;!; 0; 1) with a �nite set
M of unary operators m1; : : : ; mk. Let a$ b be the abbreviation of (a! b) ^ (b! a).
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A �lter F of A is called an M-�lter if for each i 2 f1; : : : ; kg,

a$ b 2 F implies mia$ mib 2 F for all a; b 2 A: (5.1)

Let FM (A) be the set of allM -�lters ofA. We can show that FM(A) = (FM(A);\;_;
f1g; A) forms a complete lattice, where for all G;H 2 FM(A); G_H denotes the M -�lter
generated by the set G [ H. Let �(A) be the set of all congruence relations on A. A
binary relation � on A will be identi�ed with its graph f(a; b) 2 A2 j a � bg. We can show
easily that �(A) = (�(A);\;_;�; A2) forms a complete lattice. Here � denotes the
diagonal f(a; a) 2 A2 j a 2 Ag and �1 _ �2 denotes the congruence relation generated by
the set �1 [ �2 for all �1; �2 2 �(A).

It is well-known that for any Heyting algebra A0, the complete lattice of all �lters of
A0 is isomorphic to the complete lattice of all congruence relations on A0. This result can
be easily extended as follows.

Proposition 5.2.1 The map

f : F 7! �F = f(a; b) j a$ b 2 Fg

is an isomorphism from the complete lattice FM(A) onto the complete lattice �(A). The
inverse map is given by

g : � 7! F� = fa 2 A j a � 1g:

Proof. We note �rst that �F is a congruence relation by de�nitions if F is an M -�lter.
Next, F� is an M -�lter whenever � is a congruence relation, since (a $ b) � 1 i� a � b. It
is easy to see that F�F = F and �F� = � i.e., (g Æ f)(F ) = F and (f Æ g)(�) = �. So, f is
an isomorphism from FM(A) onto �(A).

A unary operator m on A is monotone if

a � b implies ma � mb

for all a; b 2 A. A unary operator m is normal if both

m 1 = 1 and m(a ^ b) = ma ^mb

hold for all a; b 2 A. It is clear that every normal operator is monotone.

Proposition 5.2.2 The condition (5.1) can be replaced by the following condition

a! b 2 F implies mia! mib 2 F for all a; b 2 A (5.2)

when mi is monotone; and by the condition

a 2 F implies mia 2 F for all a 2 A (5.3)

when mi is normal.
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Proof. First, suppose mi is monotone. We will show that the condition (5.1) implies the
condition (5.2). Suppose a! b 2 F . Then a$ (a ^ b) 2 F , and, by the condition (5.1)
mia$ mi(a ^ b) 2 F . On the other hand, mi(a ^ b) � mib holds by using monotonicity.
Therefore mia ! mib 2 F . Conversely, it is clear that the condition (5.2) implies the
condition (5.1). Next, suppose mi is normal. Then, the condition (5.2) implies the
condition (5.3) by using 1 ! x = x for any x and mi1 = 1. Conversely, the condition
(5.3) implies the condition (5.2) by usingmi(a! b) � mia! mib, which is a consequence
of the normality.

Next, we will introduce an operator which characterizes M -�lters. We will de�ne
(partial) operators [mi] and [M ] as follows: for each a 2 A,

[mi]a :=
^

a�b$c

(mib$ mic);

[M ]a :=
^

a�b$c
1�i�k

(mib$ mic);

if the in�ma exist, and they are unde�ned, otherwise. It is easily seen that if all [mi] exist
then [M ] exists and [M ] =

^
1�i�k

[mi].

Theorem 5.2.3 Suppose that both [mi]a and [M ]a exist for all a 2 A. Then [mi] and
[M ] are normal.

Proof. First [mi]1 =
^
b=c

(mib$ mic) =
^
1 = 1. Next [mi](a ^ b) � [mi]a ^ [mi]b holds,

since f(c; d) j a � c $ dg [ f(c; d) j b � c $ dg � f(c; d) j a ^ b � c $ dg. Conversely
suppose that a^b � c$ d. Then a � (b^c)$ (b^d), b � c$ (b^c) and b � d$ (b^d).
Hence [mi]a^ [mi]b � (mi(b^ c)$ mi(b^ d))^ (mic$ mi(b^ c))^ (mid$ mi(b^ d)) �
mic$ mid. Therefore [mi]a ^ [mi]b � [mi](a ^ b) holds. Similarly, we can show that [M ]
is normal.

Proposition 5.2.4 Suppose that each mi is monotone. Then for all a 2 A, the following
equations hold.

1.

[mi]a =
^
b2A

(mib! mi(a ^ b));

2.

[M ]a =
^
b2A

1�i�k

(mib! mi(a ^ b)):

More precisely, whenever the in�mum on one side exists in the above equations, the in�-
mum on the other side exists and they are equal.
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Proof. Since a � b $ (a ^ b) and by the monotonicity mib � mi(a ^ b) for all a; b 2 A,
fmib ! mi(a ^ b) j b 2 Ag � fmib $ mic j a � b $ cg. Suppose a � b $ c. Then
a ^ b � c and a ^ c � b. Hence (mib! mi(a ^ b)) ^ (mic! mi(a ^ c)) � mib$ mic by
the monotonicity of mi. The second equality is proved, similarly.

Proposition 5.2.5 Suppose that mi is normal for a given i. Then [mi]a always exists
and [mi]a = mia, for all a 2 A.

Proof. By Proposition 5.2.4, it is enough to show that mia is the minimum of fmib !
mi(a^b) j b 2 Ag. Sincemi is normal,mia = mi1! mi(a^1) andmia � mib! mi(a^b),
for all b 2 A.

Corollary 5.2.6 Suppose that both [mi]a and [M ]a exist for all a 2 A. Then
h
[mi]

i
=

[mi] and
h
[M ]

i
= [M ].

Proof. By Theorem 5.2.3 and Proposition 5.2.5.

5.3 A description of subdirectly irreducible algebras

Recall that a nontrivial algebra A, i.e. 0 6= 1 holds in A, is subdirectly irreducible (s.i.,
for short) i� it has the second smallest congruence relation. In particular, A is s.i. i�T
(�(A)�f�g)

=
�
= �. For a subset B � A, we denote by [B) the smallest �lter containing

B, and by [B)M the smallest M -�lter containing B. Sometimes, [fag) is denoted by [a)
and [fag)M is denoted by [a)M . For a 2 A we de�ne [M ]na by induction on n as follows;

[M ]0a = a; [M ]n+1a = [M ]([M ]na):

Moreover, we put [M ](n)a = [M ]0a^� � �^ [M ]na. In particular, [M ](1) is denoted by [M ]+.
When [mi]b exists for all b 2 A and all i 2 f1; 2; : : : ; kg, we can show that

[M ](n)a =
^
[mi1 ] � � � [mid ]a

where (i1; : : : ; id) ranges over all sequences consisting of elements in f1; 2; : : : ; kg with the
length d.

Lemma 5.3.1 Suppose that [M ]a exists for all a 2 A. Then

1. for any �lter F , if F is a [M ]-�lter then F is also a M-�lter,

2. for any nonempty subset B of A, [B)M is a subset of [B)[M ], which in turn is equal
to fa 2 A j [M ](n)(b1 ^ � � � ^ bj) � a for some b1; : : : ; bj 2 B and some n; j 2Ng,

3. �(A0; [M ]) is a subset of �(A0;M),

4. if (A0;M) is s.i., then (A0; [M ]) is also s.i., i.e. there exists such an element a 2 A
with a 6= 1 that for all b 2 A with b 6= 1 there exists a number n such that [M ](n)b � a.
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Proof. Before proving our lemma, we note here that while (A0;M) withM = fm1; : : : ; mkg
is a Heyting algebra with k operators, (A0; [M ]) is a Heyting algebra with a single
unary operator [M ]. For (1), suppose that F 3 a $ b for a [M ]-�lter F . Since
[mi](a $ b) � mia $ mib, F 3 mia $ mib. Hence F is an M -�lter. Next, we
will show that (1),(2) and (3) are equivalent. (1) implies (2) since [B)M is the smallest
M -�lter containing B. (2) implies (1) since F � [F )M � [F )[M ] = F for any [M ]-
�lter F . Clearly, (1) and (3) are equivalent by Proposition 5.2.1. (4) holds becauseT
(�(A0; [M ])� f�g) �

T
(�(A0;M)� f�g)

=
�
= � by (3) and the condition that (A0;M)

is s.i..

Theorem 5.3.2 The converse of each of (1){(3) in Lemma 5.3.1 also holds i� [M ]a
belongs to [a)M for every a 2 A. Moreover, when [M ]a exists in [a)M for every a 2 A, a
nontrivial algebra (A0;M) is s.i. i� (A0; [M ]) is s.i.

Proof. Suppose that any M -�lter is a [M ]-�lter. Since [a)M � [a)[M ] and [a)[M ] 3 [M ]a,
[M ]a belongs to [a)M . Conversely, suppose that [M ]a belongs to [a)M . If F is an M -�lter
and F 3 a, then F 3 [M ]a since F � [a)M and [a)M 3 [M ]a. Since [M ] is normal
by Theorem 5.2.3, F is a [M ]-�lter. Thus, the set of [M ]-�lters is the same as that of
M -�lters. The rest follows immediately from this.

The following corollary is an immediate consequence of Theorem 5.3.2.

Corollary 5.3.3 When [M ]a exists in [a)M for every a 2 A, a nontrivial algebra A =
(A0;M) is s.i. i� there exists such an element a 2 A with a 6= 1 that for all b 2 A with
b 6= 1 there exists a number n such that [M ](n)b � a.

Proposition 5.3.4 Suppose that A = (A0;M) is �nite. Then [M ]a always exists in
[a)M . Hence the consequence of Theorem 5.3.2 holds.

Proof. For all b; c 2 A and all i 2 f1; : : : ; kg, [a)M 3 mib $ mic, if [a)M 3 b $ c.
Hence [a)M 3 [M ]a, since the in�mum in the de�nition of [M ]a consists of �nitely many
elements.

From Theorem 5.3.2 and Proposition 5.3.4 we can derive the result corresponding
to Proposition 5.1.1(2) for modal Heyting algebras, in general. As special case, we will
discuss the case of 23-modal Heyting algebras in the next section (Theorem 5.4.9).

Fix-points of [M ]+ correspond to M -�lters as the following theorems show.

Theorem 5.3.5 Suppose that [M ]a exists for all a 2 A. Then (fa 2 A j a = [M ]+ag;^;_;
0; 1) is a sublattice of A0, and the map

h : a 7! [a) = fb 2 A j a � bg

dually embeds the lattice (fa 2 A j a = [M ]+ag;^;_; 0; 1) into the lattice FM(A).

Proof. First we show that (fa 2 A j a = [M ]+ag;^;_; 0; 1) is a sublattice ofA0. Suppose
that a1 = [M ]+a1 and a2 = [M ]+a2. Then a1 ^ a2 � [M ]a1 ^ [M ]a2 = [M ](a1 ^ a2) by the
normality of [M ], and a1_a2 � [M ]a1_ [M ]a2 � [M ](a1_a2) by the monotonicity of [M ].
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Also, 0 � [M ]0 and 1 = [M ]1. Next, we show that [a) is an M -�lter if a = [M ]+a holds.
Suppose a � b $ c. Then a � mib $ mic, since [M ]a � mib $ mic and a � [M ]a.
Finally, it is easily seen that [a1) _ [a2) = fb 2 A j a1 ^ a2 � bg, [a1) \ [a2) = fb 2 A j
a1 _ a2 � bg, [0) = A and [1) = f1g hold. So, since h is clearly injective, h is a dual
embedding from (fa 2 A j a = [M ]+ag;^;_; 0; 1) into FM(A).

When an algebra A is complete, we have the following theorem.

Theorem 5.3.6 Suppose that A = (A0;M) is a complete lattice. Then fa 2 A j a =
[M ]+ag is closed under arbitrary joins, and the map h from Theorem 5.3.5 translates
arbitrary joins to arbitrary intersections in FM(A). Hence if a nontrivial algebra A is
moreover s.i. then fa 2 A j a = [M ]+ag has the second greatest element.

Proof. We note �rst that [M ]a always exists for all a 2 A. Suppose that B is a subset
of fa 2 A j a = [M ]+ag. Then

W
B �

W
f[M ]b j b 2 Bg � [M ](

W
B) by the monotonicity

of [M ], and
T
h(B) =

T
f[b) j b 2 Bg = fa 2 A j

W
B � ag = h(

W
B). Hence, h(

W
(fa 2

A j a = [M ]+ag � f1g)) =
T
h(fa 2 A j a = [M ]+ag � f1g) �

T
(FM(A)� ff1gg)

=
�
= f1g

when A is s.i.. Therefore
W
(fa 2 A j a = [M ]+ag � f1g) is the second greatest element

since
W
(fa 2 A j a = [M ]+ag � f1g) < 1 holds.

When an algebra A is �nite, we have following results.

Theorem 5.3.7 Suppose A = (A0;M) is �nite. Then the map h in Theorem 5.3.5
becomes a dual isomorphism. Hence a nontrivial algebra A is s.i. i� fa 2 A j a =
[M ]+ag has the second greatest element.

Proof. Since algebraA is �nite, anyM -�lter is principal. For anyM -�lter F there exists
an element a 2 A such that F = [a). (Take a as

V
F .) Then [a) = [a)M holds. Since

[M ]a 2 [a)M holds by Proposition 5.3.4, a = [M ]+a holds. Thus, F = h(a). The second
part follows immediately from this and Proposition 5.2.1.

5.4 Applications to 23-modal Heyting algebras

As an application of results in the previous section, we will give a characterization theorem
of �nite irreducible intuitionistic modal Kripke frames (Theorem 5.4.9), which gives an
answer to a question put by Wolter in [30].

Any 23-modal Heyting algebra A = (A0;2;3) can be regarded as a Heyting algebra
with the setM = f2;3g. In the following we will write [23] instead of [M ]. Note that 2
is normal and 3 is monotone. As an immediate consequence of Corollary 5.3.3, we have
the following which implies the result in [30] for FS-algebras.

Corollary 5.4.1 Let A be a 23-modal Heyting algebra with 2(a ! b) � 3a ! 3b for
all a; b 2 A. A nontrivial algebra A is s.i. i� there exists an a 2 A with a 6= 1 such that
for all b 2 A with b 6= 1 there exists a number n such that 2(n)b � a .
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Proof. It is easy to see that 2a � 3b! 3(a^ b) holds for all b 2 A by our assumption.
Then, by using Proposition 5.2.4 and 5.2.5, we have [23]a = 2a. Thus [23]a = 2a 2
[a)23. Hence, we have our corollary by using Corollary 5.3.3.

As another consequence of Theorem 5.3.2, we have the following, which implies the
well-known result for Boolean algebras.

Corollary 5.4.2 Let A = (A0;2;3) be a 23-modal Heyting algebra in which A0 is a
Boolean algebra. Then

(A0;2;3) is s.i. i� (A0;2;:3:) is s.i..

Proof. First note that [3]a � 3:a! 3(a^:a) = :3:a, for any a 2 A. Conversely, for
any a; b 2 A, 3b � 3:a_3(a^ b), since b � :a_ (b^a). Hence :3:a � 3b! 3(a^ b).
Therefore [3] = :3:. Next, :3:a 2 [a)3 follows from ::a 2 [a)3. We have the
corollary by Theorem 5.3.2.
An intuitionistic modal Kripke frame F is called irreducible if the dual F y is s.i..

Let F = (W;�; R2; R3) be an intuitionistic modal Kripke frame and V a nonempty
subset of W satisfying the following conditions:

for any x 2 V; y 2 W , x� y implies y 2 V; (5.4)

for any x 2 V; y 2 W , xR2y implies y 2 V; (5.5)

for any x2V; y2W , xR3y implies that there exists z2V such that xR3z and yRz:
(5.6)

Then we can show that G = (V;R \ V 2; R2 \ V
2; R3 \ V

2) is also an intuitionistic modal
Kripke frame. Following [30], we say that G is the generated subframe of F induced by V .
For an intuitionistic modal Kripke frame F and r 2 W , W (r) denotes the smallest set
which induces a generated subframe and contains r, if such a set exists.

Proposition 5.4.3 Suppose that F = (W;�; R2; R3) is an intuitionistic modal Kripke
frame. If both V1 and V2 induce generated subframes and their intersection is nonempty,
then V1\V2 induces a generated subframe. If each Vi (i 2 I) induces a generated subframe,
then

[
i2I

Vi induces a generated subframe.

Proof. It is clear that the family of sets satisfying conditions (5.4) and (5.5) is closed
under intersection. For condition (5.6), suppose that both V1 and V2 induce generated
subframes. Let x 2 V1 \ V2 and y 2 W be elements satisfying xR3y. Then there exists
z 2 V1 such that xR3z and y� z. Hence since xR3z, there exists v 2 V2 such that xR3v
and z � v. Therefore v 2 V1 \ V2; xR3v and y � v hold, since V1 is upward closed with
respect to � and � is transitive. Thus the family of sets satisfying condition (5.6) is closed
under intersection. It is straightforward that the family of sets satisfying conditions (5.4),
(5.5) and (5.6) is closed under union.

Corollary 5.4.4 Suppose that F = (W;�; R2; R3) is a �nite intuitionistic modal Kripke
frame. For all r 2 W , W (r) exists.
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Proof. We note that W induces a generated subframe which contains r. Let U be the
set of subsets of W , each of which induces a generated subframe and contains r. Then U
is closed under �nite intersection, by Proposition 5.4.3. The intersection of all sets in U
gives W (r).

For any w 2 W we denote by �(w) the set fv 2 W j w � vg.

Theorem 5.4.5 Suppose that F = (W;�; R2; R3) is an intuitionistic modal Kripke
frame. Then for any nonempty X 2 UpW ,

X = [23]+X i� X induces a generated subframe.

Proof. We note �rst that

X 2 UpW i� X satis�es the condition (5.4).

Obviously,
X � 2X i� X satis�es the condition (5.5).

Since 3 is monotone, [3]X =
T
Y 2UpW (3Y ! 3(X \ Y )). Hence,

r 2 [3]X
i� 8Y 2 UpW r 2 3Y ! 3(X \ Y ),
i� 8Y 2 UpW 8w 2 W ((r � w;w 2 3Y )) w 2 3(X \ Y )),
i� 8Y 2 UpW 8w 2 W ((r � w; 9v 2 Y (wR3v))) w 2 3(X \ Y )),
i� 8Y 2 UpW 8w; v 2 W ((r � w; v 2 Y; wR3v)) w 2 3(X \ Y )),
i� 8w; v 2 W ((r � w;wR3v)) 8Y 2 UpW ((v 2 Y )) w 2 3(X \ Y ))),
i� 8w; v 2 W ((r � w;wR3v)) w 2 3(X \�(v))),
i� 8w; v 2 W ((r � w;wR3v)) 9u 2 X(wR3u; v � u)).

Therefore for X 2 UpW ,

X � [3]X i� X satis�es the condition (5.6).

Note that we can also show Proposition 5.4.3 by Theorem 5.3.5, 5.3.6 and 5.4.5, in an
alternative way.

Theorem 5.4.6 If an intuitionistic modal Kripke frame F = (W;�; R2; R3) is irre-
ducible then there exists r 2 W such that the only set which induces a generated subframe
and contains r is W .

Proof. By Theorem 5.3.6 and 5.4.5,
S
fX

=
�
= W j X induces a generated subframeg is a

proper subset of W . Therefore there exists r 2 W such that r =2
S
fX

=
�
= W j X induces

a generated subframeg. That is to say, there exists r 2 W such that the only set which
induces a generated subframe and contains r is W .

Proposition 5.4.7 A �nite intuitionistic modal Kripke frame F = (W;�; R2; R3) is
irreducible i� there exists r 2 W such that W (r) =W .
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Proof. By Theorem 5.3.7 and 5.4.5, similarly to Theorem 5.4.6, we have that a �nite
intuitionistic modal Kripke frame F is irreducible i� there exists r 2 W such that the
only set which induces a generated subframe and contains r is W . Since W (r) exists for
such r by �niteness, W must be equal to W (r).

We will de�ne a binary relation R[3] on W as follows.

wR[3]v
def
, 8X 2 UpW (w 2 [3]X ) v 2 X):

We say that an intuitionistic modal Kripke frame F = (W;�; R2; R3) is 2[3]-rooted if
there exists such a root r that W = fw 2 W j r � w or r (R2 [ R[3])

1 wg.

Proposition 5.4.8 Suppose that F = (W;�; R2; R3) is an intuitionistic modal Kripke
frame. If V induces a generated subframe containing r 2 W , then V � fw 2 W j
r � w or r (R2 [ R[3])

1wg. Moreover, if [3] distributes over in�nite intersections (i.e.,

[3](
\
�2�

X�) =
\
�2�

[3]X�), then W (r) = fw 2 W j r � w or r (R2 [R[3])
1wg.

Proof. Since [3]X � fw 2 W j for any v, wR[3]v implies v 2 Xg for any X 2
UpW by de�nition, V � fw 2 W j r � w or r (R2 [ R[3])

1 wg. Suppose that [3]

distributes in�nitely many intersection. Note that wR[3]v , v 2
\

w2[3]X

X. Then

[3]V � [3](
\

w2[3]X

X) =
\

w2[3]X

[3]X 3 w, when V �
\

w2[3]X

X. Hence [3]X = fw 2

W j for any v, wR[3]v implies v 2 Xg for any X 2 UpW . Therefore fw 2 W j
r � w or r (R2 [ R[3])

1wg is the smallest set which induces a generated subframe and
contains r.

Recall here that a �nite algebra (frame) is isomorphic to its bidual. The following
theorem answers to a question put by Wolter in [30].

Theorem 5.4.9 A �nite intuitionistic modal Kripke frame F = (W;�; R2; R3) is irre-
ducible i� it is 2[3]-rooted.

Proof. By Propositions 5.4.7 and 5.4.8.

5.5 Some remarks

So far, we have dealt with Heyting algebras with unary operators. But these arguments
can be extended to Heyting algebras with (a �nite number of) operators having arbitrary
arities. Suppose that A = (A0;M) is a Heyting algebra with the set M of operators
m1; : : : ; mk whose arities are n1; : : : ; nk. For a 2 A, de�ne (partial) operators

[mi]a :=
^

a�bj$cj
1�j�ni

(mi(b1; : : : ; bni)$ mi(c1; : : : ; cni));

[M ]a :=
^

a�bj$cj
1�j�ni
1�i�k

(mi(b1; : : : ; bni)$ mi(c1; : : : ; cni));
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if the in�ma exist. Again note that (A0; [M ]) is a Heyting algebra with a single unary
operator [M ]. Then most of results on Heyting algebras with unary operators hold also
for algebras in this section. The only alteration we are required to make in the proofs to
change Proposition 5.2.5 into Proposition 5.5.1, because a ni-ary operator m is normal if
both m(a; : : : ; a; 1; a; : : : ; a) = 1 and m(a; : : : ; a; b^ c; a; : : : ; a) = m(a; : : : ; a; b; a; : : : ; a)^
m(a; : : : ; a; c; a; : : : ; a) hold for all a; b; c 2 A. Denote by aj = (0; : : : ; 0; a; 0; : : : ; 0) the
element of Ani whose j-th coordinate equals a and all other coordinates equal 0.

Proposition 5.5.1 Suppose that mi is normal ni-ary operator for a given i. Then [mi]a
exists and [mi]a =

^
1�j�ni

mia
j for any a 2 A.

As another application of the relationship betweenM -�lters and [M ]-�lters in Lemma 5.3.1,
we can show the deduction theorem for intuitionistic modal logics. By LM we denote the
language of propositional intuitionistic logic with connectives ^;_;!;>;? and operators
M = fm1; : : : ; mkg. Let L be a logic, i.e. a subset L of LM containing Int, and closed un-
der modus ponens, substitution, the congruence rule (i.e., `L  $ ' = `L mi  $ mi ',
for all i, 1 � i � k). Recall that a derivation of ' from assumptions � is a sequence
'1; : : : ; 'n of formulas such that 'n = ' and for every i, 1 � i � n, 'i is either an axiom,
an assumption or obtained from some of the preceding formulas in the sequence by one of
the inference rules, with substitution being applied only to axioms. We say that a formula
'k depends on a formula 'i in the derivation if either k = i or 'k is obtained by modus
ponens or a congruence rule from formulas, at least one of which depends on 'k. If there
is a derivation of ' from assumptions �, we write � `L '. For simplicity, we will write
�;  1; : : : ;  n `L ' instead of � [ f 1; : : : ;  ng `L '.

Theorem 5.5.2 (deduction theorem for intuitionistic modal logic L) Suppose �;  `L
' and there exists a derivation of ' from the assumptions � [ f g in which congruence
rules are applied to formulas depending on  n(� 0) times. Also suppose that for any
formula � there exists such a formula [[M ]]� that for any �; 
; Æ, `L �! (� $ 
) implies
that `L Æ ! [[M ]]� , for each i `L Æ ! (mi � $ mi 
). Then

� `L  ^ [[M ]] ^ [[M ]]([[M ]] ) ^ � � � ^ [[M ]]n ! ':

Proof. The proof of this theorem can be directly shown by induction on the length of
derivation.
In the case of the logic FS, for example, we can take 2� for [[M ]]�. Let AL be the
Lindenbaum algebra of L. Let k"k be the element of AL, to which a formula " belongs.
Then, our assumption means that k[[M ]]�k = [M ]k�k.

5.6 Note

A description of subdirectly irreducible Heyting algebras is wellknown. A description of
subdirectly irreducible 2-modal Heyting algebra or a FS-algebra is shown in [30]. In [30]
this description is applied to splittings. In order to be applied to splittings for 2-modal
logics it is needed to a description of subdirectly irreducible 3-modal Heyting algebra.
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Chapter 6

Products of modal logics

6.1 Introduction

In this chapter, we will propose a new concept of products of modal logics, which we will
call a normal product. Normal products will resemble the products familiar from measure
theory and topology, and will be de�ned as a generalization of products of algebras of
sets (see x 6.2). Our products of modal logics can be de�ned either by means of normal
products of general frames or by means of normal products of modal algebras. It enables
us to develop a duality theory between these two, as shown in x 6.3. This brings about a
desired e�ect that the de�nition of the normal product of modal logics L1 and L2 is not
a�ected by the choice of classes of general frames (or, modal algebras) which determine
L1 and L2. Note, that this is not the case for usual products of modal logics, as pointed
out in [21]. We also show some transfer results, including transfer of the �nite model
property, in x 6.4.

One conceptual di�erence between normal products and usual products is, that in the
usual case, when L1 and L2 are m-modal and n-modal logics, then their product L1 �L2

is a (m + n)-modal logic. On the other hand, the normal product can be de�ned only
when both L1 and L2 are m-modal logics and their normal product is also a m-modal
logic. This di�erence, however, is not essential. In fact, when a m-modal logic L1 and a
n-modal logic L2 are given, we �rst consider two (m + n)-modal logics L1

Æ and ÆL2 and
then take their normal product. Here, L1

Æ and ÆL2 are essentially the same as L1 and L2,
respectively, but in addition they have n and m dummy modal operators, respectively (
see x 6.5 for the detailed de�nition ). We will denote it as L1 
 L2 and call it the shifted
product of L1 and L2. Relations between shifted and usual products will be discussed in
the last section.

As the de�nition of our normal products is quite general, by a slight modi�cation of
de�nitions, we can also introduce normal products of two superintuitionistic logics, two
intuitionistic modal logics, and even of in�nitely many of them, and obtain results similar
to these from the present paper.

We will assume a certain familiarity with [9], and basically follow the terminology in
[5].
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6.2 Normal products of general frames

In this section, we will de�ne normal products of general frames, following the standard
method used in measure theory and topology (see e.g. [16]). For simplicity, we will con-
sider only general frames for mono-modal logics, but it is easily seen that every de�nition
and result can be naturally extended to m-modal case for any given m > 1.

De�nition 6.2.1 A set P of subsets of W is called a modal algebra on a Kripke frame
(W;R) if

(i) ; 2 P,

(ii) X; Y 2 P ) X \ Y 2 P,

(iii) X 2 P ) �X 2 P,

(iv) X 2 P ) 3X 2 P.

A modal algebra on (W;R) contains W and is closed under [, 2. Clearly, P(W ) is
an example of a modal algebra on (W;R).

De�nition 6.2.2 A set S of subsets of W is called a modal semi-algebra on a Kripke
frame (W;R) if

(i) ; 2 S,

(ii) X; Y 2 S ) X \ Y 2 S,

(iii) X 2 S ) �X is a union of �nitely many members of S,

(iv) X 2 S ) 3X 2 S.

Suppose that P and Q are modal algebras on (W;R) and (V; S), respectively. We
consider the product (W � V;R � S) of Kripke frames (W;R) and (V; S), where W � V
is the direct product of W and V and R � S is the product relation of R and S, i.e., a
binary relation on W � V de�ned by

(w1; v1)R�S(w2; v2) if and only if w1Rw2 and v1Sv2;

for w1; w2 2 W and v1; v2 2 V .
Now, consider the set fX � Y j X 2 P and Y 2 Qg of rectangle sets, which is a set

of subsets of W � V . This set is not always a modal algebra on (W � V;R � S), but
it is always a modal semi-algebra on it. For a given Kripke frame (W;R) and a set S
of subsets of W , the smallest modal algebra on (W;R) containing S is called the modal
algebra generated by S. Then, the following lemma holds.

Lemma 6.2.3 Suppose that S is a modal semi-algebra on a Kripke frame (W;R). Then

the modal algebra generated by S is f
n[
i=1

Xi j Xi 2 S and some n < !g.
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Proof. Since f
n[
i=1

Xi j Xi 2 S and some n < !g contains S, we will show that f
n[
i=1

Xi j

Xi 2 S and some n < !g satis�es conditions (i){(iv) of modal algebras. Since S contains

;, (i) holds. Since
n[
i=1

Xi \
m[
j=1

Yj =
n[
i=1

m[
j=1

Xi \ Yj, (ii) holds. Since �
n[
i=1

Xi =
n\
i=1

�Xi and

�X is a union of �nitely many members of S, (ii) implies (iii). Since 3
n[
i=1

Xi =
n[
i=1

3Xi,

(iv) holds.

For modal algebras P on (W;R) and Q on (V; S), de�ne P��Q to be the modal
algebra on (W � V;R� S) generated by fX � Y j X 2 P and Y 2 Qg.

Corollary 6.2.4

P��Q = f
[
i2I

(Xi � Yi) j Xi 2 P and Yi 2 Q for a �nite I g:

Now, we come to the de�nition of normal products of general frames. In the following,
F� and G� (with or without indices) denote general frames of the form (W�; R�;P�) and
(V�; S�;Q�), respectively.

For given general frames F = (W;R;P) and G = (V; S;Q), the normal product F��G
of F and G is a general frame (W �V;R�S;P��Q). Note that the normal product thus
obtained is also a general frame for mono-modal logics.

In the following, we will characterize the operators in F��G. Suppose that both[
i2I

(Xi � Yi) and
[
j2J

(Tj � Uj) are elements of P��Q.

; = ; � ;(= ; � V =W � ;): (6.1)[
i2I

(Xi � Yi) \
[
j2J

(Tj � Uj) =
[

(i;j)2I�J

(Xi \ Tj)� (Yi \ Uj): (6.2)

[
i2I

(Xi � Yi) [
[
j2J

(Tj � Uj) =
[

k2ItJ

Ak � Bk; (6.3)

where I t J = f(i; 0) j i 2 Ig [ f(j; 1) j j 2 Jg; A(i;0) = Xi; A(j;1) = Tj; B(i;0) = Yj; B(j;1) =
Uj.

�
[
i2I

(Xi � Yi) =
[

K2P(I)

(�
[
i2K

Xi)� (�
[

i2�K

Yi): (6.4)

3
[
i2I

(Xi � Yi) =
[
i2I

(3Xi �3Yi): (6.5)

2
[
i2I

(Xi � Yi) =
[

C�P(I)

(2
\
K2C

[
i2K

Xi)� (2
[
K2C

\
i2K

Yi): (6.6)

Moreover, the following holds in P��Q.[
i2I

(Xi � Yi) =
[
j2J

(Tj � Uj) (6.7)

i� 8i 2 I; 9C � P(J) such that Xi �
\
K2C

[
j2K

Tj; Yi �
[
K2C

\
j2K

Uj;

and 8j 2 J; 9C � P(I) such that Tj �
\
K2C

[
i2K

Xi; Uj �
[
K2C

\
i2K

Yi:
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Note that for Kripke frames F and G, F��G is a general frame (W�V;R�S; P(W )��P(V ))
while F � G is a Kripke frame (W � V;R� S).

Theorem 6.2.5 Let F and G be Kripke frames. Then, F��G is a Kripke frame if and
only if either F or G is �nite. In other words, P(W )��P(V ) = P(W � V ) if and only if
either W or V is �nite.

Proof. Suppose that W is �nite. For Z 2 P(W � V ), we can show Z =
[

w2W

(fwg�Zw),

where Zw = fv 2 V j (w; v) 2 Zg. Conversely, suppose that both W and V are in�nite.
Then we can take distinct sequences fwigi<! � W and fvigi<! � V . Hence we can show
that f(wi; vi) j i < !g =2 P(W )��P(V ).

It is well-known that each projection from a product of topological spaces to any of
its component spaces is continuous. As in the realm of modal logic reductions are natural
counterparts of continuous maps in topology, we can ask whether each projection from
a normal product of general frames to any of its component frames is a reduction. The
following theorem gives a necessary and suÆcient condition. Here, S(v) and R(w) denote
sets fv0 j vSv0g and fw0 j wRw0g, respectively.

Theorem 6.2.6 A projection � : W � V ! W is a reduction of F��G to F i� either
S(v) 6= ; for each v 2 V or R(w) = ; for each w 2 W .

Proof. Since it is easily seen that a projection � always satis�es the conditions (i),(iii)
of reduction, we will consider condition (ii).
A projection � satis�es the condition (ii),
i� for all w;w0 2 W and v; v0 2 V wRw0 ) 9u 2 V : (w; v)R� S(w0; u),
i� for all w;w0 2 W and v; v0 2 V either w 6Rw0 or 9u 2 V : vSu,
i� either S(v) 6= ; for each v 2 V or R(w) = ; for each w 2 W .

The next theorem gathers together several essential properties of normal products.

Theorem 6.2.7

1. If fi is a reduction of Fi to Gi for i = 1; 2, then the product map f1��f2 is a
reduction of F1��F2 to G1��G2, where f1��f2 is de�ned by (f1��f2)(w1; w2) =
(f1(w1); f2(w2)) for each w1 2 W1 and w2 2 W2.

2. If Gi is a generated subframe of Fi for i = 1; 2, then G1��G2 is also a generated
subframe of F1��F2.

3. The identity map id :
X

�2��2M

(W� � V�) ! (
X
�2�

W�)� (
X
�2M

V�) is a reduction of

X
�2��2M

(F���G�) to (
X
�2�

F�)�� (
X
�2M

G�), where
P

denotes disjoint unions.

Proof. Here, we will only show the part of algebras of sets. The rest is routine.
For 1, (f1��f2)

�1(
[
i2I

(Xi � Yi)) =
[
i2I

(f�11 (Xi)� f
�1
2 (Yi)) 2 P1��P2.

For 2, (
[
i2I

(Xi � Yi)) \ (V1 � V2) =
[
i2I

((Xi \ V1)� (Yi \ V2)) 2 Q1��Q2.

For 3,
[
i2I

(
X
�2�

X i
�)� (

X
�2M

Y i
�) =

X
�2� �2M

[
i2I

(X i
� � Y

i
�) 2

X
�2��2M

(P���Q�).
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6.3 Normal products of modal algebras and duality

theory

In the previous section, we have de�ned normal products of general frames employing
products P��Q of modal algebras P and Q on Kripke frames. In this section, we will
de�ne normal products of arbitrary modal algebras. A structure A = (A;^;_;:; 0; 1;2)
is a modal algebra if (A;^; _;:; 0; 1) is a Boolean algebra and 2 is unary operator on A
satisfying 21 = 1 and 2(x^y) = 2x^2y for x; y 2 A. Any modal algebra P on a Kripke
frame (W;R) can be regarded as a modal algebra in the present sense, if we identify P
with P = (P;\;[;�; ;;W;2), where 2 is the operator de�ned in x 6.2. Below, we will
take this identi�cation for granted.

For a given modal algebra A, let A+ stand, as usual, for the dual of A. Also, for
a given general frame F , let F+ stand for the dual of F . For modal algebras A and
B, we de�ne their normal product A��B as (A+��B+)

+. We can show that for modal
algebras P and Q on some Kripke frames, normal product P��Q in the present sense is
isomorphic to P��Q in the sense of the previous section. Though our de�nition of the
normal product A��B is stated by means of the normal product of general frames A+

andB+, we can also give a direct de�nition by representing equations (6.1){(6.6) from the
previous section in algebraic terms, and introducing an equivalence relation � following
(6.7), over the set Pf (A � B) of all �nite sets of A � B. More preciously, for modal
algebras A = (A;^;_;:; 0; 1;2) and B = (B;^;_;:; 0; 1;2), A��B is isomorphic to a
modal algebras �

Pf (A� B)=�;^;_;:; 0; 1;2
�
;

where Pf (A � B) is the set ff(ai; bi) j i 2 Ig j ai 2 A and bi 2 B for a �nite I g of
all �nite sets of A � B, and Pf(A � B)=� is the quotient set of Pf (A � B) under the
equivalence relation � de�ned by, for f(ai; bi) j i 2 Ig, f(cj; dj) j j 2 Jg 2 Pf (A� B),

f(ai; bi) j i 2 Ig � f(cj; dj) j j 2 Jg (6.8)

i� 8i 2 I; 9C � P(J) such that ai �
^
K2C

_
j2K

cj; bi �
_
K2C

^
j2K

dj;

and 8j 2 J; 9C � P(I) such that cj �
^
K2C

_
i2K

ai; dj �
_
K2C

^
i2K

bi:

Let [(ai; bi) j i 2 I] be the equivalent class to which f(ai; bi) j i 2 Ig belongs. The
operators are de�ned as follows; for [(ai; bi) j i 2 I], [(cj; dj) j j 2 J ] 2 Pf (A� B)=�,

[(ai; bi) j i 2 I] ^ [(cj; dj) j j 2 J ] = [(ai ^ cj; bi ^ dj) j (i; j) 2 I � J ]; (6.9)

[(ai; bi) j i 2 I] _ [(cj; dj) j j 2 J ] = [(xk; yk) j k 2 I t J ]; (6.10)

where I t J = f(i; 0) j i 2 Ig [ f(j; 1) j j 2 Jg; x(i;0) = ai; x(j;1) = cj; y(i;0) = bj; y(j;1) = dj,

:[(ai; bi) j i 2 I] = [(:
_
i2K

ai;:
_

i2�K

bi) j K 2 P(I)]; (6.11)

0 = [(0; 0)]; (6.12)

1 = [(1; 1)]; (6.13)

60



3[(ai; bi) j i 2 I] = [(3ai;3bi) j i 2 I]; (6.14)

2[(ai; bi) j i 2 I] = [(2
^
K2C

_
i2K

ai;2
_
K2C

^
i2K

bi) j C � P(I)]: (6.15)

Corollary 6.3.1 For general frames F and G,

(F��G)+ �= F+��G+: (6.16)

Theorem 6.3.2 If both general frames F ;G are descriptive, then their normal product
F��G is also descriptive.

Proof. It is easily shown that it is di�erentiated and tight. We can show compactness
applying the method of Tikhonov's theorem. For the case of �nitely many products of
modal frames we can prove without Zorn's Lemma. First, note that we can express an
element of P as the form of

\
i2I

(Xi�V [W�Yi). Therefore it is enough to show that for any

A = fX� � V [W � Y� j X� 2 P; Y� 2 Q; � 2 �g, (A has �nite intersection property)T
A 6= ;). De�ne Aw = fX� � V [ W � Y� 2 A j X� � V [ W � Y� 6� fwg � V g

and Bw = fY� j X� � V [W � Y� 2 Awg for each w 2 W . Suppose that Bw doesn't
have �nite intersection property for any w 2 W . Hence for each w 2 W there exist
Xw

1 ; : : : ; X
w
nw
; Y w

1 ; : : : ; Y
w
nw

such that Y w
1 \ � � � \ Y

w
nw

= ; and Xw
iw
� V [W � Y w

iw
2 Aw.

Therefore,
nw\
iw=1

Xw
iw
�V [W �Y w

iw
� (

nw[
iw=1

Xw
iw
)�V . Since by �nite intersection property of

A f(
nw[
iw=1

Xw
iw
)�V j w 2 Wg also has �nite intersection property,

\
w2W

(
nw[
iw=1

Xw
iw
)�V 6= ; by

compactness of F . But since (
nw[
iw=1

Xw
iw
)�V � �(fwg�V ), we have

\
w2W

(
nw[
iw=1

Xw
iw
)�V = ;.

It is contradiction. Therefore, Bw has �nite intersection property for some w. SinceT
A � fwg � (

T
Aw) 6= ;, F��G is also compact by compactness of G.

Corollary 6.3.3 For modal algebras A and B,

(A��B)+ �= A+��B+: (6.17)

We can show the duality of Theorem 6.2.7 as follows.

Theorem 6.3.4

1. If A2 is a homomorphic image of A1 and B2 is a homomorphic image of B1, then
A2��B2 is also a homomorphic image of A1��B1.

2. IfA1 is a subalgebra ofA2 andB1 is a subalgebra ofB2, thenA1��B1 is isomorphic
to a subalgebra of A2��B2.

3.
Y
�2�

A���
Y
�2M

B� is isomorphic to a subalgebra of
Y

(�;�)2��M

A���B�, where
Q

denotes

direct products.
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Let K be a class of modal algebras. As usual, V (K), H(K), I(K), S(K) and P (K)
denote, respectively: the variety generated by K, the class of homomorphic images of
algebras in K, the class of isomorphic copies of algebras in K, the class of subalgebras
of algebras in K and the class of direct products of nonempty families of algebras in K,
respectively. For classes K1 and K2 of modal algebras, K1��K2 is the class fA1��A2 j
A1 2 K1;A2 2 K2g. By Theorem 6.3.4, we have the following.

Theorem 6.3.5 For classes K1;K2 of modal algebras,

1. H(K1)��H(K2) �H(K1��K2),

2. S(K1)��S(K2) � IS(K1��K2),

3. P (K1)��P (K2) � ISP (K1��K2).

Hence,

4. V (V (K1)��V (K2)) = V (K1��K2).

6.4 Normal products of modal logics

For a given modal logic L, F (L) is the class of all general frames which validate L, and
V (L) is the class of all modal algebras which validate L. For a class K of modal algebras
(a class C of general frames), L(K) (L(C)) denotes the set of formulas valid in every modal
algebra in K (in every general frame in C). For classes C1 and C2 of general frames, C1��C2
is the class fF1��F2 j F1 2 C1 and F2 2 C2g.

Now, for modal logics L1; L2, de�ne the normal product L1��L2 to beL(F (L1)��F (L2)).
By (6.16) and (6.17), L1��L2 = L(V (L1)��V (L2)) holds. Thus, we may also take the
latter as the de�nition of L1��L2. By Theorem 6.3.5(4), we have the following.

Theorem 6.4.1 Let K1 and K2 be classes of modal algebras, and let C1 and C2 be classes
of general frames. Then

1. L(K1)��L(K2) = L(K1��K2),

2. L(C1)��L(C2) = L(C1��C2).

This theorem says that the logic L(C1��C2) is uniquely determined by the logics L(C1)
and L(C2). More precisely, if L(C1) = L(C 01) and L(C2) = L(C 02), then L(C1��C2) =
L(C 01��C

0
2). Since the normal product of general frames is associative, the normal product

of modal logics is also associative, by the above theorem.
Following [9], we say that a logic L has the product f.m.p. if L is a logic of some class

of �nite products. It is obvious that if L has the product f.m.p., then L has the f.m.p..
By Theorem 6.2.5 and Theorem 6.4.1, we have the following.

Theorem 6.4.2

1. If both L1 and L2 have the f.m.p., then L1��L2 has the product f.m.p.

2. If L1 has the f.m.p. and L2 is Kripke complete, then L1��L2 is also Kripke complete.
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We say that L is product-persistent if, for every Kripke frames F and G, F��G j= L
implies F � G j= L.

As usual we de�ne a Sahlqvist formula in the following way:

A formula ' is called a Sahlqvist formula if ' is a formula which is equivalent to
a conjunction of formulas of the form 2

m( ! �), where m � 0, � is constructed
by ^;_;2;3;>;? from propositional variables and  is obtained from propositional
variables and their negations applying ^;_;2;3;>;? in such a way that no positive
occurrence of a variable is in a subformula of the form either  1 _  2 or 3 1 with the
scope of any 2.

Theorem 6.4.3 Suppose that L is a product-persistent logic and � is any set of Sahlqvist
formulas. Then the logic L� � is also product-persistent.

Proof. The point of proof is that a (R � S)-expression (R � S)k1(w1; v1) [ � � � [ (R �

S)kn(wn; vn) =
n[
i=1

Rki(wi)� S
ki(vi) belongs to P(W )��P(V ).

Recall that, given a formula '(p1; : : : ; pn) (whose variables are listed among p1; : : : ; pn),
a general frame F = (W;R;P) and sets X1; : : : ; Xn in P, we denote by '(X1; : : : ; Xn)
the set of points in F at which ' is true under the valuation v de�ned by v(pi) = Xi, for
i = 1; : : : ; n, i.e., '(X1; : : : ; Xn) = v(').

Theorem 6.4.4 Suppose that L1 is a modal logic and L2 is an extension of the logic D.
Then L1 � L1��L2.
Moreover, if both L1 and L2 are extensions of the logic D,

L1 \ L2 � L1��L2:

Proof. By induction on construction of formulas, we can show that for any formula ',
'(X1 � V; : : : ; Xn � V ) = '(X1; : : : ; Xn) � V . Therefore this implies that L1��L2 is
included in L1.

A formula ' is preserved under normal products if, whenever ' belongs to L1\L2, then
' belongs also to L1��L2. The next theorem shows that restricted Sahlqvist formulas are
preserved.

Theorem 6.4.5 Let ' be a formula which is equivalent to a conjunction of formulas of
the form 2m( ! �), where m � 0, � is constructed by ^;2;3;>;? from propositional
variables and  is obtained from propositional variables applying ^;_;2;3;>;? in such
a way that no subformula of the form either  1 _  2 or 3 1 occurs in the scope of any 2
and that  1 and  2 have no common propositional variable in a subformula of the form
 1 ^  2. Then ' is preserved under normal products.

Proof. By induction on construction of formulas, we can show
�(
[
i12I1

(X1
i1
� Y 1

i1
); : : : ;

[
in2In

(Xn
in
� Y n

in
)) �

[
i12I1;:::;in2In

�(X1
i1
; : : : ; Xn

in
)� �(Y 1

i1
; : : : ; Y n

in
) and

 (
[
i12I1

(X1
i1
�Y 1

i1
); : : : ;

[
in2In

(Xn
in
�Y n

in
))�

[
i12I1;:::;in2In

 (X1
i1
; : : : ; Xn

in
)� (Y 1

i1
; : : : ; Y n

in
). Hence,

since we can show
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'(
[
i12I1

(X1
i1
� Y 1

i1
); : : : ;

[
in2In

(Xn
in
� Y n

in
)) �

\
i12I1;:::;in2In

'(X1
i1
; : : : ; Xn

in
) � '(Y 1

i1
; : : : ; Y n

in
), we

have our theorem.

6.5 Shifted products

As we have noticed in the Introduction, the normal product of two m-modal logics is a
m-modal logic. On the other hand, products introduced in [9] have a property that if L1

and L2 are m-modal and n-modal logics, the product L1�L2 is a (m+n)-modal logic. To
compare this type of products with our normal products, we will introduce yet another
kind of products, called shifted products. Though we will discuss only mono-modal cases
for brevity, but we can extend the results to (n;m)-modal cases easily.

Suppose that A = (A;^;_;:; 0; 1;21) and B = (B;^;_;:; 0; 1;22) are mono-modal
algebras. De�ne bi-modal algebras AÆ and ÆB as AÆ = (A;^;_;:; 0; 1;21;22) with
22a = a for all a 2 A and ÆB = (B;^;_; :; 0; 1;21;22) with 21b = b for all b 2 B. For
general frames F and G, de�ne general frames FÆ and ÆG, with two binary relations, as
FÆ = (W;R;�;P) and ÆG = (V;�; S;Q), where � denotes the diagonal relation. For a
class K of mono-modal algebras and a class C of general frames, KÆ, ÆK, CÆ and ÆC are
de�ned in a natural way. Now, de�ne the shifted product A
B of A and B (the shifted
product F 
 G of F and G) by A 
 B = AÆ�� ÆB (F 
 G = FÆ�� ÆG). We can de�ne
shifted product of classes of modal algebras and those of classes of general frames in an
obvious way. Then, we de�ne the shifted product L1 
 L2 of modal logics L1 and L2 by
L1 
 L2 = L(F (L1)
 F (L2)).

Theorem 6.5.1 Let K1 and K2 be classes of modal algebras, and C1 and C2 be classes of
general frames. Then

1. L(K1)
L(K2) = L(K1 
K2),

2. L(C1)
 L(C2) = L(C1 
 C2).

Proof. Since V (KÆ) = V (K)Æ and V (ÆK) = ÆV (K) hold, Theorem 6.4.1 implies this
theorem.

Suppose that L1 and L2 are modal logics. De�ne bi-modal logics L1
Æ and ÆL2 as

L1
Æ = L1 � Triv and ÆL2 = Triv � L2, where Triv = K � 2p $ p and � denotes the

fusion of logics.

Theorem 6.5.2 For modal logics L1 and L2,

L1 
 L2 = L1
Æ�� ÆL2:

Proof. Since V (LÆ) = V (L)Æ and V (ÆL) = ÆV (L) hold, by de�nition we have the result.

De�ne a translation T from the set of formulas in the language of L1��L2 (with one
modal operator 2) to the set of formulas in the language of L1 
 L2 (with two modal
operators 21 and 22) inductively as follows. (i) T(p) = p for all propositional variables,
(ii) T(' ^  ) = T(') ^ T( ), (iii) T(' _  ) = T(') _ T( ), (iv) T(:') = :T('), (v)
T(?) = ?, (vi) T(>) = >, (vii) T(2') = 2122T('). Then, we have the following.
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Theorem 6.5.3 A formula ' is a theorem of L1��L2 i� T(') is a theorem of L1 
 L2.

Proof. Since 3132

[
i2I

(Xi � Yi) = 31

[
i2I

(Xi �32Yi) =
[
i2I

(31Xi �32Yi) = 3
[
i2I

(Xi � Yi)

holds, we can show this result by induction on construction of formulas.

After [9], we de�ne the bi-modal logic [L1; L2] to be (L1 � L2) � 2122p $ 2221p �
3122p ! 2231p. The following theorem lists some properties of 
 and enables us to
compare them with the corresponding properties of �.

Theorem 6.5.4 Let L1; L2 be modal logics. Then

1. If L1 and L2 are consistent logics, then L1 
 L2 is a conservative extension of L1

and L2,

2. L1 
 L2 � [L1; L2],

3. if both L1 and L2 are extensions of the logic D, LÆ1 \
ÆL2 � L1 
 L2,

4. If L1 and L2 have the f.m.p., then L1 
 L2 has the product f.m.p.,

5. If L1 has the f.m.p. and L2 is Kripke complete, then L1
L2 is also Kripke complete.

Proof. For 1, by induction on construction of formulas, we can show that for any formula
' in the language of L1,

'(
X
i12I1

(X1
i1
� Y 1

i1
); : : : ;

X
in2In

(Xn
in
� Y n

in
)) =

X
i12I1;:::;in2In

('(X1
i1
; : : : ; Xn

in
) �

n\
j=1

Y j
ij
), where for

any j = 1; : : : ; n, V =
X
ij2Ij

Y j
ij
holds. Therefore this implies that L1 
L2 is a conservative

extension of L1.
For 2, since both LÆ1 and ÆL2 contain f2122p $ 2221p;3122p ! 2231pg, by Theo-
rem 6.4.5 L1 
 L2 � [L1; L2] holds.
3 immediately follows Theorems 6.4.4 and 6.5.2.
4 and 5 are shown similarly to Theorem 6.4.2.

6.6 Comparison of our 
 and the usual product �

Here we will compare properties of our 
 and the usual product � (cf. Table 1 in [9]).
For a modal logic L, FK(L) is the class of all Kripke frames which validate L. For modal
logics L1 and L2, the usual product L1 � L2 is de�ned by L(FK(L1)

Æ � ÆFK(L2)).
By 
-transfer (�-transfer) of a property P , we mean that P carries over from modal

logics L1 and L2 to the product of L1 
 L2 (L1 � L2).
Clearly, �-transfer of Kripke completeness holds, whereas 
-transfer of Kripke com-

pleteness remains an open question. We have, however, shown a partial result in The-
orem 6.5.4(4). On the other hand, while �-transfer of the f.m.p. does not hold, its

-transfer holds as shown in Theorem 6.5.4(3). It is easy to see that both 
-transfer and
�-transfer of tabularity hold.

We say that the modal logics L1 and L2 are called 
-product-matching (�-product-
matching) if L1 
 L2 = [L1; L2] (L1 � L2 = [L1; L2]). A PTC-logic is a modal logic
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axiomatized by a set of PTC-formulas, i.e., either pseudo-transitive formulas 3m
2p !

2
np for m;n � 0 or closed formulas. It is shown in [9] that every pair of PTC-logic is �-

product-matching. For a given modal logic L, Ff(L) is the class of all �nite general frames
which validate L, and FK

f (L) is the class of all �nite Kripke frames which validate L. For

modal logics L1 and L2, L1 
f L2 (L1 �f L2) denotes L(Ff(L1)
 Ff(L2)) (L(F
K
f (L1)�

FK
f (L2))). It is easy to see that L1 
f L2 � L1
L2 � [L1; L2] and L1�f L2 � L1 �L2 �

[L1; L2] hold. The next theorem follows from Theorem 6.2.5.

Theorem 6.6.1 Let L1 and L2 be modal logics. Then

L1 
f L2 = L1 �f L2:

As a corollary, we obtain:

Corollary 6.6.2 Let L1 and L2 be PTC-logics which have the f.m.p. (e.g. K;D;S4;S5
and so on). Then L1 and L2 are 
-product-matching if and only if L1�L2 has the product
f.m.p. if and only if L1 
 L2 = L1 � L2.

Since both K � K and S5 � S5 have the product f.m.p. (cf. [10]) but K4 � K4
doesn't, K
K = K�K, S5
 S5 = S5� S5 and K4
K4 6= K4�K4.

Theorem 6.6.3 Let L1 and L2 be Kripke complete. Then L1 
 L2 � L1 � L2.

Proof. Since L1 and L2 be Kripke complete, L1 
 L2 = L(F
K(L1) 
 F

K(L2)). Hence
since L(FK(L1)
F

K(L2)) � L(F
K(L1)

Æ� ÆFK(L2)) holds, L1
L2 � L1�L2 holds.

Theorem 6.6.4 Let ' be a Sahlqvist formula. Then if ' belongs to L1 
 L2, ' belongs
also to L1 � L2.

Proof. Since ' belongs toL(F (L1)
Æ�� ÆF (L2)), ' belongs also toL(FK(L1)

Æ�� ÆFK(L2)).
Therefore by Theorem 6.4.3, ' belongs also to L(FK(L1)

Æ � ÆFK(L2)).

6.7 Note

Usual products of modal logics induced by V. Shehtman [24] have been studied by Gabbay
and Shehtman [9][10], Marx and Venema [15], Reynolds [21] and Wolter [31], in recent
years. Numerous interesting problems on normal products remain unexplored yet.
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Chapter 7

In�nitely many products and

products of intuitionistic modal

logics

7.1 Introduction

The de�nition of our products introduced in the previous chapter is based on the standard
way of introducing \products" in measure theory and topology. In this chapter, we will
show that the same idea is also applicable to intuitionistic modal logics and in�nitely
many products.

In general, our argument in this chapter goes in parallel with that in Chapter 6. So,
we will give an outline of it.

7.2 Products of in�nitely many modal logics

For simplicity, we will consider only modal general frames for mono-modal logics. We
assume the logics in this section are extensions of D.

Now, consider the set f��1� (X�) j X� 2 P� and � 2 �g, which is a set of subsets ofQ
�2�W�.
For modal algebras P� on (W�; R�), de�ne��

�2�
P� to be the modal algebra on (

Y
�2�

W�;
Y
�2�

R�)

generated by f��1� (X�) j X� 2 P� and � 2 �g.
We say ��1f�1;:::;�ng(X�1 � � � � � X�n) to be cylindric set of fP� j � 2 �g for a �nite

subset f�1; : : : ; �ng of � and X�i 2 P�i .
Note that ��1f�1;:::;�ng(X�1 � � � � � X�n) = ��1�1 (X�1) \ � � � \ �

�1
�1
(X�n) and that C is a

cylindric set of fP� j � 2 �g i� C =
Y
�2�

X�, where X� 2 P� for every � 2 � and X� =W�

�nitely except � 2 �.
The set of all cylindric sets is not always a modal algebra on (

Y
�2�

W�;
Y
�2�

R�) but it is

always a modal semi-algebra on it.

Corollary 7.2.1

��
�2�
P� = f

[
i2I

Ci j Ci is a cylindric set of fP� j � 2 �g for a �nite I g:
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Normal products of in�nitely many modal general frames can be de�ned in the same
way as normal products introduced in Chapter 6.

For given modal general frames F� = (W�; R�) (� 2 �), the normal product ��
�2�
F� of

F�'s is a modal general frame (
Y
�2�

W�;
Y
�2�

R�;��
�2�
P�).

Since any frame in this section is serial by our assumption. the following theorem
holds similarly to Theorem 6.2.6

Theorem 7.2.2 A projection �� :
Y
�2�

W� !W� is always a reduction of ��
�2�
F� to F� .

The next theorem gathers together several essential properties of normal products.

Theorem 7.2.3

1. If f� is a reduction of F� to G� for � 2 �, then the product map ��
�2�

f� is a

reduction of ��
�2�
F� to ��

�2�
G�, where ��

�2�
f� is de�ned by ((��

�2�
f�)(w))(�) = f�(w�)

for w 2
Y
�2�

W�.

2. If G� is a generated subframe of F� for � 2 �, then ��
�2�
G� is also a generated

subframe of ��
�2�
F�.

3. The identity map id :
X

�2
Q

�2M
��

Y
�2�

W �
��
!

Y
�2M

X
��2��

W �
��

is a reduction of
X

�2
Q

�2M
��

��
�2�
F�
��

to ��
�2M

X
��2��

F�
��
.

Similarly to Chapter 6 for modal algebrasA�'s, we de�ne their normal product ��
�2�
A�

as (��
�2�

(A�)+)
+.

Corollary 7.2.4 For modal general frames F� for � 2 �,

(��
�2�
F�)

+ �= ��
�2�

(F�)
+: (7.1)

Theorem 7.2.5 If modal general frame F� is descriptive for � 2 �, then their normal
product ��

�2�
F� is also descriptive.

Proof. We will show compactness, i.e., 8A � ��
�2�
P�(A has �nite intersection property)

\
A 6= ;). Since A has �nite intersection property, ; doesn't belongs to the �lter [A) gen-

erated by A in��
�2�
P�. Since [A)\(;] = ;, there exists a prime �lter B such that [A) � B

and B \ (;] = ; by Theorem 2.4.3. De�ne Bcy = fC 2 B j Cis a cylindric set offP� j
� 2 �gg Since B is a prime �lter,

[
i2I

Ci 2 B implies Ci 2 Bcy for some i 2 I. Hence

T
B �

T
Bcy. Since B \ (;] = ; implies ; =2 B, B has �nite intersection property and

so Bcy does. Therefore, since each P� has �nite intersection property,
T
Bcy 6= ; by the

compactness of each F�. Since
T
A
T
B �

T
Bcy,

T
A 6= ;.
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Corollary 7.2.6 For modal algebras A�'s,

(��
�2�
A�)+ �= ��

�2�
(A�)+: (7.2)

Similarly to Theorem 6.3.4, we can show the duality of Theorem 7.2.3 as follows.

Theorem 7.2.7

1. If B� is a homomorphic image of A�, then ��
�2�
B� is also a homomorphic image of

��
�2�
A�.

2. If B� is a subalgebra of A�, then ��
�2�
B� is isomorphic to a subalgebra of ��

�2�
A�.

3. ��
�2M

X
��2��

A
�
��

is isomorphic to a subalgebra of
X

�2
Q

�2M
��

��
�2�
A

�
��
.

By Theorem 7.2.7, we have the following.

Theorem 7.2.8 For classes K� of modal algebras for � 2 �,

1. ��
�2�
H(K�) �H(��

�2�
K�),

2. ��
�2�
S(K�) � IS(��

�2�
K�),

3. ��
�2�
P (K�) � ISP (��

�2�
K�).

Hence,

4. V (��
�2�
V (K�)) = V (��

�2�
K�).

Now, similarly to 6.4 we will de�ne normal products of in�nitely many modal logics.
For modal logics L�'s, de�ne the normal product ��

�2�
L� to be ��

�2�
L(F (L�). By (7.1)

and (7.2), ��
�2�

L� = L(��
�2�
V (L�)) holds. Thus, we may also take the latter as the

de�nition of ��
�2�

L�. By Theorem 7.2.8(4), we have the following.

Theorem 7.2.9 Let K� be classes of modal algebras, and let C� be classes of modal general
frames for � 2 �. Then

1. ��
�2�
L(K�) = L(��

�2�
K�),

2. ��
�2�
L(C�) = L(��

�2�
C�).

Since any logic in this section is extension of D, the following theorem holds similarly
to Theorem 6.2.6

Theorem 7.2.10 Suppose that L� is modal logic for � 2 �. Then

\
�2�

L� � ��
�2�

L�:
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Theorem 7.2.11 Let ' be a formula which is equivalent to a conjunction of formulas of
the form 2

m( ! �), where m � 0, � is constructed by ^;2;3;>;? from propositional
variables and  is obtained from propositional variables applying ^;_;2;3;>;? in such
a way that no subformula of the form either  1 _  2 or 3 1 occurs in the scope of any 2
and that  1 and  2 have no common propositional variable in a subformula of the form
 1 ^  2. Then ' is preserved under normal products.

Now, similarly to 6.5 we will de�ne shifted products of in�nitely many modal logics.
Suppose that A� = (A�;^;_;!; 0; 1;2�) is mono-modal algebra, for � 2 �. De�ne

multi-modal algebra A�
Æ as A�

Æ = (A�;^;_;!; 0; 1; f2� j � 2 �g) with 2�a = a for
all � 6= � and all a 2 A. For modal general frame F� for � 2 �, de�ne modal general
frame FÆ�, with binary relations, as FÆ� = (W�; fR� j � 2 �g;P), where R� = � for all
� 6= �. For a class K of mono-modal algebras and a class C of modal general frames, KÆ

and CÆ are de�ned in a natural way. Now, de�ne the shifted product
O
�2�

A� of A�'s, (the

shifted product
O
�2�

F� of F�'s ) by
O
�2�

A� = ��
�2�
A�

Æ (
O
�2�

F� = ��
�2�
FÆ�). We can de�ne

shifted product of classes of modal algebras and those of classes of modal general frames
in an obvious way. Then, we de�ne the shifted product

O
�2�

L� of modal logics L�'s by

O
�2�

L� = L(
O
�2�

F (L�)).

Theorem 7.2.12 Let K� be classes of modal algebras, and let C� be classes of modal
general frames for � 2 �. Then

1.
O
�2�

L(K�) = L(
O
�2�

K�),

2.
O
�2�

L(C�) = L(
O
�2�

C�).

Suppose that L� is a modal logic. De�ne multi-modal logics L�
Æ as L�

Æ = �
�2�

L�,

where L� = Triv for � 6= � and � denotes the fusion of logics.

Theorem 7.2.13 For modal logics L�'s,

O
�2�

L� = ��
�2�

LÆ�:

Let T be the translation in Chapter 6. Then, we have the following.

Theorem 7.2.14 A formula ' is a theorem of ��
�2�

L� i� T(') is a theorem of
O
�2�

L�.

We de�ne the multi-modal logic [L� j � 2 �] to be �
�2�

L� � 2�i2�jp $ 2�j2�ip �

3�i2�jp! 2�j3�ip, for i 6= j. The following theorem lists some properties of 
.

Theorem 7.2.15 Let L� be modal logic for � 2 �. Then

1. If L�'s are consistent logics, then
N

�2� L� is a conservative extension of L�,

2.
N

�2� L� � [L� j � 2 �].
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7.3 Products of intuitionistic modal logics

For simplicity, we will consider only intuitionistic modal general frames for intuitionistic
23-modal logics, although every de�nition and result can be naturally extended to multi-
modal case.

De�nition 7.3.1 A subset P of UpW is called a modal Heyting algebra on a Kripke
frame (W;�; R2; R3) if

(i) ; 2 P,

(ii) X; Y 2 P ) X \ Y;X [ Y 2 P,

(iii) X; Y 2 P ) X ! Y 2 P,

(iv) X 2 P ) 2X;3X 2 P.

Clearly, UpW is an example of a modal Heyting algebra on (W;�; R2; R3).

De�nition 7.3.2 A subset S of UpW is called a modal Heyting semi-algebra on a Kripke
frame (W;�; R2; R3) if

(i) ; 2 S,

(ii) X; Y 2 S ) X \ Y 2 S,

(iii) X; Yi 2 S ) X !
n[
i=1

Yi is a union of �nitely many members of S,

(iv) Xi 2 S ) 2

n[
i=1

Xi is a union of �nitely many members of S,

(v) X 2 S ) 3X 2 S.

Suppose that P and Q are modal Heyting algebras on (W;�; R2; R3) and (V;�0; S2;
S3), respectively. We consider the product (W � V;���0; R2� S2; R3� S3) of Kripke
frames (W;�; R2; R3) and (V;�0; S2; S3).

Now, consider the set fX �Y j X 2 P and Y 2 Qg, which is a subset of Up(W � V ).
This set is not always a modal Heyting algebra on (W �V;���0; R2�S2; R3�S3), but
it is always a modal Heyting semi-algebra on it. For a given Kripke frame (W;�; R2; R3)
and a subset S of UpW , the smallest modal Heyting algebra on (W;�; R2; R3) containing
S is called the modal Heyting algebra generated by S. Then, the following lemma holds.

Lemma 7.3.3 Suppose that S is a modal Heyting semi-algebra on a Kripke frame (W;R).

Then the modal Heyting algebra generated by S is f
n[
i=1

Xi j Xi 2 S and some n < !g.

For modal Heyting algebras P on (W;�; R2; R3) and Q on (V;�0; S2; S3), de�ne
P��Q to be the modal Heyting algebra on (W �V;���0; R2�S2; R3� S3) generated
by fX � Y j X 2 P and Y 2 Qg.
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Corollary 7.3.4

P��Q = f
[
i2I

(Xi � Yi) j Xi 2 P and Yi 2 Q for a �nite I g:

Normal products of intuitionistic modal general frames can be de�ned in the same way
as normal products introduced in Chapter 6. In the following, F� and G� (with or without
indices) denote intuitionistic modal general frames of the form (W�;��; R2�; R3�;P�) and
(V�;�

0
�; S2�; S3�;Q�), respectively.

For given intuitionistic modal general frames F = (W;�; R2; R3;P) and G = (V;�0;
S2; S3;Q), the normal product F��G of F and G is an intuitionistic modal general frame
(W � V;���0; R2�S2; R3�S3;P��Q). The normal product thus obtained is also an
intuitionistic modal general frame for mono-modal logics.

In the following, we will characterize the operators in F��G. Take notice of (7.6).
Suppose that both

[
i2I

(Xi � Yi) and
[
j2J

(Tj � Uj) are elements of P��Q.

; = ; � ;(= ; � V =W � ;): (7.3)

[
i2I

(Xi � Yi) \
[
j2J

(Tj � Uj) =
[

(i;j)2I�J

(Xi \ Tj)� (Yi \ Uj): (7.4)

[
i2I

(Xi � Yi) [
[
j2J

(Tj � Uj) =
[

k2ItJ

Ak � Bk; (7.5)

where I t J = f(i; 0) j i 2 Ig [ f(j; 1) j j 2 Jg; A(i;0) = Xi; A(j;1) = Tj; B(i;0) = Yj; B(j;1) =
Uj.

[
j2J

(Tj � Uj)!
[
i2I

(Xi � Yi) =
[

f�J�P(I)

(
\
j2J

(Tj !
[
I02fj

\
i2I0

Xi))� (
\
j2J

(Uj !
[
I02fj

\
i2I0

Yi)):

(7.6)

3
[
i2I

(Xi � Yi) =
[
i2I

(3Xi �3Yi): (7.7)

2
[
i2I

(Xi � Yi) =
[

C�P(I)

(2
\
J2C

[
i2J

Xi)� (2
[
J2C

\
i2J

Yi): (7.8)

Moreover, the following holds in P��Q.

[
i2I

(Xi � Yi) =
[
j2J

(Tj � Uj) (7.9)

i� 8i 2 I; 9C � P(J) such that Xi �
\
K2C

[
j2K

Tj; Yi �
[
K2C

\
j2K

Uj;

and 8j 2 J; 9C � P(I) such that Tj �
\
K2C

[
i2K

Xi; Uj �
[
K2C

\
i2K

Yi:

Theorem 7.3.5 Let F and G be intuitionistic modal Kripke frames. Then, F��G is
a Kripke frame if and only if either F or G is �nite. In other words, UpW ��UpV
= Up(W � V ) if and only if either W or V is �nite.
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The following theorem holds similarly to Theorem 6.2.6

Theorem 7.3.6 A projection � : W � V ! W is a reduction of F��G to F i� either
S2(v) 6= ; for each v 2 V or R2(w) = ; for each w 2 W , and either S3(v) 6= ; for each
v 2 V or R3(w) = ; for each w 2 W .

The next theorem gathers together several essential properties of normal products.

Theorem 7.3.7

1. If fi is a reduction of Fi to Gi for i = 1; 2, then the product map f1��f2 is a
reduction of F1��F2 to G1��G2, where f1��f2 is de�ned by (f1��f2)(w1; w2) =
(f1(w1); f2(w2)) for each w1 2 W1 and w2 2 W2.

2. If Gi is a generated subframe of Fi for i = 1; 2, then G1��G2 is also a generated
subframe of F1��F2.

3. The identity map id :
X

�2��2M

(W� � V�) ! (
X
�2�

W�)� (
X
�2M

V�) is a reduction of

X
�2��2M

(F���G�) to (
X
�2�

F�)�� (
X
�2M

G�), where
P

denotes disjoint unions.

Similarly to Chapter 6 for modal Heyting algebras A and B, we de�ne their normal
product A��B as (A+��B+)

+. Also, A��B is isomorphic to a modal algebras
�
Pf (A� B)=�;^;_;!; 0; 1;2;3

�
;

where the operator ! is de�ned as follows; for [(ai; bi) j i 2 I], [(cj; dj) j j 2 J ] 2
Pf (A�B)=�,

[(ai; bi) j i 2 I]! [(cj; dj) j j 2 J ]

=
h�^

j2J

(Tj !
_
I02fj

^
i2I0

Xi);
^
j2J

(Uj !
_
I02fj

^
i2I0

Yi)
�
j f � J � P(I)

i
: (7.10)

Corollary 7.3.8 For intuitionistic modal general frames F and G,

(F��G)+ �= F+��G+: (7.11)

Theorem 7.3.9 If both intuitionistic modal general frames F ;G are descriptive, then
their normal product F��G is also descriptive.

Proof. We will show compactness, i.e., 8A � P��Q[P��Q(A has �nite intersection property)T
A 6= ;). Since A has �nite intersection property, ; doesn't belongs to the �lter [A) gen-

erated by A in f
[
i2I

((Xi \ X
0
i) � (Yi \ Y

0
i )) j Xi; X

0
i 2 P and Yi; Y

0
i 2 Q for a �nite I g

Since [A) \ (;] = ;, there exists a prime �lter B such that [A) � B and B \ (;] = ;
by Theorem 2.4.3. De�ne Brec = fC 2 B j Cis a rectangle setg Since B is a prime �lter,[
i2I

Ci 2 B implies Ci 2 Brec for some i 2 I. Hence
T
B �

T
Brec. Since B \ (;] = ; implies

; =2 B, B has �nite intersection property and so Brec does. Therefore, since both P [ P
and Q [ Q have �nite intersection property,

T
Brec 6= ; by the compactness of both F

and G. Since
T
A
T
B �

T
Brec,

T
A 6= ;.
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Corollary 7.3.10 For modal Heyting algebras A and B,

(A��B)+ �= A+��B+: (7.12)

Similarly to Theorem 6.3.4, we can show the duality of Theorem 7.3.7 as follows.

Theorem 7.3.11

1. If A2 is a homomorphic image of A1 and B2 is a homomorphic image of B1, then
A2��B2 is also a homomorphic image of A1��B1.

2. IfA1 is a subalgebra ofA2 andB1 is a subalgebra ofB2, thenA1��B1 is isomorphic
to a subalgebra of A2��B2.

3.
Y
�2�

A���
Y
�2M

B� is isomorphic to a subalgebra of
Y

(�;�)2��M

A���B�, where
Q

denotes

direct products.

By Theorem 7.3.11, we have the following.

Theorem 7.3.12 For classes K1;K2 of modal Heyting algebras,

1. H(K1)��H(K2) �H(K1��K2),

2. S(K1)��S(K2) � IS(K1��K2),

3. P (K1)��P (K2) � ISP (K1��K2).

Hence,

4. V (V (K1)��V (K2)) = V (K1��K2).

Now, similarly to 6.4 we will de�ne normal products of intuitionistic modal logics. We
also use F (L) and L(K) for intuitionistic modal general frames, and also use V (L) and
L(C) for modal Heyting algebras.

For intuitionistic modal logics L1 and L2, de�ne the normal product L1��L2 to be
L(F (L1)��F (L2)). By (7.11) and (7.12), L1��L2 = L(V (L1)��V (L2)) holds. Thus, we
may also take the latter as the de�nition of L1��L2. By Theorem 7.3.12(4), we have the
following.

Theorem 7.3.13 Let K1 and K2 be classes of modal Heyting algebras, and let C1 and C2
be classes of intuitionistic modal general frames. Then

1. L(K1)��L(K2) = L(K1��K2),

2. L(C1)��L(C2) = L(C1��C2).

Similarly to Theorem 6.4.2, we have the following by Theorem 7.3.5 and Theorem 7.3.13.

Theorem 7.3.14

1. If both L1 and L2 have the f.m.p., then L1��L2 has the product f.m.p.

2. If L1 has the f.m.p. and L2 is Kripke complete, then L1��L2 is also Kripke complete.
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Theorem 7.3.15 Suppose that L is a product-persistent logic and � is any set of Sahlqvist
formulas. Then the logic L� � is also product-persistent.

Theorem 7.3.16 Suppose that L1 is an intuitionistic modal logic and L2 is an extension
of the logic IntD23. Then L1 � L1��L2.
Moreover, if both L1 and L2 are extensions of the logic IntD23,

L1 \ L2 � L1��L2:

Theorem 7.3.17 Let ' be a formula which is equivalent to a conjunction of formulas of
the form 2m( ! �), where m � 0, � is constructed by ^;2;3;>;? from propositional
variables and  is obtained from propositional variables applying ^;_;2;3;>;? in such
a way that no subformula of the form either  1 _  2 or 3 1 occurs in the scope of any 2
and that  1 and  2 have no common propositional variable in a subformula of the form
 1 ^  2. Then ' is preserved under normal products.

Now, similarly to 6.5 we will de�ne shifted products of intuitionistic modal logics.
Note that we don't shift implication because we need the only one implication in shifted
products, while we shift modalities.

Suppose thatA = (A;^;_;!; 0; 1;21) andB = (B;^;_;!; 0; 1;22) are mono-modal
Heyting algebras. De�ne bi-modal Heyting algebras AÆ and ÆB as AÆ = (A;^;_;!;
0; 1;21;22) with 22a = a for all a 2 A and ÆB = (B;^;_; !; 0; 1;21;22) with 21b = b
for all b 2 B. For intuitionistic modal general frames F and G, de�ne intuitionistic modal
general frames FÆ and ÆG, with two binary relations, as FÆ = (W;�; R2;�; R3;�

�1;P)
and ÆG = (V;�0;�0; S2;�

0�1; S3;Q). For a class K of mono-modal Heyting algebras and
a class C of intuitionistic modal general frames, KÆ, ÆK, CÆ and ÆC are de�ned in a natural
way. Now, de�ne the shifted product A
B of A and B (the shifted product F 
G of F
and G) by A
B = AÆ�� ÆB (F 
G = FÆ�� ÆG). We can de�ne shifted product of classes
of modal Heyting algebras and those of classes of intuitionistic modal general frames in
an obvious way. Then, we de�ne the shifted product L1
L2 of intuitionistic modal logics
L1 and L2 by L1 
 L2 = L(F (L1)
 F (L2)).

Theorem 7.3.18 Let K1 and K2 be classes of modal Heyting algebras, and C1 and C2 be
classes of intuitionistic modal general frames. Then

1. L(K1)
L(K2) = L(K1 
K2),

2. L(C1)
 L(C2) = L(C1 
 C2).

Suppose that L1 and L2 are intuitionistic modal logics. De�ne bi-modal logics L1
Æ

and ÆL2 as L1
Æ = L1 �Triv and ÆL2 = Triv �L2, where Triv = IntK23�2p$ p and �

denotes the fusion of logics.

Theorem 7.3.19 For intuitionistic modal logics L1 and L2,

L1 
 L2 = L1
Æ�� ÆL2:

Let T be the translation in Chapter 6. Then, we have the following.

Theorem 7.3.20 A formula ' is a theorem of L1��L2 i� T(') is a theorem of L1
L2.
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The following theorem lists some properties of 
 .

Theorem 7.3.21 Let L1 and L2 be intuitionistic modal logics. Then

1. For any theorem ' of L1, ' belongs to L1 
 L2,

2. L1 
 L2 3 2122p$ 2221p;3122p! 2231p;2122p$ 2221p;3122p! 2231p,

3. if both L1 and L2 are extensions of the logic IntD23, L
Æ
1 \

ÆL2 � L1 
 L2,

4. If L1 and L2 have the f.m.p., then L1 
 L2 has the product f.m.p.,

5. If L1 has the f.m.p. and L2 is Kripke complete, then L1
L2 is also Kripke complete.
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Chapter 8

Conclusions and further studies

In this chapter, we mention brief survey and open problems

1. Inclusion Relationship between Pseudo-Euclidean Logics
In this thesis, for �xed non-negative integersm and n, we have shown when Ek � Ek0

holds. Now, what will happen if we allow both m and n to change? More preciously,
let Em;n

k be the logic which is obtained from the smallest normal modal logic K by
adding the axiom 3

k�! 2
m
3
n�, where k;m; n � 0. Then it will be interesting to

see when Em;n
k � Em0;n0

k0 holds.

2. Finite model property for intuitionistic modal logics
For classical modal logics, We have already a lot of general results on the �nite model
property (see e.g. [5]). In fact, the �nite model property of classical modal logics can
be obtained not only by �ltration method but also by various methods, including
algebraic methods and the method of selecting points. On the other hand, because of
3-operator, the situation is much more complicated for intuitionistic modal logics.
Thus, it is quite interesting and important to develop methods for obtaining the
�nite model property for intuitionistic modal logics. A certain attempt is made in
e.g. [12].

3. Subdirectly irreducible modal Heyting algebras

In this thesis, by normalizing we have shown a description of subdirectly irreducible
modal Heyting algebras under some weak conditions. But most general case remains.
Therefore, we have to investigate IntK23 in the various points of view in order to
see how 3-operator behave. An interesting problem is, for example, splitting which
is discussed in [30].

4. Products of modal logics
There are many open problems in this area:

(a) Which property carries over from modal logics L1 and L2 to the product of
L1 
 L2 (L1 � L2) ?

(b) Decidability of logics in the following list:

� K4�K4, S4� S4, K4�K4:3, S4� S4:3

� K
K4, S5
K4, K4
K4, S4
 S4
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� K��K, S5��S5, K4��K4, S4��S4

(c) Finite axiomatizability of logics in the following list:

� K4
K4, K
K4, S5
K4

� K��K, S5��S5, K4��K4, S4��S4

(d) K3 �K = K4?
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