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1 Centre for Wireless Communications, University of Oulu FIN-90014, Oulu, Finland
2 Japan Advanced Institute of Science 1-1 Asahidai, Nom Ishikawa 923-1292, Japan

Email: juha.karjalainen@ee.oulu.fi

Abstract—A new power allocation method for irregularly mod-
ulated signaling in single carrier point-to-point multiple input
multiple output (MIMO) systems with an iterative frequency-
domain (FD) soft cancellation (SC) minimum mean squared
error (MMSE) equalization is proposed. The proposed method
explicitly takes into account the convergence properties of the
iterative equalizer while transmission power is minimized. The
proposed scheme is based on the combination of irregular
modulation, different signal constellations within one code word,
and convergence constraint precoding (CCP), technique that
decouples the spatial interference between streams using singular
value decomposition (SVD), and minimizes the transmission
power while achieving the target mutual information for each
stream after iterations at the receiver side. Numerical results
show that the proposed scheme improves the transmission rate
adaptivity of the original CCP while ensuring the convergence
with reduced transmission power.

I. INTRODUCTION

Conventionally, convergence properties of iterative receiver
have not been taken into account when determining the
optimal transmission power and rate allocation. Consequently,
excessively large transmission power is used to satisfy desired
quality of service (QoS) requirements in communication sys-
tems. To allow for more efficient transmission with the aid
of iterative receiver in terms of transmission power and rate,
the convergence properties of the receiver has to be utilized
when determining the optimal transmission power.
A successful approach to adapt transmission rate and the

convergence properties of iterative receiver was proposed in
[1],[2] by introducing irregular modulation for single-input-
single-output (SISO) channels. Irregular modulation combines
multiple signal constellations with different mapping schemes
within one code word [2]. The irregular modulation was
later extended to point-to-point multiple-input-multiple-output
(MIMO) channels in [3]. However, none of the previous
studies have not considered the question how to design power
allocation for irregularly modulated signalling.
Recently, transmit power optimization for an iterative re-

ceiver utilizing the convergence properties of a receiver has
gained considerable attention [4],[5],[6],[7]. Especially, Yuan
et. al. [5],[6], address the transmitter power allocation problem
in frequency selective SISO channels with frequency-domain
(FD) soft cancellation (SC) minimum mean squared error
(MMSE) based iterative equalization, assuming the availabil-
ity of perfect channel state information (CSI) both at the trans-
mitter and the receiver. Their design method utilizes signal-
to-noise ratio (SNR) variance charts [8] in the convergence
analysis therein to determine the optimal power allocation.

This work was supported in part by Finnish Funding Agency for Tech-
nology and Innovation (Tekes), Nokia, Nokia Siemens Networks, Elektrobit,
Uninord, Academy of Finland, and Infotech Oulu Graduate School.

Correspondingly, in our recent work [9] we proposed a semi-
analytical convergence constraint precoding (CCP) design for
optimal power allocation in MIMO systems with iterative FD-
SC-MMSE equalizer. In contrast to [5] we utilize the extrinsic
information transfer (EXIT) charts [10],[11].
In the CCP based design [9], the transmit power is mini-

mized while keeping a tunnel open between the equalizer and
the decoder EXIT functions up to a desired convergence point.
It is shown in [9] that the optimal power allocation in CCP
can be solved by using convex optimization tools, e.g., interior
point methods [12, Ch. 11]. The proposed method is intended
to time division duplex (TDD) based single carrier point-to-
point multiple input multiple output (MIMO) systems. Due to
the reciprocity assumption of channel in TDD system, perfect
CSI is assumed to be available at the transmitter and receiver.
In this paper, we extend the framework developed in [9]

to irregular modulation with Gray mapping. In contrast to
the previous studies of irregular modulation [1],[2],[3], we
address the problem how to design a power allocation for
irregularly modulated signaling with fixed signal constellation
combination ratios. The main contributions of this paper are
summarized as follows: We formulate transmission power
optimization problem for a irregular modulation. Then, we
demonstrate that the performance of proposed method pro-
vides improvement in the rate adaptivity compared to the
original CCP as well as transmission power efficiency.

II. SYSTEM MODEL

We consider a point-to-point wireless communication sce-
nario, where both the transmitter and the receiver are equipped
with multiple antennas, NT transmit and NR receive anten-
nas, respectively. The fixed number of data streams ND are
multiplexed over NT transmit antennas. For the dth data
stream, d = 1, ..., ND, the information bit vector xd ∈ BNX

is encoded with code rate Rd
c , where NX is the number

of information bits, resulting in encoded bit vector cd =
[cd

1, ..., c
d
j , .., c

d
NC

]T ∈ B
Nd
C and j = 1, ..., NC where N d

C = NX
Rd

c

is the number of coded bits per stream. After encoding,
the encoded bits are bit interleaved with random interleaver
resulting bit sequence c′d ∈ BNd

C . Then, interleaved bit
sequence is divided into N d

Z sub-blocks, where N d
Z is the

number of sub-blocks per stream with different modulation
methods. For the z th, z = 1, ..., Nd

Z , sub-block c′d
z ∈ Bαd,zNd

C ,
where αd,z ∈ [0, 1] is the ratio of the zth sub-block,
1 a Nd,z

Q -tuple c′dz,n = [c′d
z,nNd,z

Q −Nd,z
Q +1

, ..., c′d
z,nNd,z

Q

]T of

c′dz bits is mapped to a symbol bd
z,l = Mz(c′dz,n) ∈ C,

l = 1, ..., Nd,z
S , from the 2Nd,z

Q −ary signal constellation using
1we assume αd,zNd

C to be a integer.
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the gray mapping function Md,z(·). N z,d
S is the number of

modulation symbols for the z th sub-block and the dth stream.
We assume that the power of each modulation symbol is
normalized to one. Furthermore, we assume that for the d th

stream
∑NZ

z=1 αd,z = 1. Let us define the modulated data
stream vector for the z th sub-block of the dth stream as
bd

z = [bd
z,1, ..., b

d
z,l, ..., b

d
z,Nz,d

S

]T ∈ C
Nz,d
S . Correspondingly,

the entire data stream vector for the dth stream is given
by bd = [bdT

1 , ...,bdT
z , ...,bdT

NZ
]T ∈ CNS , where NS =∑NZ

z=1 Nz,d
S . After irregular modulation, each data stream is

transformed into the frequency domain by the unitary discrete
Fourier transform (DFT) matrix FNF ∈ CNF×NF , with the

elements fm,l = 1√
NF
exp

√
(−1)2πml

NF , wherem, l = 0, ..., NF−1
with NF being the length of DFT 2. Then, each data stream
is multiplied with its associated power allocation matrix,

P
1
2
d = diag([P

1
2

d,1, ..., P
1
2

d,l, .., P
1
2

d,NF
]T) ∈ RNF where P

1
2

d,l
element corresponds to the square root of the power allocated
on the lth frequency bin, as well as beamformer weights
Vd ∈ CNTNF×NF where Vd = [V]:,(d−1)NF+1:dNF . The
beamforming matrix V ∈ CNTNF×NDNF can be obtained
with the singular value decomposition (SVD) as shown in
[9]. Finally, each stream is transformed into time domain by
multiplying the inverse DFT matrix F−1

NF
and cyclic prefix is

appended to signal before transmitting them over the channel.
Now, after guard period removal, a space-time presentation

of the signal vector r ∈ CNRNF received by the NR received
antennas is given by

r = HF−1
NT

TFNDb + v, (1)

where v ∈ CNRNF is a white additive independent identically
distributed (i.i.d) Gaussian noise vector with variance σ 2

per dimension. Correspondingly, b ∈ CNDNF denotes the
transmitted stream vector over the NT transmit antennas
b = [b1, ...,bd, ...,bD]T. The matrices FND = IND ⊗ FNF ∈
C

NDNF×NDNF and FNT = INT ⊗ FNF ∈ C
NTNF×NTNF are

block diagonal DFT matrices where ⊗ indicates the Kro-
necker product. The precoder matrix T ∈ CNTNF×NDNF

can be further factorized as T = VP
1
2 , where diagonal

matrix P
1
2 = diag(P

1
2
1 , ...,P

1
2
d , ...,P

1
2
ND

) ∈ RNDNF×NDNF .
H ∈ CNRNF×NTNF is circulant block matrix, comprised
of channel submatrices Hr,t ∈ CKS×KS between the tth

transmit and the rth receive antennas, t = 1, ..., NT and
r = 1, ..., NR, which are also circulant matrices, as Hr,t =
circ

{[
hr,t

1 , hr,t
2 . . . hr,t

L ,01×NF−L

]T}
. The operator circ { }

generates matrix that has a circulant structure of its argu-
ment vector. L denotes the length of the channel, and h r,t

l ,
l = 1, ..., L, the fading gains of multipath channel between t th

transmit antenna and the rth receive antenna. Average signal-
to-noise ratio per receiver antenna is defined as SNR = P̃u

2σ2 ,

where, P̃u is the average transmitted symbol energy.

III. ITERATIVE EQUALIZER AND EXIT FUNCTIONS

In this paper, we utilize the EXIT charts in which the
exchange of extrinsic mutual information is tracked between
the equalizer and the decoding blocks. Particularly, we use the
relationship between the mutual information and the variance

2We assume NF = NS.

of log-likelihood ratios (LLRs) that can obtained using J-
function [10]. Thus, we express in this section the variance
of LLRs and the mutual information at the output of the
equalizer, respectively. However, due to space limitations we
can not describe in detail the equalizer that contains FD SC-
MMSE and soft-demapping algorithms. Therefore, we briefly
summarize the equalizer in the appendix.
Since SVD based transmit beamforming is utilized in

the transmission, the transmitted streams can be perfectly
decoupled from each other in the spatial domain, when the
perfect CSI is available at the transmitter. As a result of
the diagonalization procedure, detailed in [9], the channel
at the output of equalizer becomes fully diagonal in spatial
domain. However, due to multipath propagation some residual
inter-symbol interference (ISI) remains at the output of the
equalizer. Naturally, the amount of residual ISI depends on
the channel realization, SNR, as well the amount of a priori
information from the channel decoder.
Let us define LLR vector at the output of the equalizer for

the dth stream L̂d = [L̂Td,1, ..., L̂
T
d,z, ..., L̂

T
d,NZ

]T ∈ RNd
C where

L̂d,z = [L̂(c′dz,1), ..., L̂(c′dz,i), .., L̂(c′d
z,αd,zNd

C
)]T ∈ Rαd,zNd,C ,

where i = 1, ..., αd,zN
d
C. The PDF of L̂d,z , can be approx-

imated by a Gaussian distribution satisfying the consistency
requirement, i.e., L̂d,z ∼ NR(μ̂d,z1, σ̂2

d,zI), where σ̂2
d,z =

2μ̂d,z. Thus, the LLRs at the output of the soft- demapper,
L̂(c′dz,i) , can be rewritten as

L̂(c′dz,i) = μ̂d,zc̄
′d
z,i + [wd,z]i (2)

where wd,z ∈ Rαd,zNd
C and wd,z ∼

NR(0αd,zNd
C
, σ̂2

d,zIαd,zNd
C
) and c̄′dz,i = 2c′dz,i − 1 ,the

mean of LLRs μ̂d,z is given by [9]

μ̂d,z =
2ζd,z

1 − ζd,zΔd,z
(3)

and the variance of LLRs, σ̂2
d,z is simply obtained as

σ̂2
d,z =

4ζd,z

1 − ζd,zΔd,z
. (4)

For complex modulations we have to divide (4) by four
resulting to

σ̂2
d,z =

ζd,z

1 − ζd,zΔd,z
. (5)

The scalar Δd,z is the average residual interference energy
for the zth modulation method and dth stream and ζd,z is
signal-to-interference-plus-noise ratio (SINR) in (17) that can
be rewritten by following [9] as

ζd,z =
1

NF

NF∑
b=1

S2
d,bPd,b

σ2 + S2
d,bPd,bΔd,z

(6)

where Sd,b is singular value for the bth frequency bin of the
dth stream. As in [13], we approximate LLRs for each bit
position to be Gaussian distributed with the same mean and
the same variance values. This approximation becomes less
accurate when 2Nd,z

Q -ary > 4 [13].
To formulate the actual optimization problem in the next

section, we divide the EXIT functions of the equalizer and
the decoder into discrete extrinsic mutual information points
according to a priori values which we index with a priori
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index, k = 1, ..., NK, with NK being the number of a
priori points per stream and sub-block. The EXIT functions
characterize the input/output relations of the equalizer and the
decoder ∀k, measured by the mutual information. The average
mutual information with irregular modulation at the output
of the equalizer for the dth stream with kth a priori index
between transmitted interleaved coded bits c ′d and the LLRs
L̂d is the linear combination of the EXIT functions of ÎE

d,k,z
of the NZ sub-blocks [2]

ÎE
d,k =

NZ∑
z=1

αd,z Î
E
d,k,z. (7)

ÎE
d,k,z is the average mutual information at the output of
equalizer for the z th sub-block at the kth a priori point
between transmitted interleaved coded bits c ′d

z and the LLRs
L̂d,z , given by

ÎE
d,k,z = f̂(ÎA

d,z,k|Sd,P
1
2
d , σ2). (8)

ÎA
d,k,z ∈ [0, 1] is the equalizer a priori mutual information of
the dth stream for the zth sub-block at the kth a priori index,
f̂() is the monotonically increasing EXIT function of the
equalizer and Sd = diag([Sd,1, ..., Sd,l, .., Sd,NF]T) ∈ RNF×NF

contains the singular values of SVD of the FD channel matrix
for the dth stream.
The decoder output extrinsic information for the d th stream

at with kth a priori index is given by

I̊E
d,k = f̊(I̊A

d,k) (9)

where I̊A
d,k ∈ [0, 1] is the decoder a priori mutual information

of the dth stream at the kth a priori index and f̊() is
the monotonically increasing EXIT function of the channel
decoder.

IV. POWER ALLOCATION METHOD FOR IRREGULAR
MODULATION

The goal of the proposed power allocation scheme is to
guarantee a convergence tunnel between the EXIT functions
of the equalizer and the decoder up to a desired convergence
point while minimizing the transmit power. Thus, the mutual
information at the output of the equalizer at each a priori
point has to be always larger than the mutual information
at the input of channel decoder up to the target convergence
point.
Mathematically, the transmission power optimization prob-

lem for irregularly modulation with fixed irregularity ratios,
αd,z , is formulated as follows:

minimize tr{P}
subject to

NZ∑
z=1

αd,z Î
E
d,k,z � f̊−1(I̊E

d,k) + εd,k︸ ︷︷ ︸
=θd,k

∀d, ∀k (10)

where f̊−1() denotes the inverse EXIT function of the channel
decoder and εd,k is small positive value scalar. To con-
trol the width of the convergence tunnel, we define also
the acceptable gap between the equalizer and the decoder
EXIT functions with the positive scalar εd,k and require that∑Z

z=1 αd,z Î
E
d,k,z � f̊−1(I̊E

d,k) + εd,k.
As shown in [9], the mutual information at the output of the

equalizer for the dth stream can be closely approximated by

using J-function [14] as a function of the variance of the log-
likelihood ratios (LLR) σ̂2

d,k. Therefore, we can transform the
right hand side values of the mutual information constraints
in (10) to the target LLR variance values at the output of the
equalizer by using the inverse J-function [14]3

σ̂2target
d,k ≈

NZ∑
z=1

αd,z
1
4
(− 1

Hz
1

log2(1 − θ
1

Hz
3

d,k ))
1

Hz
2 (11)

where the parameter values for H z
1 ,H

z
2 and Hz

3 can be
found for different modulation methods in [11],e.g., QPSK:
H1 = 0.3073,H2 = 0.8935,H3 = 1.1064 and and 8-PSK:
H1 = 0.2516,H2 = 0.7274,H3 = 1.2392. Since the left
hand side mutual information constraints in (10) can be also
transformed to the variance of LLRs by inverse J-function, we
can replace ÎE

d,k,z in (10) with σ̂2
d,k,z by defining (5) for the

kth a priori point. Finally, we can express the transmission
power optimization for irregularly modulated symbols with
fixed αd,z as

min.

ND∑
d=1

NF∑
b=1

Pd,b

s. t.
NZ=1∑
z=1

αd,z

1
NF

NF∑
b=1

S2
d,bPd,b

σ2+S2
d,b

Pd,bΔd,k,z

1 − Δd,k,z

NF

NF∑
b=1

S2
d,b

Pd,b

σ2+S2
d,b

Pd,bΔd,k,z

� σ̂2target
d,k

∀d, k
Pd,b � 0∀d, b

(12)
where the scalar Δd,k,z is the average residual interference
energy for the z th modulation method and dth stream at the
kth a priori point.
By observing (12), it can be noticed that optimization

problem is not a convex. Therefore, the globally optimum
solution can not be guaranteed and locally optimum solutions
can be only achieved. Note that in the case of NZ = 1 the
problem in (12) can be reformulated to a convex optimization
problem as shown in [9].

V. NUMERICAL RESULTS

The simulation parameters used are summarized as follows:
The number of receiver and transmit antennas NT = 2,
NR = 2, respectively, streams ND = 2, NF = 512,
εd,k = 0.02 for ∀k,∀d , QPSK, 8-PSK with Gray mappings,
and a systematic repeat accumulate (RA) codes [15] with two
different code rates, 1/3 and 1/4 were used. Rayleigh fading
channel with 5-path equal gains over 50 channel realizations
was assumed in the simulations. Matlab optimization toolbox
was used in the transmission power optimization. Figure 1a
illustrates the comparison of EXIT functions of the proposed
technique and the original CCP with fixed code rates. The
proposed method has a mixture of QPSK and 8-PSK for the
both data streams where ratios α1,1 = 0.3 and α1,2 = 0.7 for
d = 1 and α2,1 = 0.4 and α2,2 = 0.6 for d = 2, respectively.
The convergence points were set at 0.59 for d = 1 and 0.49
for d = 2 both with εd,k = 0.02. The solid and dashdot
curves represent the EXIT functions when d = 1 and d = 2,
respectively. As can be seen, the convergence results of the
proposed method and the original CCP method are nearly
the same. The information rate lower bound over the streams

3This holds for complex modulations.
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for this particular configuration is defined by fixed QPSK
transmission ( =1.17 [bits/s/Hz]) whereas the upper bound
given by fixed 8-PSK transmission (=1.75 [bits/s/Hz]). By
using the previously given αd,z , the proposed method achieves
1.55 [bits/s/Hz] information rate. Thus, the proposed scheme
can flexibly vary its data rate within the aforementioned
bounds by changing irregularity ratios, αd,z. Correspondingly,
the resulting SNRs for the original CCP with 8-PSK, the
proposed scheme with the mixture of QPSK and 8-PSK, and
the original CCP with QPSK are computed SNR= 4.35 dB,
SNR= 5.57 dB and SNR= 1.6 dB, respectively. Hence, the
data rate adaptation can be made more flexible with less
transmission power by using the proposed method compared
to the original CCP. Figure 1b shows an example when the
convergence points were set at 0.98 for d = 1 and 0.98 for
d = 2 both with εd,k = 0.02. It can be observed that by
using the both proposed technique, the right most point of the
EXIT chart (1,1) can be achieved. Consequently, nearly error-
free performance can be achieved with the proposed method,
given that sufficient number of iterations is performed.

VI. CONCLUSIONS
This paper proposes a new semi-analytical power allocation

method for irregularly modulated point-to-point MIMO sig-
naling with iterative FD SC-MMSE equalization, in which
the convergence properties of the equalizer are taken into
account. The proposed scheme is based on the combination
of irregular modulation, different signal constellations within
one code word, and convergence constraint precoding (CCP),
technique that decouples the spatial interference between
streams using singular value decomposition (SVD), and min-
imizes the transmission power while achieving the target
mutual information for each stream after iterations at the
receiver side. We show that the transmission power allocation
can be formulated as a optimization problem when irregular
modulation is used. Simulation results show that the proposed
power allocation method improves the rate adaptivity of the
original CCP technique while ensuring the convergence with
reduced transmission power.

APPENDIX A
FREQUENCY DOMAIN SC-MMSE AND SOFT-DEMAPPING
A. Soft-cancellation
The output of soft-cancellation, r̂ ∈ CNRNF , is given by

r̂ = FNRr − ΓTFND b̃ (13)

where FNR = INR ⊗ FNF ∈ CNRNF×NRNF , Γ ∈
CNRNF×NTNF is the block-wise diagonal frequency domain

channel matrix and b̃ =
[
b̃1T, ..., b̃dT, ..., b̃DT

]T
∈ CNDNS

where b̃d =
[
b̃dT

1 , ..., b̃dT
z , ..., b̃dT

NZ

]T
∈ CNS . b̃d

z =[
b̃d
z,1, ..., b̃

d
z,s, ..., b̃

d
z,Nz,d

S

]T
∈ C

Nz,d
S , s = 1, ..., Nz,d

S , where

b̃d
z,s

4 is the soft-estimate estimate of the lth transmitted
symbol of the dth stream and the zth sub-block. The first
moment of soft-symbol estimates, b̃d

z,s = E
{
bd
z,s

}
is obtained

as

b̃d
z,s = E

{
bd
z,s

}
=

∑
bi∈2

N
d,z
Q

biP (bd
z,s = bi) (14)

4We assume NS = NF.

where symbol a priori probability P (bd
z,s = bi) in (14) can

be calculated from [16]

P (bd
z,s = bi) =

(
1
2

)Nd,z
Q Nd,z

Q

Π
q=1

(
1 − ci,q tanh

(
λd

z,s,q/2
))

, (15)

with ci,q = 2ci,q − 1 and λd
s,q being a priori LLR of the bit

ci,q , provided by decoder.

B. MMSE Filtering

To detect all irregularly modulated sub-blocks properly per
stream, FD MMSE filtering has to be performedNZ times per
each data stream. For the z th sub-block of the dth stream, we
consider only the limited number of symbols at the output of
FD MMSE filter as follows b̂d,z = [yd,z]Nd,z

S (z−1)+1:Nd,z
S z

where

yd,z =
1

ζd,zβ̈d,z + 1
(F−1

NF
TH

dΓHΣ−1
r̂,d,zr̂ + ζd,zb̃d), (16)

where Td = [T]:,(d−1)NF+1:dNF , β̈d,z = avg
{
b̈d

z

}
with b̈d

z =[
|b̃d

z,1|
2
. . . |b̃d

z,s|
2
. . . |b̃d

z,Nz,d
S

|2
]T

∈ C
Nz,d
S , avg{·} indicates

operator that calculates the arithmetic mean from its argument
vector elements. The scalar ζd,z is given by

ζd,z =
1

NF
tr

{
TdHΓHΣ−1

r̂,d,zΓTd
}

(17)

where Σr̂,d,z ∈ CNRNF×NRNF , is the covariance matrix of the
output of soft-cancellation, given by

Σr̂,d,z = ΓTΔd,zTHΓH + σ2I. (18)

By assuming the impact of ISI over the sub-blocks per stream
to be minor to the performance, we approximate the residual
interference energy matrix given SVD based transmission,
Δd,z ∈ RNDNF×NDNF , by

Δd,z = diag([Δ1,z , ...,Δd,z, ...,ΔND,z] ⊗ 1NS) (19)

where Δd,z = avg
{
1Nd,z

S
− b̈d

z

}
. Note that the streams

are perfectly decoupled from each other with SVD based
transmission when channel state information is perfect.

C. Soft-Demapping

The LLRs for the zth sub-block are expressed as [16]

L̂d
z,m,v = ln

∑
∀ci:ci,v=0

exp(−ωd
z,m,i +

∑
v′ �=v

1
2 c̃i,v′λd

z,m,v′)

∑
∀ci:ci,v=1

exp(−ωd
z,m,i +

∑
v′ �=v

1
2 c̃i,v′λd

z,m,v′)

(20)
where λd

z,m,v′ being a priori LLR of the bit for the v ′th bit
position of the mth symbol of the zth sub-block provided by
decoder, m = 1, ..., N d,z

S , v = 1, ..., Nd,z
Q , and c̃i,v′ is given

by

c̃i,v′ =
{ −1, ci,v′ = 0

+1, ci,v′ = 1. (21)

The scalar ωd
z,m is defined as

ωd
z,m,i =

|[b̂d,z]m − φd,zMz(ċi)|2
υd,z

(22)
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where υd,z = φd,z − φ2
d,z , ċi is candidate bit vector, and

φd,z =
ζd,z

ζd,zβ̈d,z + 1
. (23)

(a) Convergence points set at 0.59 for d = 1 (solid) and at 0.49 for d = 2
(dashdot).

(b) Convergence points set at 0.98 for d = 1 (solid) and at 0.98 for d = 2
(dashdot), SNR= 12.4 dB

Fig. 1: NT = NR = 2, ND = 2 .
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