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Abstract— Turbo MIMO equalization in multiuser space-time-
trellis-coded (STTrC) system is considered in this paper. The
low complexity MMSE receiver with soft cancellation (SC) is
proposed for joint inter-symbol-interference (ISI), known co-
channel interference (CCI) and unknown co-channel interference
(UCCI) suppression.

It is shown that in the multiuser scenario without UCCI the
proposed iterative receiver achieves maximum-likelihood (ML)
bound on performance of the single user. The number of receive
antennas is thereby equal to the number of users and not to the
number of transmit antennas. Furthermore, the upper bound on
pairwise error probability (PEP) is derived in the presence of
UCCI in the asymptotic case of ideal SC. The result shows that
the effect of the interference on the diversity and coding gain
is very similar to that of the channel correlation at the receiver
side. Namely the diversity and coding gain depend on the rank
of the inverse of the matrix R of the UCCI.

I. INTRODUCTION

Communications signal transmission and reception using
multiple transmit antennas and receive antennas over an
multiple-input-multiple-output (MIMO) channel is one of the
most promising approaches to increase the link capacity
and achievable data rates [1]. Two key approaches have
been developed to make effective use of the benefits of the
MIMO channels. The first one is Bell-Labs-Layered-Space-
Time-Architecture (BLAST) [2] which aims at approaching
the channel outage capacity. Another one that combines the
benefits of transmit diversity and channel coding is space-time-
trellis-coding (STTrC) [3]. Some recent developments combine
the benefits of the above two approaches [4].

To fully exploit the benefits of the broadband, frequency
selective channels using single carrier communications, the
cost efficient implementation of the equalization part of the
receiver is a key issue. Furthermore, to fully exploit the
capacity of the multipath channel turbo processing has been
proposed [5], which turns the multipath channel into a set of
parallel diversity channels. Recently, the MMSE-based turbo-
equalization has attracted considerable attention due to the
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possibilities for adaptive implementation [6] and even further
complexity reductions [7].

Iterative equalization with STTrC-codes has been introduced
in [8], where the optimal MAP equalizer has been used. In
this paper, we extend the MMSE-based turbo equalization
of [6], [10], [9] to detect STTrC-coded signals. Asymptotic
performance analysis in the presence of UCCI is performed in
case of perfect SC.

The rest of the paper is organized as follows. Section II
describes system model. Section III describes the performance
evaluation in the asymptotic case of perfect SC. Section IV
contains numerical results. The paper is concluded in Section
V.

II. SYSTEM AND RECEIVED SIGNAL MODEL

Figure 1 describes the system model. Each of K users
encodes bit information sequence ck(i), k = 1, ..., K, i =
1, ..., Bk0 using a rate k0/NT STTrC code, where NT and
B are the number of transmit antennas and frame length
in symbols, respectively. The encoded sequences bk(i) ∈
Q, i = 1, ..., BNT are first grouped in B blocks of NT

symbols, where Q = {α1, . . . , α2k0 } denotes the modulation
alphabet assumed to be M-phase-shift-keying (M-PSK). How-
ever, it is straightforward to extend the receiver derivations
to the quadrature-amplitude-modulations (QAM). The coded
sequence is then interleaved so that the positions within blocks
of length NT remain unchanged but the positions of the blocks
themselves are permuted within frame according to the user-
specific interleaver pattern. Thereby the rank properties of the
STTrC codes are preserved [11]. The interleaved sequences
are then headed by the user-specific training sequences con-
sisting of TNT symbols. The entire frame is serial-to-parallel
converted, resulting in the sequences b

(n)
k (i), n = 1, .., NT ,

i = 1, ..., B + T and transmitted with NT transmit antennas
trough the frequency selective channel.

After coherent demodulation in the receiver, the signals from
each of NR receive antennas are sampled in time domain to
capture the multipath components. Observing the signals from
different transmit antennas of different users as the virtual
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users and arranging them in the vector form similarly as in
[10], [9] we form the space-time representation of the received
signal at time instant i given by

y(i) = Hu(i)︸ ︷︷ ︸
desired

+ HIuI(i)︸ ︷︷ ︸
UCCI

+ n(i)︸︷︷︸
noise

, i = 1, ..., T + B, (1)

where y(i) ∈ CLNR×1 is space-time sampled received signal
vector, given by

y(i) = [rT (i + L − 1), . . . , rT (i)]T , (2)

with r(i) ∈ CNR×1 being

r(i) = [r1(i), . . . , rNR(i)]T . (3)

L is the number of paths of the frequency selective channel
and rm(i) denotes the signal sample obtained after matched
filtering at the mth receive antenna. H ∈ CLNR×KNT (2L−1)

is channel matrix with the the form of

H =

⎡
⎢⎣

H(0) . . . H(L − 1) . . . 0
...

. . .
. . .

...
0 . . . H(0) . . . H(L − 1)

⎤
⎥⎦ ,

and

H(l) =

⎡
⎢⎢⎣

h
(1)
1,1(l) . . . h

(NT )
1,1 (l) . . . h

(NT )
K,1 (l)

...
. . .

...
. . .

...

h
(1)
1,NR

(l) . . . h
(NT )
1,NR

(l) . . . h
(NT )
K,NR

(l)

⎤
⎥⎥⎦ ,

where h
(n)
k,m(l) denotes the l-th path complex gain between

kth user’s nth transmit antenna and mth receive antenna. The
vector u(i) ∈ QKNT (2L−1)×1 denotes desired users’ sequence,
and it is defined as

u(i) = [bT (i + L − 1), . . . ,bT (i), . . . ,bT (i − L + 1)]T , (4)

with

b(i) = [b(1)
1 (i), . . . , b(NT )

1 (i), . . . , b(1)
K (i), . . . , b(NT )

K (i)]T . (5)

Vectors H ∈ CLNR×KINT (2L−1) and u(i) ∈ QKINT (2L−1)×1

corresponding to the UCCI are similarly defined. Vector
n(i) ∈ CLM×1 contains additive white Gaussian noise
(AWGN) with covariance E{n(i)nH(i)} = σ2I.

III. EQUALIZER DERIVATION

Fig. 1 shows the receiver block diagram. Let the kth user
be the user of interest. Let us further denote

ûk(i) = ũ(i) − ũ(i) � ek, (6)

where

ek = [ 0, ..., 0︸ ︷︷ ︸
[(L−1)K+k−1]NT

, 1, ..., 1︸ ︷︷ ︸
NT

, 0, ..., 0︸ ︷︷ ︸
(LK−k)NT

]T , (7)

and � denotes elementwise vector product and let

βk(i) = [b(1)
k (i), ..., b(NT )

k (i)]T . (8)

Fig. 1. System model

The vectors ũ(i) are obtained by replacing the elements of
u(i) by their soft estimates. Soft estimates of b

(n)
k (i), i =

1, ..., NT are obtained groupwise as follows

β̃k(i) =
∑

δq∈QNT

δqP
ext
SISO(βk(i) = δq), (9)

where P ext
SISO denotes the extrinsic information obtained after

SISO decoding (to be defined in (24)). The signals b
(n)
k (i), n =

1, ..., NT , are jointly detected by filtering the signal

ŷk(i) = y(i) − Hûk(i), i = T + 1, ..., B + T, (10)

using a linear MMSE filter whose weighting matrix Wk(i) ∈
CLNR×LNR satisfies the following criterion

Wk(i) = arg min
W

||WH ŷk(i) − Akβk(i)||2. (11)

The matrix Ak(i) ∈ CLNR×NT is defined as

Ak = [h(1)
k ...h(NT )

k ], (12)

with h(n)
k being the [(L − 1)KNT + kNT + n]-th column of

the matrix H. The matrix Wk(i) can be obtained as

Wk(i) = Mk(i)−1AkAH
k , (13)

where

Mk(i) = HΛk(i)HH + HIHI
H + σ2I (14)

= HΛk(i)HH + R + σ2I.

The block diagonal matrix Λk(i) is defined as

Λk(i) = diag{E{β1(i + L − 1)βH
1 (i + L − 1)} (15)

−β̃1(i + L − 1)β̃H
1 (i + L − 1), ...,

E{βK(i + L − 1)βH
K (i + L − 1)}

−β̃K(i + L − 1)β̃H
K (i + L − 1), ...,

E{βk−1(i)βH
k−1(i)} − β̃k−1(i)β̃H

k−1(i),
E{βk(i)βH

k (i)},
E{βk+1(i)βH

k+1(i)} − β̃k+1(i)β̃H
k+1(i), ...,

E{βK(i − L + 1)βH
K (i − L + 1)}

−β̃K(i − L + 1)β̃H
K (i − L + 1)},
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where

E{βj(i − l)βH
j (i − l)} =

∑
δq∈QNT

δqδ
H
q P ext

SISO(βj(i) = δq), (16)

for all j = 1, ..., K, l = 0, ..., L − 1, except for j = k, l = 0
when

E{βk(i)βH
k (i)} =

∑
δq∈QNT

δqδ
H
q . (17)

Assuming that the MMSE filter output zk(i) ∈ CLNR×1 can
be viewed as the output of the equivalent Gaussian channel we
can write

zk(i) = WH
k (i)ŷk(i) (18)

= He,k(i)βk(i) + Ψe,k(i),

where matrix He,k(i) ∈ CLNR×NT contains the gains of the
equivalent channel defined as

He,k(i) = E{zk(i)βH
k (i)} = WH

k (i)Ak. (19)

The vector Ψe,k(i) ∈ CLNR×1 is the equivalent additive
Gaussian noise with covariance matrix

Re,k(i) = E{Ψe,k(i)ΨH
e,k(i)} (20)

= WH
k (i)Mk(i)Wk(i) − He,k(i)He,k(i).

The output of the equivalent channel zk(i) and its parameters
He,k(i) and Re,k(i) directed to the SISO decoder.

A. SISO Decoding

The SISO channel decoding algorithm used in this paper is
a symbol-level maximum-a-posteriori (MAP) algorithm from
[13]. For the sake of simplicity we omit the full derivation
of the MAP algorithm and we refer to [13] and [10]. It
should be note that the input required by the decoder is the
probability P (Si, Si+1) associated with the transition between
two trellis states Si and Si+1 of the STTrC code. The transition
probability can be calculated as

P (Si, Si+1) = P (βk(i) = di,i+1) (21)

= P ext
MMSE(βk(i) = di,i+1)

where di,i+1 ∈ CNT ×1 is the vector of encoder outputs that
are associated with the transition (Si, Si+1). P ext

MMSE(βk(i) =
di,i+1) is extrinsic probability obtained by the MMSE detec-
tion, which is calculated as

P ext
MMSE(βk(i) = di,i+1) = (22)

e−(zk(i)−Hk,e(i)di+1
i )HR−1

e,k(i)(zk(i)−Hk,e(i)di+1
i ).

Based on the transition probabilities P (Si, Si+1) the SISO
channel decoder calculates the a posteriori probabilities for
the symbols βk(i), defined as

P ext
MMSE(βk(i) = δq) = P (βk(i) = δq|zk(i), (23)

Hk,e(i),Re,k(i), i = T + 1, ..., T + B), δq ∈ QNT .

The decoder extrinsic probability is then calculated as

P ext
SISO(βk(i) = δq) =

P app
SISO(βk(i) = δq)

[P ext
MMSE(βk(i) = δq)]

Qext
. (24)

The parameter Qext is an ad-hoc parameter that was intro-
duced in [10]. It is shown in [10] that if the value of Qext

is appropriately chosen so as to be between 0 and 1, the
receiver performance can be significantly improved. The same
procedure is repeated for all users. The receiver complexity is
dominated by the MMSE part which requires inversion of the
matrix Mk(i). The overall complexity is therefore O{L3N3

R}.

IV. ASYMPTOTIC PERFORMANCE ANALYSIS

In the asymptotic case of ideal feedback (10) becomes

ŷk(i) = Akβk(i) + HIuI(i) + n(i), i = T + 1, ..., B + T, (25)

since all the ISI and known CCI is removed by the soft-
cancellation. The MMSE filter weighting matrix becomes

Wk(i) ≈ (AkAH
k + R)−1Ak. (26)

for large SNR. Let C and E be two different codeword
matrices of size NT × B and let us assume that the C is
transmitted. By assuming the equivalent Gaussian channel
model (18) it can easily be shown that for the given channel
realization Ak the probability of erroneously deciding in favor
of E can be upper bounded by

P (C �→ E|Ak) ≤ e−
Es
4σ2 d2(C,E|Ak), (27)

where

d2(C,E|Ak) =
T+B∑

i=T+1

(ci − ei)HHH
e,kR

−1
e,kHe,k(ci − ei), (28)

where ci and ei are ith columns of C and E, respectively.
Furthermore, it can be shown based on (19), (20) and (26)
that

HH
e,kR

−1
e,kHe,k = HH

k (
R
σ2

+ I)−1Hk. (29)

By putting (29) into (28) and by adopting similar approach
as in [12] we define

yk = (
R
σ2

+ I)−
1
2 Ak(ci − ei). (30)

Since it is assumed that the entries of matrix H (and thereby
of Ak as well) are i.i.d. it can be concluded from (30) that
the matrix ( R

σ2 +I)−1 has a similar effect as a matrix defining
a correlation at the receiver side, which was considered in
[12]. Therefore, using the result of [12] and by performing
similar analysis, it can be concluded that the upper bound of
the pairwise error probability equals

P (C �→ E|Ak) ≤ (
Es

4σ2
)−sr(( R

σ2 +I)−1) (31)

s−1∏
i=0

λ
−r(( R

σ2 +I)−1)

i (C,E),
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where s is the transmit diversity order of STTrC, λi is the
eigenvalue of the error matrix C−E and r(·) denotes rank of a
matrix. Let us now determine the rank of the matrix ( R

σ2 +I)−1.
If λR,i denotes the ith eigenvalue of the matrix R then the
ith eigenvalue of the matrix ( R

σ2 + I)−1 is equal to σ2

σ2−λR,i
.

In the asymptotic case of large SNR1 these eigenvalues can
be either 0 (for λR,i �= 0) or 1 (for λR,i = 0). This, in turn,
means that

r((
R
σ2

+ I)−1) = LNR − r(R), (32)

which finally yields

P (C �→ E|Ak) ≤ (
Es

4σ2
)−s(LNR−r(R)) (33)

s−1∏
i=0

λ
−(LNR−r(R))
i (C,E).

It can be concluded from the analysis above that the maximum
achievable diversity order in the presence of UCCI is equal
to s(LNR − r(R)). This diversity order is achievable if the
feedback is perfect.

V. NUMERICAL EXAMPLES

Performance of the proposed receiver was evaluated through
computer simulations. The 4-state QPSK code with NT =
2 presented in [3] was used to encode signals of all MIMO
users. The Log-MAP space-time trellis decoder shown in [13]
and [10] was used. The user specific random interleavers were
assumed. Channel realizations between different antennas and
mltipath components are assumed to be mutually independent.
Perfect knowledge about the channel and covariance matrix of
the UCCI is assumed in the receiver.

In Fig. 2 the SER and FER performances of the proposed
receiver are presented for L = 2 and different values of K and
NR. The performance is compared to the corresponding ML
lower single-user bound. It can be seen that with increasing K
and NR the performance is closer to the corresponding single-
user ML bound, due to the increased total diversity order.

In Fig. 3 the SER and FER performances of the proposed
receiver are presented for L = 2 and (K, KI , NR) = (4, 1, 5).
ML bound with ideal feedback for (K, KI , NR) = (1, 1, 5)
case is presented as well. It can be seen that the proposed
receiver gradually approaches the case with perfect feedback.
For given parameters the rank of the matrix R is r(R) =
NT (2L − 1) = 6. Therefore, diversity loss of order 6 is to
be expected comparing to the (K, KI , NR) = (1, 0, 5) case.
The diversity loss can indeed be observed from comparison
with the ML lower single user bound for the (K, KI , NR) =
(1, 0, 5) case. This was predicted by (33), thereby justifying
the analysis presented above.

1Note that in high SNR region the assumption of perfect SC is also more
likely to be valid than in the low SNR region.

VI. CONCLUSIONS

A new iterative receiver scheme for the STTrC coded
multiuser system in frequency selective channels is derived.
Asymptotic performance analysis is performed in the case of
ideal SC cancellation. Simulation results show that the receiver
can achieve the corresponding single user ML bound in the
absence of UCCI. The presence of UCCI has been shown to
have similar effect on the diversity and coding gains as the
spatial correlation at the receiver side.
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