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Abstract 
 

The syntax-based statistical machine translation model uses rules with 

hierarchical structures as translation knowledge, which can capture long-distance 

reorderings. Typically, a translation rule consists of a source side and a target 

side. However, the source side of a rule usually corresponds to multiple target-

sides in multiple rules. Therefore, during decoding, the decoder should select the 

correct target-side for a given source side. This is rule selection.  

Rule selection is of great importance to syntax-based statistical machine 

translation systems. This is because a rule contains not only terminals (words or 

phrases), but also nonterminals and structural information. During decoding, 

when a rule is selected and applied to a source text, both lexical translations (for 

terminals) and reorderings (for nonterminals) are determined. Therefore, rule 
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selection affects both lexical translation and phrase reorderings. However, most 

of the current syntax-based systems ignore contextual information when they 

select rules during decoding, especially the information covered by nonterminals. 

This makes it difficult for the decoder to distinguish rules. Intuitively, 

information covered by nonterminals as well as contextual information of rules is 

believed to be helpful for rule selection. 

In this work, rule selection for syntax-based Vietnamese-English statistical 

machine translation, we propose a maximum entropy-based rule selection model 

for syntax-based statistical machine translation. The maximum entropy-based 

rule selection model combines local contextual information around rules and 

information of sub-trees covered by variables in rules. Therefore, our model 

allows the decoder to perform context-dependent rule selection during decoding. 

We incorporate the maximum entropy-based rule selection model into a state-of-

the-art syntax-based Vietnamese-English statistical machine translation model. 

Experiments show that our approach achieves significant improvements over the 

baseline system. 

This thesis is organized into three main parts. The first chapter presents 

the introduction and overview of the thesis. The second and the third chapters 

summarize the related theories by a literature review, giving a detailed 

exposition of the theory of statistical machine translation and rule selection for 

syntax-based statistical machine translation. By discussing the experimental 

output, the last chapter summarizes this thesis and proposes further work. 
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