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PAPER

TTN: A High Performance Hierarchical Interconnection Network
for Massively Parallel Computers

M.M. Hafizur RAHMAN†a), Nonmember, Yasushi INOGUCHI††, Yukinori SATO††,
and Susumu HORIGUCHI†††, Members

SUMMARY Interconnection networks play a crucial role in the per-
formance of massively parallel computers. Hierarchical interconnection
networks provide high performance at low cost by exploring the locality
that exists in the communication patterns of massively parallel computers.
A Tori connected Torus Network (TTN) is a 2D-torus network of multi-
ple basic modules, in which the basic modules are 2D-torus networks that
are hierarchically interconnected for higher-level networks. This paper ad-
dresses the architectural details of the TTN and explores aspects such as
node degree, network diameter, cost, average distance, arc connectivity, bi-
section width, and wiring complexity. We also present a deadlock-free rout-
ing algorithm for the TTN using four virtual channels and evaluate the net-
work’s dynamic communication performance using the proposed routing
algorithm under uniform and various non-uniform traffic patterns. We eval-
uate the dynamic communication performance of TTN, TESH, MH3DT,
mesh, and torus networks by computer simulation. It is shown that the
TTN possesses several attractive features, including constant node degree,
small diameter, low cost, small average distance, moderate (neither too low,
nor too high) bisection width, and high throughput and very low zero load
latency, which provide better dynamic communication performance than
that of other conventional and hierarchical networks.
key words: interconnection network, TTN, static network performance,
wormhole routing, deadlock-free routing, traffic patterns, dynamic commu-
nication performance

1. Introduction

Interconnection networks are the key elements for build-
ing massively parallel computers [1]. In such computers,
with millions of nodes, the large diameter of conventional
topologies is completely infeasible. Hierarchical intercon-
nection networks [2] are a cost-effective way to interconnect
a large number of nodes. A variety of hypercube-based hier-
archical interconnection networks have been proposed [3]–
[7], but for massively parallel computer systems, the num-
ber of physical links becomes prohibitively large. To alle-
viate this problem, several k-ary n-cube based hierarchical
interconnection networks, such as H3D-Mesh [8], [9], H3D-
Torus [10], [11], MH3DT [15], and Cube Connected Cycles
(CCC) [16] have been proposed. However, the dynamic
communication performance of these networks is still very
low, especially in terms of network throughput.
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A Tori connected mESH (TESH) network [12] is an in-
terconnection network aiming for large-scale 3D massively
parallel computers, consisting of multiple basic modules
(BMs) which are 2D-mesh networks. The BMs are hier-
archically interconnected by a 2D-torus to build higher level
networks. The restricted use of physical links between BMs
in the higher level networks and within the BMs reduces the
dynamic communication performance of this network [14].
With the increase of inter-level connectivity, the dynamic
communication performance of the TESH network is shown
to be better than that of a mesh network. However, it is still
not as good as that of torus and hierarchical H3D-Torus, and
MH3DT networks [15] with 2 virtual channels.

Our main objective is to find a network which is suit-
able for interconnecting a large number of nodes while
maintaining good dynamic communication performance.
It has already been shown that a torus network has bet-
ter dynamic communication performance than a mesh net-
work [1]. To fulfill our objective, with this key motivation,
we have replaced the 2D-mesh of a TESH network by a 2D-
torus network. That is, we made a hierarchical network as
torus-torus combination. The modified TESH network con-
sists of BMs which are themselves 2D-tori, hierarchically
interconnected by 2D-torus networks. Analogous to the
TESH network, we called it Tori-connected Torus Network
(TTN). TTN is a hierarchical interconnection network, thus
allowing exploitation of computation locality, as well as pro-
viding sacalability up to a million of nodes.

In massively parallel computers, an ensemble of nodes
works in concert to solve large application problems. The
nodes communicate data and coordinate their efforts by
sending and receiving messages in the massively parallel
computer through a router, using a routing algorithm. The
routing algorithm specifies how a message selects its net-
work path to move from source to destination. Efficient
routing is critical to the performance of interconnection net-
works. In a practical router design, the routing decision pro-
cess must be as fast as possible to reduce network latency.

Wormhole routing [17], [18] has become the dominant
switching technique used in contemporary massively paral-
lel computer systems. This is because it has low buffering
requirements, and more importantly, it makes latency inde-
pendent of the message distance. Since wormhole routing
relies on a blocking mechanism for flow control, deadlock
can occur because of cyclic dependencies over network re-
sources during message routing. Virtual channels [19], [20]
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were originally introduced to solve the problem of deadlock
in wormhole-routed networks.

Deterministic, dimension-order routing has been pop-
ular in massively parallel computers because it has mini-
mal hardware requirements and allows the design of simple
and fast routers [19]. Although there are numerous paths
between any source and destination, dimension-order rout-
ing defines a single path from source to destination. If that
selected path is congested, the traffic between that source
and the destination is delayed, despite the presence of un-
congested alternative paths. However, it is still very popular
because of its low cost and simple router design. This is
why most existing parallel computers, such as J-machine,
Touchstone, Ametek 2010, and Cosmic cube, use determin-
istic routing.

In this paper, we address the architectural details of
the TTN and evaluate its static network performance and
dynamic communication performance. The static network
performance is evaluated in terms of node degree, network
diameter, cost, average distance, arc connectivity, bisection
width, and wiring complexity. The dynamic communica-
tion performance is drastically reduced if a deadlock occurs
in the routing of messages in a massively parallel computer
system. Therefore, we propose a deadlock-free routing al-
gorithm for the TTN, evaluate the dynamic communication
performance using the proposed routing algorithm with var-
ious traffic patterns, and show the superiority of the TTN
over several other networks.

The remainder of the paper is organized as follows. In
Sect. 2, we briefly describe the network structure and ad-
dressing of nodes of the TTN. The dynamic routing al-
gorithm is proposed in Sect. 3 and its freedom from dead-
lock is also proved. Static network performance and the dy-
namic communication performance are discussed in Sect. 4
and Sect. 5, respectively. Finally, in Sect. 6, we conclude
this paper.

2. Interconnection of the TTN

2.1 Architecture of TTN

The Tori-connected Torus Network (TTN) is a hierarchical
interconnection network consisting of Basic Modules (BM)
that are hierarchically interconnected to form a higher level
network. The BM of the TTN is a 2D-torus network of size
(2m × 2m). In this paper, unless specified otherwise, BM
refers to a Level-1 network. Successively higher level net-
works are built by recursively interconnecting immediately
lower level subnetworks in a 2D-torus network. A higher-
level network is built using a 2D-toroidal connection among
(22m) immediate lower level subnetworks. The architecture
of the TTN is described using the following two definitions.

Definition 1: A 2m × 2m BM consists of a 2D-torus net-
work of 22m processing elements (PE) having 2m rows and
2m columns, where m is a positive integer.

Definition 2: A TTN(m, L, q), which by definition is con-

Fig. 1 Basic module of the TTN.

structed using 2m × 2m basic modules, has L levels of hierar-
chy. The last parameter q is the inter-level connectivity.

If m = 2, the size of the BM is (4×4), and in this paper,
we focus attention on m = 2 i.e., (4×4) BMs. A BM of (4×4)
is shown in Fig. 1. As seen in the figure, the BM has some
free ports in the periphery for higher level interconnection.
All ports of the interior Processing Elements (PEs) are used
for intra-BM connections. All free ports of the exterior PEs,
either one or two, are used for inter-BM connections to form
higher level networks.

In principle, m could be any positive integer value.
However, if m = 1, then the network degenerates to a binary
hypercube network. Hypercube is not a suitable network,
because its node degree increases along with the increase of
network size. If m = 2, then it is considered the most inter-
esting case, because it has better granularity than the large
BMs. If m = 3, then the size of the BM becomes (8 × 8)
with 64 nodes. Correspondingly, the Level-2 network would
have 64 BMs. In this case, the total number of nodes in a
Level-2 network is N = 22×3×2 = 4096 nodes, and Level-3
network would have 262144 nodes. Clearly, the granular-
ity of the family of networks is rather coarse. In addition,
the matters of redundancy and reconfiguration become more
difficult. Redundancy and reconfiguration are beyond the
scope of this paper. In the rest of this paper we consider
m = 2, therefore, we focus on a class of TTN(2, L, q) net-
works. Several lemmas are stated below without proof. The
proofs are straightforward and are omitted for brevity.

Lemma 1: A 2m × 2m BM has 2m+2 free ports at the con-
tours for higher level interconnection.

It is useful to note that for each higher level intercon-
nection, a BM uses 4×(2q) = 2q+2 of its free links, 2(2q) free
links for vertical interconnections and 2(2q) free links for
horizontal interconnections. Here, q ∈ {0, 1, .....,m}, is the
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Fig. 2 Interconnection of a TTN.

Fig. 3 A 4 × 4 basic module customized for: (a) a TTN(2, 2, 2) and (b) a TTN(2, 3, 1).

inter-level connectivity. q = 0 leads to minimal inter-level
connectivity, while q = m leads to maximum inter-level con-
nectivity. As shown in Fig. 1, for example, the (4 × 4) BM
has 22+2 = 16 free ports. If we chose q = 0, then 4(20) = 4
of the free ports and their associated links are used for each
higher level interconnection, 2 for horizontal and 2 for ver-
tical interconnection. Among these 2 links, one is used for
incoming link and another one for used for outgoing link,
i.e., a single links is used for vertical in, vertical out, hori-
zontal in, and horizontal out.

However, if the value of L is only 2 or 3, then we have
the option of using more than one link for the vertical in,
vertical out, horizontal in, and horizontal out connection,
this means that the inter-level connectivity (q) is increasing.
If L = 2, then 4 links can be used for each of the vertical in,

vertical out, horizontal in, and horizontal out connections,
so 16 links are used in Level-2 interconnection, as shown
in Fig. 3 (a). Here the inter-level connectivity, 4(2q) = 16,
⇒ q = 2. Figure 3 (a) shows a TTN(2,2,2). Note that the
last digit in the labels denotes the link number, for exam-
ple, 2V out k indicates link number k for Level-2 vertical
connections.

Similarly, if L = 3, then 2 links can be used for each
vertical in, vertical out, horizontal in, and horizontal out
connections, i.e., q becomes 1. Figure 3 (b) shows the
TTN(2,3,1). With the increase of inter-level connectivity,
the network diameter decreases, while the bisection width
increases.

Lemma 2: The highest level network which can be built
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from (2m × 2m) BM is Lmax = 2m−q + 1.

With q = 0, for example, Lmax =
(
22−0 + 1

)
= 5.

Level-5 is the highest possible level for (4 × 4) BM in-
terconnection. The limitation of having a maximum level
of hieraqrchy is not a serious constraint. For the case of
(4 × 4) BM with q = 0, a network built with the highest
level, Level-5, consists of 1 million PEs. Successive higher
level networks are built recursively by interconnecting the
immediately lower level sub-networks. A higher-level net-
work having (2m×2m) BM is built using a (22m) subnetworks
using a 2D-toroidal connection. For example, considering
(m = 2) a Level-2 subnetwork, can be formed by intercon-
necting 22×2 = 16 BMs. Similarly, a Level-3 network can
be formed by interconnecting 16 Level-2 subnetworks, and
so on. This phenomena is illustrated in Fig. 2, a Level-2
TTN can be formed by interconnecting 16 BMs as a (4 × 4)
2D-torus network. Each BM is connected to its logically
adjacent BMs. To avoid clutter, the wraparound links of the
BMs are not shown.

Note that the choice of (22m) subnetworks to built the
higher level networks is natural. This choice maintains the
regularity of the network structure and thus makes the ad-
dressing of the nodes more convenient.

Lemma 3: The total number of nodes in a TTN having
(2m × 2m) BMs is N = 22mL. Using maximum level of
hierarchy, Lmax = (2m−q + 1), the maximum number of
nodes which can be interconnected by a TTN(m, L, q) is
N = 22m(2m−q+1).

The question may arise, whether we need massively
parallel computers with thousands of nodes or millions of
nodes. The answer is ’yes’. Solving the most challeng-
ing problems in many areas of science and engineering,
such as defense (maintaining national security), aerospace
(space exploration and shuttle operation), disaster manage-
ment (recovering from natural disaster), and weather fore-
casting (predicting and tracking severe weather), requires
teraflop performance for more than a thousand hours at a
time. This is why, in the near future, we will need com-
puter systems capable of computing at the tens of petaflops
level or even exaflops level. To achieve this level of per-
formance, we need massively parallel computers with thou-
sands or millions of nodes.

2.2 Addressing of Nodes

Base-4 numbers are used for convenience of address repre-
sentation. As seen in Fig. 1, nodes in the BM are addressed
by two digits, the first representing the row index and the
next representing the column index. More generally, in a
Level-L TTN, the node address is represented by:

A = ALAL−1AL−2 ... ... ... A2A1

= an−1an−2an−3 ... ... ... a2a1a0

= a2L−1a2L−2 a2L−3a2L−4 ... ... ... a3a2 a1a0

= (a2L−1 a2L−2) (a2L−3 a2L−4) ... ...

... ... ... (a3 a2) (a1 a0) (1)

Here, the total number of digits is n = 2L, where L
is the level number. AL is the address of level L in row-
major scheme, and (a2L−1a2L−2) is the co-ordinate position
of Level-(L−1) for Level-L network. Pairs of digits run from
group number 1 for Level-1, i.e., the BM, to group number
L for the L-th level. Specifically, l-th group (a2l−1 a2l−2) in-
dicates the location of a Level-(l− 1) subnetwork within the
l-th group to which the node belongs; 1 ≤ l ≤ L. In a two-
level network the address becomes A = (a4 a3) (a1 a0). The
first pair of digits (a4 a3) identifies the BM to which the node
belongs, and the last pair of digits (a1 a0) identifies the node
within that BM.

The assignment of inter-level ports for the higher level
networks has been done quite carefully so as to mini-
mize the higher level traffic through the BM. The ad-
dress of a node n1 encompasses in BM1 is represented
as n1 =

(
a1

2L−1a1
2L−2 ... ... ... a

1
3a1

2 a1
1a1

0

)
. The address of

a node n2 encompasses in BM2 is represented as n2 =(
a2

2L−1a2
2L−2 ... ... ... a

2
3a2

2 a2
1a2

0

)
. The node n1 in BM1 and n2

in BM2 are conected by a link if the following condition is
satisfied.

∃i{a1
i = (a2

i ± 1)mod 2m

∧∀ j( j � i → a1
j = a2

j )} (2)

where i, j ≥ 2
The inter-level links could be unidirctional or bidirec-

tional. However, in our another study yet to be published, to
implement the TTN in 3D integration, we have considered
that the physical link between layer is very limited to be an
unidirectional. In this paper, we have also considered the
inter-level links are unidirectional.

3. Routing Algorithm for TTN

3.1 Dynamic Routing Algorithm

Routing of messages in the TTN is performed from top to
bottom as in TESH network [22]. That is, it is first done at
the highest level network; then, after the packet reaches its
highest level sub-destination, routing continues within the
subnetwork to the next lower level sub-destination. This
process is repeated until the packet arrives at its final des-
tination. When a packet is generated at a source node, the
node checks its destination. If the packet’s destination is the
current BM, the routing is performed within the BM only.
If the packet is addressed to another BM, the source node
sends the packet to the outlet node which connects the BM
to the level at which the routing is performed.

As mentioned earlier that dimension-order routing has
been popular in massively parallel computer system because
it has minimal hardware requirements and allows the de-
sign of simple and fast router. This is why, we have con-
sidered the dimension order routing algorithm for the TTN.
We use the following strategy: at each level, vertical rout-
ing is performed first. Once the packet reaches the correct
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Fig. 4 Routing algorithm of the TTN.

row, then horizontal routing is performed. Routing in the
TTN is strictly defined by the source node address and the
destination node address. Let a source node address be s =
(s2L−1, s2L−2), (s2L−3, s2L−4), ..., (s3, s2), (s1, s0), a destination
node address be d = (d2L−1, d2L−2), (d2L−3, d2L−4), ..., (d3, d2),
(d1, d0), and a routing tag be t = (t2L−1, t2L−2), (t2L−3, t2L−4),
..., (t1, t0), where ti = di − si. Figure 4 shows the routing al-
gorithm for the TTN. The function get group number gets a
group number. Arguments of this function are s, d, and rout-
ing direction. Each free-link is labeled as (g, l, d, δ), where
2 ≤ l ≤ L is the level, d ∈ {V,H} is the dimension, and
δ ∈ {+,−} is the direction. The functions outlet x and out-
let y results the outlet node of the BM for higher level.

Let us consider an example in which a packet is to
be routed from source node 000000 to destination node
231112. In this case, routing is to be done at Level-3, there-
fore the source node sends the packet to the outlet node of
Level-3, 00 00 30, whereupon the packet is routed at Level-
3, as shown in Fig. 5. Here again, the wraparound links of
Level-1, Level-2, and Level-3 networks are not shown to
avoid clutter. After the packet reaches the Level-2 (2, 3)
network, then routing within that network continues until
the packet reaches the BM(1, 1). Finally, as shown in the

Fig. 5 Routing algorithm of the TTN.

bottom-right corner of Fig. 5, the packet is routed to its desti-
nation Node(1, 2) within the destination BM. Here the strat-
egy that the direction of communication of the higher level
networks for vertical links is from bottom to top, and for
horizontal links it is from left to right. In dimension-order
routing, the routing path is determined by the source and
destination node addresses. That is, the source and destina-
tion nodes are sufficient to determine the path traced by a
packet. At each level, vertical routing (first in the y-axis) is
performed first. Once the packet reaches the correct row,
then the horizontal routing (routing in the x-axis) is per-
formed.

3.2 Proof of Freedom from Deadlock

Routing algorithms for interconnection networks aim to
minimize message blocking by efficiently utilizing network
physical links and virtual channels while ensuring freedom
from deadlock. Deadlock is the situation in which some
packets can never advance because of blocking by other
packets. If a deadlock occurs, packet delivery is delayed in-
definitely. In addition to this, packet delivery rate is also re-
duced. In short, once a deadlock has occurred, the dynamic
communication performance is drastically reduced, which
is undesirable. A good routing algorithm for a wormhole-
routed network must reduce message latency and increase
network throughput as much as possible, with freedom from
deadlock.

A deadlock-free routing can be constructed for arbi-
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Fig. 6 Deadlock-free routing in a 4-node ring network.

trary interconnection networks by introducing virtual chan-
nels. In this section, we investigate the number of virtual
channels required to make the routing algorithm for the
TTN deadlock-free. Using the investigated number of vir-
tual channels, we present a proof that the TTN is deadlock-
free. To prove the proposed routing algorithm for the TTN is
deadlock free, we divide the routing path into three phases,
as follows:

• Phase 1: Intra-BM transfer path from source node to
the outlet node of the BM.
• Phase 2: Higher level transfer path.

sub-phase 2.i.1 : Intra-BM transfer to the outlet PE of
Level (L − i) through the y-link.

sub-phase 2.i.2 : Inter-BM transfer of Level (L − i)
through the y-link.

sub-phase 2.i.3 : Intra-BM transfer to the outlet PE of
Level (L − i) through the x-link.

sub-phase 2.i.4 : Inter-BM transfer of Level (L − i)
through the x-link.

• Phase 3: Intra-BM transfer path from the outlet of the
inter-BM transfer path to the destination PE.

The proposed routing algorithm enforces some rout-
ing restrictions to avoid deadlocks [19]. Since dimension-
order routing is used in the TTN, routing of messages is
first performed in the vertical direction, and then in the
horizontal direction. The interconnection of the BM and
the higher level network of TTN is a toroidal connec-
tion. Thus, to prove that the routing algorithm of the TTN
deadlock-free, we will describe the deadlock-free routing
of a torus network. Dimension order routing is deadlock-
free in a network if and only if the channel dependency
graph is acyclic [19]. As an example, we show a sim-
ple 4-node ring network in Fig. 6. Using 2 virtual chan-
nels is fairly easy here. Split each channel into upper vir-
tual channels (C10, ... ..., C13), and lower virtual channels

(C00, ... ..., C03). Whenever a packet is destined for a node
which is in the descending order, the lower virtual channels
are used. If the destination is in the upper position with re-
spect to the source, then the packet starts moving left using
upper channels until it reaches an end-to-end (wrap-around
links connected) node, when it switches to lower channels
and keeps using them until it reaches the destination.

An n−dimensional torus is the Cartesian product of a
ring and (n − 1)−dimensional sub-torus. Therefore, the idea
of a ring network can be applied to a higher dimensional
torus network. Informally, a deadlock-free routing algo-
rithm for a torus network can be obtained if the messages
are routed in order of descending node address, and the fol-
lowing two conditions are satisfied:

• when the nonzero offset in the most significant posi-
tion is found by subtracting the current address from
the destination.
• make a step toward nullifying the offset by sending

the packet along that dimension in descending order,
so that the upper virtual channel is used if the corre-
sponding offset is greater than zero, and the lower vir-
tual channel is used if the corresponding offset is less
than zero.

A lemma and a corollary are stated below with proof.
By using the following lemma and corollary, we will prove
that the proposed routing algorithm for the TTN is deadlock-
free.

Lemma 4: If a message is routed in the order y → x in a
2D-torus network, then the network is deadlock free with 2
virtual channels.

Proof: If the channels are allocated according to Eq. (3)
for a 2D-torus network, and the messages are routed accord-
ing to the above-mentioned phenomena, then cyclic depen-
dency will not occur. Therefore, freedom from deadlock is
proved. Initially, messages are routed over virtual channel
0 (lower). Then, messages are routed over virtual channel 1
(higher) if the message is going to use a wrap-around chan-
nel.

C =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

(l, vc, a1), y+ channel,
(l, vc, 2m − a1), y− channel,

(l, vc, a0), x+ channel,
(l, vc, 2m − a0), x− channel

(3)

Here, l = {l0, l1, l2, l3} are the links used in the BM, and l =
{l0, l1} and l = {l2, l3} are the links used in the y–direction and
x–direction interconnections, respectively. vc = {VC0,VC1}
are the virtual channels, 2m is the size of the BM, and a0 and
a1 are the node addresses in the BM.

Corollary 1: A higher level TTN is also a 2D-torus net-
work, and is deadlock-free with 2 virtual channels.

Proof: If the channels are allocated as shown in Eq. (4)
for the higher level 2D-torus network, then freedom from
deadlock is proved.
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C =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

(l, vc, a2L−1), y+ channel,
(l, vc, 2m − a2L−1), y− channel,

(l, vc, a2L−2), x+ channel,
(l, vc, 2m − a2L−2), x− channel

(4)

Here, l = {l4, l5} are the links used for higher-level intercon-
nection, l4 is used for vertical interconnection, and l5 is used
for horizontal interconnection. vc = {VC0,VC1} are the vir-
tual channels, m is the size of the BM, and a2L−1 and a2L−2

are the node addresses in the higher level, where L is the
level number.

Theorem 1: A TTN with 4 virtual channels is deadlock
free.

Proof: The BM and the higher levels of the TTN are
toroidal interconnections. In phase-1 and phase-3 routing,
packets are routed in the source-BM and destination-BM,
respectively. The BM of the TTN is a 2D-torus network.
According to Lemma 4, the number of necessary virtual
channels for phase-1 and phase-3 is 2. The routings of the
message in source-BM and destination-BM are carried out
separately. The virtual channels required in phase-1 and
phase-3 can share each other. The higher level network con-
sists of inter-BM links and intra-BM links between inter-
BM links. Intra-BM links between inter-BM links are used
in sub-phases 2.i.1 and 2.i.3. Thus, sub-phases 2.i.1 and
2.i.3 utilize channels over intra-BM links, sharing the chan-
nels of either phase-1 or phase-3. The free links of the BM
are used in inter-BM routing, i.e., sub-phases 2.i.2 and 2.i.4,
and these links form a 2D-torus for the higher level network.
According to Corollary 1, the number of virtual channels
necessary for this 2D-torus network is also 2.

Therefore, the total number of virtual channels required
to make the whole network deadlock free is 4.

4. Static Network Performance

The topology of an interconnection network determines
many architectural features that affect several performance
metrics. Although the actual performance of a network de-
pends on many technological and implementation issues,
several topological properties and performance metrics can
be used to evaluate and compare different network topolo-
gies in a technology-independent manner. Most of these
properties are derived from the graph model of the network
topology. In this section, we discuss some of the proper-
ties and performance metrics that characterize the cost and
performance of an interconnection network.

Comparing the performance of different hierarchical
interconnection networks such as TTN, TESH [12], H3D-
Torus [11], MH3DT [15], and CCC [16] networks is not an
easy task, because each network has different architecture,
which makes it difficult to match the total number of nodes.
The total number of nodes in a TTN is N = 22mL. If m = 2
and L = 3 then the total number of nodes of the TTN
is 4096. Level-3 TESH network has 4096 nodes. Level-2
MH3DT and H3D-Torus networks (when m = 4 and n = 4),
64 × 64 mesh network and 64 × 64 torus network all have

4096 nodes. The d-dimensional CCC network has d × 2d

nodes. If d = 9, then the total number of nodes of the
CCC network is 9 × 29 = 4608. Due to the structure of
the CCC network [16], it is not possible to construct a 4096-
node CCC network. We have compared the static network
performance and dynamic communication performance of
various 4096-node networks. It has already been shown that
the static network performance and dynamic communica-
tion performance of the MH3DT network is better than that
of H3D-Torus network [15]. This is why, the performance
of H3D-Torus network is not considered here. The static
network performance of various networks with 4096 nodes,
along with that of a CCC network with 4608 nodes, is tabu-
lated in Table 1. The static network performance of Level-2
TTN and TESH network along with 16×16 mesh and 16×16
torus networks, all have 256 nodes, are also tabulated in Ta-
ble 1.

The static network performance of the 4608-node CCC
network can not be compared with the other 4096-node net-
works. However, its performance is included in Table 1 to
show its topological properties.

4.1 Node Degree

The node degree is defined as the number of physical links
emanating from a node. Since each node of the TTN has six
links, its degree is 6. For the TTN, the node degree is inde-
pendent of network size. Constant degree networks are easy
to expand, and the cost of the network interface of a node re-
mains unchanged with increasing size of the network. The
I/O interface cost of a particular node is proportional to its
degree. The degree of the TTN is higher than that of its
counterpart TESH network but lower than that of MH3DT
network.

4.2 Diameter

The diameter of a network is the maximum inter-node dis-
tance, i.e., the maximum number of links that must be tra-
versed to send a message to any node along the shortest
path. As a definition, the distance between adjacent nodes is
unity. Diameter is the maximum distance among all distinct
pairs of nodes along the shortest path. The diameter is com-
monly used to describe and compare the static network per-
formance of the network’s topology. Networks with small
diameters are preferable. The smaller the diameter of a net-
work, the shorter the time to send a message from one node
to the node farthest away from it. In fact, the diameter some-
times (but not always) determines the lower bound for the
running time of an algorithm performed on the network. Ta-
ble 1 shows a comparison of the TTN diameter with the
diameter of several other networks. Clearly, the TTN has
a much smaller diameter than its rival TESH network, the
conventional mesh and torus networks. Although MH3DT
has a diameter comparable to that of the TTN, it requires
more links.

The diameter of the TTN with q = 0 is calculated using
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Table 1 Comparison of static network performance of various networks.

Node Diameter Cost Average Arc Bisection Wiring
Degree Distance Connectivity Width Complexity

256 Node

2D-Mesh 4 30 120 10.67 2 16 480
2D-Torus 4 16 64 8 4 32 512
TESH 4 21 84 10.47 2 8 448
(2,2,0)
TESH 4 19 76 9.53 2 16 512
(2,2,1)
TESH 4 16 64 7.80 2 32 640
(2,2,2)
TTN 6 15 90 7.44 4 8 576
(2,2,0)
TTN 6 13 78 6.34 4 16 640
(2,2,1)

4096 Node

2D-Mesh 4 126 504 42.67 2 64 8064
2D-Torus 4 64 256 32 4 128 8192
MH3DT 8 18 144 9.37 6 128 12864
(4,4,2,2)
TESH 4 32 128 17.80 2 8 8192
(2,3,0)
TESH 4 28 112 14.53 2 16 10240
(2,3,1)
TTN 6 24 144 12.60 4 8 10240
(2,3,0)
TTN 6 20 120 10.59 4 16 12288
(2,3,1)
CCC† 3 22 66 12.75 3 256 6912
(9 × 29)
†CCC network with 4608 nodes

the following equations:

DTT N(m,L,0) = DBM(s) +max
2∑

i=L

(
Dlevel−move

BM

+Di) + DBM(d). (5)

DBM(s) = 4 is the maximum number of hops from the source
to the highest level outgoing node. Dlevel−move

BM is the number
of hops for the immediate lower level outgoing node. Di is
the number of hops in the Level-i routing. Di = 7 for Level-
2 and Level-3 routing. Di = 13 for Level-4 and Level-5
routing, because forward and backward nodes are separated
by one node-distance by design. DBM(d) = 4 is the maximum
number of hops from the incoming nodes of destination BM
to the destination. DBM(s) and DBM(d) are the diameter of a
(2m × 2m) torus network.

4.3 Cost

Inter-node distance, message traffic density, and fault-
tolerance are dependent on the diameter and the node de-
gree. The product (diameter × node degree) is a good cri-
terion for measuring the relationship between cost and per-
formance of a multiprocessor system [5]. An interconnec-
tion network with a large diameter has a very low message
passing bandwidth, and a network with a high node degree
is very expensive. In addition, a network should be eas-
ily scalable; there should be no changes in the basic node

configuration as we increase the number of nodes. Table 1
shows that the cost of the TTN is less than that of the con-
ventional mesh and torus networks and hierarchical TESH
and MH3DT networks. Due to high node degree, with the
increase of q the cost of TTN is a little bit higher than that of
a TESH network. The cost of TTN(2,2,1) and TTN(2,3,1)
is a trivial higher than that of TESH(2,2,1) and TESH(2,3,1)
networks, respectively.

4.4 Average Distance

The average distance is the mean distance between all dis-
tinct pairs of nodes in a network. A small average dis-
tance allows small communication latency, especially for
distance-sensitive routing, such as store and forward. But
it is also crucial for distance-insensitive routing, such as
wormhole routing, since short distances imply the use of
fewer links and buffers, and therefore less communication
contention. We have evaluated the average distances for dif-
ferent conventional topologies by the corresponding formu-
lae, and of different hierarchical networks by simulation. As
shown in Table 1, the TTN has a smaller average distance
than the conventional mesh and torus networks, and hier-
archical TESH network. However, the average distance of
the TTN is slightly higher than that of the MH3DT network.
The average distance of the TTN(2,2,0) and TTN(2,3,0) are
lower than that of TESH(2,2,0) and TESH(2,3,0) networks,
respectively. Even it is less than that of TESH(2,2,1) and
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TESH(2,3,1) networks.

4.5 Arc Connectivity

Connectivity measures the robustness of a network. It is
a measure of the multiplicity of paths between processors.
Arc connectivity is the minimum number of links that must
be removed in order to break the network into two disjoint
parts; it is a measure of connectivity. High connectivity
(and thus high arc connectivity) improves performance dur-
ing normal operation by avoiding link congestion, and also
improves fault tolerance. A network is maximally fault-
tolerant if its connectivity is equal to the degree of the net-
work. The arc connectivity of various networks is shown in
Table 1. Clearly, the arc connectivity of the TTN is higher
than that of the mesh and TESH networks, and equal to that
of the torus network. However, the arc connectivity of the
torus network is exactly equal to its degree. Thus, torus is
more fault tolerant than the TTN, and TTN is more fault
tolerant than mesh and TESH networks.

4.6 Bisection Width

The Bisection Width (BW) of a network is defined as the
minimum number of links that must be removed to partition
the network into two equal halves. Many problems can be
solved in parallel using binary divide-and-conquer: split the
input data set into two halves, and solve them recursively
on both halves of the interconnection network in parallel,
then merge the results from both halves into the final result.
Small bisection width implies low bandwidth between the
two halves, and it can slow down the final merging phase.
On the other hand, a large bisection width is undesirable
for the VLSI design of the interconnection network, since it
implies a lot of extra chip wires, such as in hypercube [12].
Table 1 shows that the bisection width of the TTN is lower
than that of the mesh, torus, and MH3DT networks [15], and
equal to that of the TESH network [12]–[14].

4.7 Wiring Complexity

The wiring complexity of an interconnection network refers
to its total number of links. It has a direct correlation to hard-
ware cost and complexity. For a Level-L TTN, the wiring
complexity is represented by Eq. (6).
[
k2(L−1) ×

{
2k2 + 4(2q)(L − 1)

}]
(6)

where k = 2m. Table 1 compares the wiring complexity
of a TTN with that of several other networks. The total
number of physical links in the TTN is higher than in the
mesh, torus, and TESH [12] networks; therefore, the cost of
physical links is higher for the TTN. But it is lower than
that of the MH3DT network [15]. The cost of TTN(2,2,1)
and TTN(2,3,1) with respect to the number of physical links
is higher than that of TESH(2,2,1) and TESH(2,3,1) net-
works, respectively. This extra cost of physical links for
the TTN yields better dynamic communication performance

especially in terms of network throughput than that of the
TESH network will be shown in the Sect. 5.

The operating speed of a network is limited by the
physical length of links. The distance between two con-
tiguous nodes is unity. With 2D-planar implementation, the
maximum lengths of Level-2 and Level-3 TTN are 12 and
48, respectively. These are the wrap-around links of the
higher level interconnection. The BM of TTN is a 2D-torus
network. Thus, we need some more medium length links
whose length is 2m − 1. The main demerit of TTN is that
we need some medium and high length links. However, this
cost yields better performance. To overcome this problem,
we have kept in mind as future work, the replacement of
the electronic links by optical links, i.e., to study the archi-
tecture and performance of opto-electronic-TTN or OTIS-
TTN.

5. Dynamic Communication Performance

The overall performance of a massively parallel computer
system is affected by the performance of the interconnection
network, as well as by the performance of the nodes. Con-
tinuing advances in VLSI technologies promise to deliver
more power to individual nodes. On the other hand, low per-
formance of the communication network will severely limit
the speed of the entire system. Therefore, the success of
massively parallel computers is highly dependent on the ef-
ficiency of their underlying interconnection networks. The
evaluation of dynamic communication performance of the
TTN, along with several other networks, is described in this
section.

5.1 Performance Metrics

The dynamic communication performance of a massively
parallel computer is characterized by message latency and
network throughput. Message latency is the time required
for a packet to traverse the network from source to destina-
tion. It refers to the time elapsed from the instant when the
first flit is injected to the network from the source, to the
instant when the last flit of the message is received at the
destination. In wormhole routing, it is the average value of
the time elapsed between injection of the header flit into the
network from the source, and reception of the last unit of
the data flit at the destination. Latency is measured in time
units. However, when comparing several design choices, the
absolute value is not important; because the comparison is
performed by computer simulation, latency is measured in
simulator clock cycles.

Network throughput is the rate at which packets are
delivered by the network for a particular traffic pattern. It
refers to the maximum amount of information delivered per
unit of time through the network. It also can be defined as
the maximum traffic accepted by the network. Throughput
depends on message length and network size. Therefore,
throughput is usually normalized, dividing it by message
length and network size. When throughput of various net-
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works are compared by computer simulation and wormhole
routing is used for switching, throughput can be measured
in flits per node and per clock cycle.

For the network to have good performance, low latency
and high throughput must be achieved. Zero-load latency is
a lower bound on the average latency of a packet through the
network. In zero-load, it is assumed that a packet never con-
tends for network resources with other packets. Under this
assumption, the average latency of a packet is its serializa-
tion latency plus its hop latency. Throughput is a property
of the entire network, and depends on routing and flow con-
trol as much as on the topology. Maximum throughput is
the upper bound throughput through a network. A resource
is in saturation when the demands being placed on it are
beyond its capacity for servicing those demands. A chan-
nel becomes saturated when the amount of data to be routed
over the channel exceeds the bandwidth of the channel. The
saturation throughput of a network is the smallest rate of
traffic for which some channel in the network becomes sat-
urated. If no channels are saturated, the network can carry
more traffic. We also call this saturation throughput “maxi-
mum throughput”.

5.2 Simulation Environment

To evaluate dynamic communication performance, we have
developed a wormhole routing simulator. In our simula-
tion, we use a dimension-order routing algorithm. The
dimension-order routing algorithm, which is exceedingly
simple, provides the only route for the source-destination
pair. For all networks considered in this paper, four virtual
channels per physical channel are simulated and the virtual
channels are arbitrated by a round robin algorithm. For all
of the simulation results, the packet size is 16 flits. Two
flits are used as the header flit. In the evaluation of dynamic
communication performance, flocks of messages are sent in
the network to compete for the output channels. For each
simulation run, we have considered that the message gener-
ation rate is constant and the same for all nodes. Flits are
transmitted at 20, 000 cycles; in each clock cycle, one flit is
transferred from the input buffer to the output buffer, or from
output to input if the corresponding buffer in the next node
is empty. Therefore, transferring data between two nodes
takes 2 clock cycles.

Extensive simulations for several networks have been
carried out under various traffic patterns: uniform [23], hot
spot [24], matrix transpose [25], [26], bit-reversal [27], com-
plement [28], bit-flip [29], and perfect shuffle [31].

5.3 Traffic Patterns

Traffic patterns are pairs of nodes that communicate. In an
interconnection network, sources and destinations for mes-
sages form the traffic pattern. Traffic characteristics such as
message length, message arrival times at the sources, and
destination distribution have significant performance impli-
cations. Message destination distributions vary a great deal

depending on the network topology and the application’s
mapping onto different nodes.

The most frequently used, simplest, and most elegant
pattern is the uniform traffic pattern where the source and
the destination are randomly selected. However, depend-
ing on the characteristics of an application, some nodes may
communicate with each other more frequently than with oth-
ers. Consequently, non-uniform traffic patterns are frequent,
and cause uneven usage of traffic resources, significantly
degrading the dynamic communication performance of the
network.

When a hot spot occurs, a particular communication
link experiences a much greater number of requests than the
rest of the links – more than it can service. In a remark-
ably short period of time, the entire network may become
congested. Hot spots are particularly insidious because they
may result from the cumulative effects of very small traf-
fic imbalances. Hot spots often occur because of the burst
nature of program communication and data requirements.
Dimension order routing has only one route for a source-
destination pair. Bit permutation and computation [30] is a
class of non-uniform traffic patterns which are very com-
mon in scientific applications, where the source node sends
messages to a predefined destination. Both dimension order
routing and bit permutation & communication create signif-
icant congestion under dimension order routing in the net-
work, and when congestion occurs, the network throughput
decreases precipitously.

We have evaluated the dynamic communication per-
formance of the TTN under the uniform and various non-
uniform traffic patterns. A very brief description of each
traffic pattern is given below.

• Uniform – In the uniform traffic pattern, every node
sends messages to every other node with equal proba-
bility in the network. That is, source and destination
are randomly selected.
• Hot-Spot – A hot spot is a node that is accessed more

frequently than other nodes in the uniform traffic distri-
bution. In hot-spot traffic pattern, each node generates
a random number. If that number is less than a thresh-
old, the message is sent to the hot spot node. Otherwise
it is sent to other nodes with a uniform distribution.
• Matrix Transpose – In matrix-transpose traffic pat-

tern, each node sends messages to a node with an ad-
dress of the reversed dimension index, i.e., node(x, y)
communicates with node(y, x).
• Bit-reversal – The binary representation of the node

address is bβ−1, bβ−2 ... ... b1, b0. In bit-reversal traffic,
the node

(
bβ−1, bβ−2 ... ... b1, b0

)
communicates with the

node
(
b0, b1, ... bβ−2, bβ−1

)
.

• Complement – The binary representation of the node
address is bβ−1, bβ−2 ... ... b1, b0. In complement traffic,
the node

(
bβ−1, bβ−2 ... ... b1, b0

)
communicates with the

node
(
bβ−1, bβ−2, ... b2, b1, b0

)
.

• Bit-flip – The node with binary coordinates bβ−1, bβ−2
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... ... b1, b0 communicates with the node
(
b0, b1, ...

... bβ−2, bβ−1

)
. That is, complement of bit-reversal traf-

fic.
• Perfect Shuffle – The node with binary coordi-

nates bβ−1, bβ−2 ... ... b1, b0 communicates with the
node

(
bβ−2, bβ−3, ... ... b1, b0, bβ−1

)
. That is, rotate left

1 bit.

5.4 Dynamic Communication Performance Evaluation

We have evaluated the dynamic communication perfor-
mance of several 4096-node networks under various traf-
fic patterns. We have evaluated the dynamic communica-
tion performance using dimension-order routing algorithm
under seven different traffic patterns: uniform, hot-spot, ma-
trix transpose, bit-reversal, complement, bit-flip, and perfect
shuffle.

5.4.1 Uniform Traffic

To evaluate the dynamic communication performance of the
TESH and TTN, we have used minimum inter-level con-
nectivity, i.e., q = 0. For a fair comparison, we allocated
4 virtual channels to the router for performance evaluation.
Figure 7 (a) shows the results of simulation under uniform
traffic patterns for the various network models. This figure
presents the average transfer time as a function of network
throughput. Each curve stands for a particular network. As
shown in Fig. 7 (a), the average transfer time of the TTN is
far lower than that of the mesh network, significantly lower
than that of TESH network, and slightly higher than that
of the MH3DT network. However, this benefit of latency
for MH3DT network is achieved at the cost of extra links
(Table 1). The saturation point of each line in the figure rep-
resents the maximum throughput. The maximum through-
put of the TTN is higher than that of the MH3DT, TESH,
and mesh networks. Therefore, the dynamic communication
performance of the TTN with minimum inter-level connec-
tivity is better than that of mesh, TESH, and MH3DT net-
works.

To show the superiority of the TTN over torus network,
we have increased the inter-level connectivity from q = 0 to
q = 1. Figure 7 (b) shows the simulation results under uni-
form traffic patterns for the TTN, along with mesh, TESH,
and torus networks. Each curve stands for a particular net-
work. As shown in Fig. 7 (b), the average transfer time of the
TTN is far lower than that of the mesh and torus networks,
and significantly lower than that of TESH networks. The
maximum throughput of the TTN is higher than that of the
mesh and TESH network. However, the maximum through-
put of the TTN is a slighly lower than that of torus, with
the accompanying cost of huge latency. Therefore, TTN
achieves better dynamic communication performance than
the other conventional networks and the hierarchical net-
work under the uniform traffic.

The mesh and torus networks are deadlock-free using

Fig. 7 Dynamic communication performance of dimension-order rout-
ing with uniform traffic pattern on various networks: 4096 nodes, 4 VCs,
16 flits: (a) q = 0 (b) q = 1.

1 and 2 virtual channels, respectively. In our experiment,
the performance of mesh and torus networks using 1 and 2
virtual channels is far lower than the performance of TTN.
For fair comparison we consider here the performance of all
networks with 4 virtual channels and the virtual channels are
arbitrated by a round robin algorithm.

As mentioned earlier, in uniform traffic source and des-
tination are randomly selected. If the source and the desti-
nation are situated in the two halves of the network, then the
message has to cross the middle of the network. Thus, the
middle of the network is congested, and usually, the maxi-
mum throughput of a mesh network under the uniform traf-
fic is the lowest. In the torus network, due to wrap-around
links between end-to-end nodes, this congestion is lessened.
Therefore, the maximum throughput of the torus network is
increased. The TTN is a hierarchical interconnection net-
work, consists of multiple BMs and the BM is a torus net-
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Fig. 8 Dynamic communication performance of dimension-order routing with hot spot traffic pattern
on various networks: 4096 nodes, 4 VCs, 16 flits, and q = 1.

work. Due to randomness of uniform traffic pattern, if the
source and the destination are situated in the one half of the
network or even in the same subnet modules (BM or Level-
2), then the middle of the network is not congested. The
locality that exists in the uniform traffic pattern and hierar-
chical nature of the TTN results high saturation throughput
than that of mesh network.

5.4.2 Hot-Spot Traffic

For generating hot spot traffic we used a model proposed
by Pfister and Norton [24]. According to this model, each
node first generates a random number. If that number is less
than a predefined threshold, the message will be sent to the
hot-spot node. Otherwise, the message will be sent to other
nodes, with a uniform distribution. Here, in uniform dis-
tribution, message destinations are chosen randomly with
equal probability among the nodes in the network. How-

ever, in real application, it may happen that there are some
packets (hot-spot packets) which remain in the network, and
request rates are very high. Here, the simulations were
carried out under the condition that, for TTN and TESH
network, Node(n5, n4)(n3, n2)(n1, n0) are source nodes and
Node(n5, n4)(0, 0)(0, 0) are hot-spot nodes. For mesh and
torus networks, we divide the networks into 4 × 4 matrix.
From each part, the node which is closest to the center is
assumed to be the hot-spot node. The hot-spot flit gener-
ation probability are assumed to be Ph = 0.02, 0.05, 0.10,
and 0.20, i.e., the hot-spot percentages are assumed to be
2%, 5%, 10%, and 20% for all networks.

Figure 8 depicts the message latency versus network
throughput curves for various hot- spot traffic pattern. Fig-
ure 8 (a) represents the result of simulations using 2% hot
spot traffic. It is shown that the average transfer time of
the TTN is far lower than that of the mesh and torus net-
work, significantly lower than that of TESH networks, and a
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slightly higher than that of the MH3DT network. The max-
imum throughput of the TTN is far higher than that of the
mesh, TESH, and MH3DT networks, and noticeablly higher
than that of torus network. Figure 8 (b) represents the result
of simulations using 5% hot spot traffic. It is shown that the
average transfer time of the TTN is far lower than that of
the mesh, torus, and TESH networks, and a little bit higher
than that of the MH3DT network. The maximum through-
put of the TTN is higher than that of the mesh, TESH, and
MH3DT networks, and a significantly higher than that of
torus networks. Figure 8 (c) represents the result of simu-
lations using 10% hot spot traffic. It is also shown that the
average transfer time of the TTN is lower than that of the
mesh, torus, and TESH networks, and a little bit higher than
that of the MH3DT network. The maximum throughput of
the TTN is higher than that of those networks. Figure 8 (d)
represents the result of simulations using 20% hot spot traf-
fic. As usual, it is shown that the average transfer time of the
TTN is far lower than that of the mesh, torus, and TESH net-
works, and slightly higher than that of the MH3DT network.
The maximum throughput of the TTN is higher than that of
those networks. The maximum throughput of the MH3DT
network is equal to that of the TESH network. In all hot-
spot traffic, the average transfer time of TTN is slightly
higher than that of MH3DT network. However, the differ-
ence is trivial. This benefit of latency for MH3DT network
is achieved with the cost of extra links (Table 1). There-
fore, with the hot spot traffic pattern, TTN yields better dy-
namic communication performance than conventional mesh
and torus networks, and hierarchical MH3DT and TESH
networks.

One interesting point to be noted here is that the rela-
tive difference in maximum throughput between torus and
the hierarchical MH3DT and TESH network decreases with
the increase of hot spot traffic, and it is shown in Fig. 8 (d)
that with 20% hot spot traffic the maximum throughput of
the MH3DT and TESH networks are higher than that of the
torus network. It is also noted that the relative difference
in maximum throughput between TTN and torus network
increases with the increase of hot-spot traffic.

5.4.3 Matrix Transpose Traffic

In matrix-transpose traffic pattern, each node sends mes-
sages to a node with an address of the reversed dimension
index, i.e., Node(x, y) communicates with Node(y, x). In the
BM, Node(x, y) sends messages to Node(y, x). At higher
levels, the x-coordinates and y-coordinates of the subnet
modules at a certain level are transposed. For instance, in
the Level-2 TTN, BM(x, y) sends messages to BM(y, x).

The dynamic communication performance of various
networks under the matrix transpose traffic pattern is shown
in Fig. 9. The figure shows the average transfer time as a
function of network throughput for different networks. Each
curve stands for a particular network. From Fig. 9, it is seen
that the average transfer time of the TTN is far lower than
that of the mesh and torus networks, significantly lower than

Fig. 9 Dynamic communication performance of dimension-order rout-
ing with matrix transpose traffic pattern on various networks: 4096 nodes,
4 VCs, 16 flits, and q = 1.

that of the TESH network, and slightly higher than that of
MH3DT network. The maximum throughput of the TTN
is higher than that of the mesh, MH3DT, and TESH net-
works, and slightly lower than that of the torus network.
This benefit of throughput of the torus network is achieved
with huge cost of message latency. With respect to aver-
age transfer time, TTN is better than torus network. How-
ever, with respect to throughput, torus network is better than
TTN. Therefore, TTN achieves better dynamic communica-
tion performance than the hierarchical TESH and MH3DT
networks, and the conventional mesh network.

5.4.4 Bit-Reversal Traffic

In a bit reversal traffic pattern, a node with address
Node

(
bβ−1, bβ−2 ... ... b1, b0

)
sends messages to Node

(
b0,

b1, b2 ... ... bβ−2, bβ−1

)
. Figure 10 depicts the results of sim-

ulations under bit reversal traffic pattern for the various net-
work models. From Fig. 10, it is seen that the average trans-
fer time of the TTN is far lower than that of the conven-
tional mesh and torus networks, significantly lower than
that of the TESH network, and slightly higher than that of
MH3DT network. The maximum throughput of the TTN is
far higher than that of mesh, MH3DT, and TESH networks,
and slightly higher than that of torus network. Therefore,
TTN achieves better dynamic communication performance
than the other conventional and hierarchical networks under
the bit reversal traffic pattern.

5.4.5 Complement Traffic

The binary representation of the node address is bβ−1, bβ−2 ...

... b1, b0. In complement traffic, the Node
(
bβ−1, bβ−2 ... ...

b1, b0

)
communicates with the Node

(
bβ−1, bβ−2, ... ... b2 ,

b1, b0

)
. Figure 11 portrays the results of simulations un-
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Fig. 10 Dynamic communication performance of dimension-order rout-
ing with bit-reversal traffic pattern on various networks: 4096 nodes, 4 VCs,
16 flits, and q = 1.

Fig. 11 Dynamic communication performance of dimension-order rout-
ing with complement traffic pattern on various networks: 4096 nodes,
4 VCs, 16 flits, and q = 1.

der complement traffic pattern for the various network mod-
els. From Fig. 11, it is seen that the average transfer time
of the TTN is far lower than that of the mesh and torus net-
works, significantly lower than TESH network, and a little
bit higher than that of MH3DT network (however, the differ-
ence is trivial). The maximum throughput of the TTN is far
higher than that of conventional mesh and torus networks,
and hierarchical MH3DT and TESH networks. Therefore,
TTN achieves better dynamic communication performance
than the other conventional and hierarchical networks under
the complement traffic pattern.

In complement traffic pattern, all the messages cross
the bisection of the network. Therefore, the middle of the
network is congested, and usually, the maximum through-
put of a mesh network under the complement traffic is the
lowest, in comparison with other traffic patterns. In the

Fig. 12 Dynamic communication performance of dimension-order rout-
ing with bit-flip traffic pattern on various networks: 4096 nodes, 4 VCs, 16
flits, and q = 1.

torus network, due to wrap-around links between end-to-
end nodes, this congestion is lessened. Thus, the maximum
throughput of the torus network is increased. However,
throughput is less than that for the uniform traffic pattern.
Here, the most interesting point is that under complement
traffic pattern, the maximum throughput of the hierarchi-
cal interconnection networks MH3DT, TESH, and TTN net-
works are higher than for the uniform traffic pattern. Among
these networks, TTN yields the highest throughput. There-
fore, TTN is a suitable network for complement traffic pat-
tern.

5.4.6 Bit-Flip Traffic

In a bit-flip traffic pattern, a node with address bβ−1, bβ−2 ...

... b1, b0 communicates with the Node
(
b0, b1, ... ... bβ−2 ,

bβ−1

)
. That is, complement of bit-reversal traffic. Fig-

ure 12 depicts the results of simulations under bit-flip traf-
fic pattern for the various network models. From Fig. 12,
it is seen that the average transfer time of the TTN is far
lower than that of the conventional mesh and torus networks,
slightly lower than that of the hierarchical TESH network,
and slightly higher than that of MH3DT network. The max-
imum throughput of the TTN is far higher than that of mesh,
MH3DT, and TESH networks, and significantly higher than
that of the torus network. Therefore, TTN yields better dy-
namic communication performance than the mesh, torus,
MH3DT, and TESH networks under the bit-flip traffic pat-
tern.

5.4.7 Perfect Shuffle Traffic

In a perfect-shuffle traffic pattern, a node with ad-
dress bβ−1, bβ−2 ... ... b1, b0 communicates with the
Node

(
bβ−2, bβ−3, ... ... b1, b0, bβ−1

)
. That is, rotate left 1 bit.

Figure 13 shows the average transfer time versus network
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Fig. 13 Dynamic communication performance of dimension-order rout-
ing with perfect shuffle traffic pattern on various networks: 4096 nodes,
4 VCs, 16 flits, and q = 1.

throughput curve for perfect shuffle traffic. From Fig. 13,
it is seen that the average transfer time of the TTN is far
lower than that of the mesh and torus networks, noticeably
lower than that of TESH network, and slightly higher than
that of MH3DT network. The maximum throughput of the
TTN is far higher than that of mesh, torus, and MH3DT
networks, and significantly higher than that of TESH net-
work. Therefore, TTN achieves better dynamic communi-
cation performance than the other conventional and hierar-
chical networks under the perfect shuffle traffic pattern.

5.5 Summarizing Dynamic Communication Performance

From the performance evaluation, there are some important
points to be noted for the TTN. In all the traffic patterns,
the average transfer time of the TTN at zero load is a lit-
tle bit higher than that of MH3DT network. However, the
difference is trivial. And the benefit of MH3DT network re-
garding average transfer time is achieved at the cost of extra
physical links, as shown in Table 1. However, the maximum
throughput of the TTN outperforms the conventional mesh
and torus networks and hierarchical MH3DT and TESH net-
works. This low latency and high throughput of the TTN
will make it a good choice for future generation massively
parallel computer systems.

Torus is a suitable network for parallel computers, due
to its symmetry and regularity. However, the length of the
longest wire is a limiting factor for a network with thousands
or millions of nodes. The operating speed of a network is
limited by the physical length of links. With the cost of
some additional short length links, the dynamic communi-
cation performance of the TTN is better than that of torus
network under uniform and various non-uniform traffic pat-
terns. An interesting point is that the maximum throughput
of the TTN under complement traffic pattern is better than
that of uniform traffic pattern.

6. Conclusion

A new hierarchical interconnection network, called Tori
connected Torus Network (TTN), is proposed for the high
performance massively parallel computer systems. The ar-
chitecture of the TTN, addressing of nodes, routing of mes-
sages, and static network performance were discussed in de-
tail. From the static network performance, it has been shown
that the TTN possesses several attractive features, including
constant node degree, small diameter, low cost, high con-
nectivity, small average distance, and moderate (neither too
low, nor too high) bisection width.

A deadlock-free routing algorithm using dimension
order routing with 4 virtual channels has been proposed
for the TTN. By using the routing algorithm described
in this paper, and using uniform and various non-uniform
traffic patterns, we have evaluated the dynamic commu-
nication performance of the TTN, as well as that of sev-
eral other interconnection networks. The average trans-
fer time of the TTN is lower than that of the conventional
mesh and torus networks and hierarchical TESH networks,
and it is slightly higher than hierarchical MH3DT network.
Maximum throughput of the TTN is also higher than that
of conventional mesh and torus networks, and hierarchi-
cal MH3DT and TESH networks. A comparison of dy-
namic communication performance reveals that the TTN
achieves better performance than the mesh, torus, TESH,
and MH3DT networks. The TTN yields low latency and
high throughput with reasonable cost, which are indispens-
able for high-performance massively parallel computers.
Therefore, TTN would be a good choice of interconnection
network for next generation massively parallel computers.

This paper focused on the architectural structure,
deadlock-free routing, static network performance, and the
dynamic communication performance using dimension or-
der routing of the TTN. Issues for future work include the
following: (1) assessment of the performance improvement
of the TTN with an adaptive routing algorithm, (2) evalua-
tion of the system yield by providing hardware redundancy,
i.e., defect-tolerance performance and (3) investigation into
embedding other frequently used topologies in the TTN.
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