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Abstract. One of the deficiencies of mutual information is its poor capacity to measure
association of words with unsymmetrical co-occurrence, which has large amounts for
multi-word expression in texts. Moreover, threshold setting, which is decisive for
success of practical implementation of mutual information for multi-word extraction,
brings about many parameters to be predefined manually in the process of extracting
multiword expressions with different number of individual words. In this paper, we
propose a new method as EMICO (Enhanced Mutual Information and Collocation
Optimization) to extract substantival multiword expression from text. Specifically,
enhanced mutual information is proposed to measure the association of words and
collocation optimization is proposed to automatically determine the number of individual
words contained in a multiword expression when the multiword expression occurs in a
candidate set. Our experiments showed that EMICO significantly improves the
performance of substantival multiword expression extraction in comparison with a
classic extraction method based on mutual information.

Keywords: substantival multiword expression, mutual information, enhanced mutual
information, collocation optimization, EMICO.

1 Introduction

A word is characterized by the company it keeps [1] and the closer a set of terms, the more
likely they are to indicate relevance [2]. That means not only the individual word but also the
contextual information of the individual word is useful for further information processing.
This simple and direct idea motivates researches on multiword expression (MWE), which
expects to capture semantic concepts expressed by multi-words in text. In state of art, there is
no satisfactory formal definition of MWE but some generally grammatical, syntactical or
lexical characteristics to describe multiword expression [3]. In this paper, the substantival
multiword expression we refer to includes merely terminology and named entity. Although it
is the simplest and most frequently used MWE in text, unfortunately, we also cannot give a
precise definition for the substantival multiword expression but to use some explicit properties
to characterize it.
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@ |t has been used as noun phrase in text to describe a concrete concept in context such

as “federal reserve board”, “Shearson Lehman Brothers Inc”, etc.

® From grammatical parsing view, it can be parsed as an entity in a sentence and

usually, it has a more stable syntactical pattern than other MWES in text.

® In lexical composition, it often uses contiguous words composed as a word block in

sentence, i.e., there is no other word inserted into a substantival multiword expression.
This is not the case in most prepositional and conjunctional collocation such as
“too...to...” and “so...that...”

® Like terminology, substantival multiword expression also has a length as 2-6

individual words.

The motivation for us to carry out the research on MWE extraction is that we intend to use
MWE for text mining purpose and examine its performance in comparison with traditional
indexing method as individual words combined with vector space model [4, 5]. We conjecture
that for text representation, MWE may have superiority in both statistical and semantical
quality over individual word. With this intention, we started out our research on MWE
extraction [6, 7]. Especially, the focus of this paper is on using statistical method to extract
MWE from text. We also follow the regulation in this area to propose an association measure
to score candidates firstly and then propose a method to differentiate the substantival MWESs
from all candidates automatically.

In statistical method for MWE extraction, the most frequently used association measure is
mutual information (MI). Although there is also some other measures such as z-score, mutual
expectation, etc, their basic ideas are very similar with MI: joint probability inverse products
of independent probabilities and the assumption concerning the two words in a word pair is
the same: the two words may have as many occurrences as each other, that is, their occurrence
possibilities in text are almost equal. Hence, these methods can be regarded as variants of
mutual information. However, we will show later that Ml is not appropriate for association
measure when it goes to unsymmetrical co-occurrence of these two words. Moreover, how to
select candidates after association measure is another problem. Usually, a predefined
parameter was set to retain a proportion of candidates with top association scores (values) as
final extracted MWEs. Although LocalMaxs [8] was proposed to determine the number of
individual words included in a MWE automatically, it is not appropriate for extracting
substantival MWE because it often has a fixed composition and sometimes the word
sequences at the association maxima is not an exact substantival MWE.

In this paper, EMICO was proposed to extract multi-words from documents. Specifically,
we proposed the enhanced mutual information (EMI) to cope with the problem as
unsymmetrical co-occurrence. And we developed collocation optimization (CO) to determine
the number of individual words contained in a substantival MWE automatically.

The key idea of EMI is to measure word pair’s dependency as the ratio of its probability of
being a multi-word to its probability of not being a multi-word. By revising the individual
words’ occurrences as their occurrences subtracting their co-occurrence, respectively, EMI
has considered individual word’s occurrences and its proportion contributed in its co-
occurrence with other words synthetically so that association score will vary dramatically with
the proportion of one word’s occurrence contributed to its co-occurrences with other words. In
addition, by separating the association contributed by each word in a word sequence with
more than 2 single words, rather than requiring MWE candidates to be formatted into two
components as in practical implementation of mutual information, EMI can reduce the
negative effect of rare occurrences to some extent.



Collocation optimization (CO) was proposed to determine the exact number of individual
words in a substantival MWE automatically. We use the traditional N-gram method to
produce word sequences with a same head noun and pack these sequences into a candidate set
(clarified in Section 5.1). In each candidate set, we only retain one of its candidates as a
substantival MWE because we conjecture that there must be at most only one correct
substantival MWE for the head noun to compose a most appropriate MWE with other words.
The key idea of CO is similar with LocalMaxs, that is, when an individual word is added to a
MWE candidate (old MWE), the cohesiveness of the new MWE will increase if this
individual word is exactly a part of this MWE candidate, otherwise, the association score of
the new MWE will decline compared with the old MWE.

The remainder of this paper is organized as follows. Section 2 provides a literature review
of the MWE extraction. Section 3 introduces mutual information, particularly with its
practical application for MWE extraction. Section 4 proposes EMI. We will give its
definition, its theoretical analysis and numerical simulation in comparison with mutual
information. Section 5 proposes CO. Its mechanism will be specified together with a
comparison with LocalMaxs. Section 6 specifies the details of EMICO for substantival MWE
extraction together with practical performance evaluation on real corpus. Section 7 concludes
this paper and indicates our future research.

2  Literature review

Generally speaking, there are four types of methods developed for MWE extraction:
statistical method, linguistic method, hybrid method and machine learning. These methods are
introduced as follows.

2.1 Statistical methods

In statistical methods for MWE extraction, Church and Hanks presented the concept of
word association firstly, and then proposed MI as an objective measure for estimating word
association norms [9]. Pecina compared 84 kinds of association measures for bigram
collocation extraction and concluded that in Czech data, MI has the best performance [10]. In
recent development on MWE extraction, mutual expectation (ME) is the most popular
measure for words’ association estimation. It combines candidate’s frequency and its
possibility to be a fixed phrase as the inputs of the method [8, 11]. We conjecture that ME is
very suitable for extracting variable phrases but not for substantival MWE because the
elements of the latter as individual words do not often change their positions and orders when
they construct a substantival MWE. Silva et al proposed LocalMaxs algorithm to extract both
contiguous and non-contiguous multi-word lexical units from corpora [8]. The basic idea
behind LocalMaxs is that, the association score of an N-gram should be a local maximum in
three sequences as N-1 gram, N-gram and N+1 gram which have same head noun. This idea is
very similar with the collocation optimization we will present in this paper (clarified in
Section 5.2). However, LocalMaxs and collocation optimization have some differences in
essence as we will discuss them later. Smadja used relative positions of the elements of a
word pair in sentences to extract fixed patterns from corpora [12]. In his method, word pair
asw andw; could be considered as a collocation if and only if the two words are repeatedly
used together within a single syntactic construct, i.e., they have a marked pattern of co-
appearance. Specifically, strength is used to measure co-occurrence frequency of two words,
and spread is used to measure peak magnitude of their relative positions. The final decision of



their relative position if they construct a collocation is determined by a filter which only
selects peaks of their relative positions. Smadja claimed that, the proposed method can extract
collocations with structural consistency, and ignore the word pairs with same context, such as
doctor and nurse, which is usually extracted by MI. The experiments on Brown corpus
showed that precision of the proposed method for collocation retrieval was raised from 40%
to 80%. Kita et al compared two statistical methods for automatic collocation extraction as Ml
and cost criteria in English and Japanese corpora, respectively [13]. Their studies showed that
MI tends to extract task-dependent compound noun phrases, while a cost criterion tends to
extract predicate phrase patterns. Chen and Du conducted a work on automatic extraction of
bilingual multi-word units from parallel corpora [14]. The goal of their study is to find
corresponding multi-words from one language to another language using parallel corpora
learning. In their method, t-score and LocalMaxs algorithm were utilized to rank candidates
and determine their lengths.

In summary, the statistical methods for multi-word extraction include two directions: one is
to develop new association measures to rank candidates and the other is to develop new
strategies to align the best candidate as a MWE when candidates’ scores were produced.

2.2 Linguistic methods

Bourigault proposed surface grammatical analysis for the extraction of terminological noun
phrases [15]. His method includes two stages: analysis and parsing. In stage of analysis, a
base of rules is set up to identify frontier markers to extract maximal-length noun phrases
from texts. In stage of parsing, grammatical category of lexical units was assigned to the
maximal-length noun phrases to divide them into probable terminological units. Using this
method, LEXTER is developed as a software package for extracting French terminologies.
Justeson and Katz extracted technical terminologies from documents using a regular
expression on part-of-speeches of a word sequence, together with the condition that the
sequence’s frequency must be more than two [16]. The experiments show that their algorithm
can cover multi-word technical term with a high proportion as more than 90%. Argamon et al
proposed a memory-based approach (MBSL algorithm) to learning shallow natural language
patterns from corpora [17]. Their method relies on local part-of-speech information of a word
sequence instead of full parsing a sentence. They firstly separated the POS sequence of a
multi-word into small POS tiles and then they counted each POS tile’s frequency when it
occurs within a candidate’s POS sequence (positive count) and when it does not occur within
a multi-word’s POS sequence (negative count), respectively. Hence, a candidate is ranked by
positive count, negative count and context information of the tiles included in it. Their
evaluation on noun phrase sequence (NP), verb-object (VO) and subject-verb (SV) showed
that the recall of MBSL algorithm is around 90% and precision is between 77% and 92%.

In summary, the mostly used linguistic information for MWE extraction is words’ POS
tags, which is from both grammatical and syntactical requirement for a word sequence to be a
MWE.

2.3 Hybrid Methods

Dias proposed an original hybrid system called HELAS to extract MWE from POS tagged
corpora [11]. The key idea of his system is that ME is employed not only to score the
association of words but also to score the association of POS patterns in the tagged corpora.
Then a combination of both words’ and POS’s ME is used to evaluate the global degree of
cohesiveness of a word sequence and its POS tag sequence. Finally, LocalMaxs is used to



retrieve multiword candidates by evidencing local maxima of association measure values.
Chen and Chen proposed a hybrid approach to extracting noun phrases from large scale texts
[18]. The input of their method is POS tagged sentences. A probabilistic partial parser was
used to partition the tagged sentences into chunks. Hence, semantic head was determined for
each chunk based on word’s semantic usage and syntactic head was determined for each
chunk based on grammatical relations. Finally, a finite state mechanism was designed to
connect the chunks as many noun phrases as possible according to the chunk’s semantic and
syntactic heads.

In summary, the focus of hybrid methods for MWE extraction is on using both statistical
and linguistic information of a word sequence to measure its possibility to be a multiword
expression.

2.4 Machine Learning Methods

In machine leaning methods, Pinca used machine learning approach for MWE extraction
[19]. In his method, each collocation candidate is described by a feature vector consisting of
scores of 55 kinds of association measures for the candidate such as joint probability, Ml, t-
score, etc. Machine leaning methods as linear logistic regression, linear discriminant analysis
and neural net were employed to train a combined classifier using training vectors. Hence,
new coming collocation candidates were ranked by this classifier to determine whether or not
they are MWESs. The experiments showed that the best association measure for ranking
collocation candidates depends fully on specific data. However, machine learning methods
significantly improved ranking of collocation candidates on all of their data sets than the best
association measure. Duan et al developed a bio-inspired approach for multi-word expression
extraction [20]. Their motivation is based on the similarity of textual sequence and gene
sequence alignment. In their method, longest common sequence alignment, which originated
from RNA sequence alignments [21], and heuristic knowledge, which were linguistic rules of
part-of-speech information on MWE [16], was proposed to extract repetitive patterns from
textual sequence and convert patterns into multi-word expressions. Zhang et al proposed a
Chinese named entity recognition method using role model [22]. In their method, many kinds
of roles were defined for each type of Chinese named entity such as location, person,
organization, etc. They tagged a standard Chinese corpus using these roles manually and used
this corpus as training data for Viterbi algorithm [23]. Hence, new Chinese named entities can
be identified automatically by the trained classifier.

In summary, machine learning methods for MWE extraction employed artificial
intelligence methods to discover new knowledge from either word information (frequency,
association score, etc) or part-of-speech information of words (order, POS sequence, etc).
Then the new knowledge was used to determine whether or not a new coming candidate is a
MWE.

3  Mutual information

Mutual information (M) is defined as the reduction in uncertainty of one random variable
due to knowing about another, or in other words, the amount of information one random
variable contains about another. In multi-word detection, MI can be defined as the amount of
information provided by the occurrence of the word represented by Y about the occurrence of
the word represented by X. Church and Hanks proposed the association ratio for measuring



word association based on the information theoretic concept of MI [9]. In their method, the
MI between word x and y was defined as Eq.1.
P(x,y)
I(x,y)=log, ———"—~ (1
“Poopiy)
P(x) is the occurrence probability of word x and P(y) is the occurrence probability of

word y in the corpus.

The primary reason for applying Ml to multi-word extraction is that Ml has the support
from both information theory and mathematical proof. If word x and word y are independent
from each other, i.e. X and Y co-occur by chance, P(Xx,y)=P(XX)P(y), so I(x,y) =0. By

analogy, I(x,y)>0 if X and Y are dependent on each other. The higher MI of a word pair,

the more genuine is the association between the two words.

However, there are mainly two deficiencies inherent in MI for measuring the words’
association. The first one is the unsymmetrical co-occurrence problem, that is, it only
considers the co-occurrence of two words while ignoring those cases that one word (for a
word pair) occurs without the occurrence of the other word. For instance, assuming the
occurrence frequency of X is 50 and Y is 200, and their co-occurrence is 50, that is, the X
only occurs in co-occurrence with Y but Y has more co- occurrence with other words than X.
Certainly, the information of Y contained in X is much more than the information of X
contained in Y. In this case, mutual information cannot play a reasonable role as association
measure to make out that X and Y is a fixed MWE. Church and Gale give an example of
using mutual information to align the corresponding words between French word “chambre”,
“communes” for English word “house” [24, 25]. We will discuss this example in details in
next section (clarified in Section 4.2). The second deficiency of MI concerns the rare
occurrence problem [25]. As is shown in Eq.1, when we assume that P(x) and P(y) are

very small, but 1(x,y) can be very large despite the small value of P(x, y), in this situation,

the dependency between X and Y is very large, despite the fact that X and Y co-occur very
few times. Actually, rare occurrence is a hard problem for linguistic data, and there is no
effective remedy for it. Due to the deficiencies of M, the proportion of “good” candidates per
range of score values is quite uniformly distributed, and it is very difficult to distinguish the
“good” ones from the “bad” ones. In practice, Ml method is employed to extract multi-words
in this paper as follows [13, 26].

1. Start out from the basic vocabularyV, . Set n=0;

2. Augment the vocabulary V,, by all word sequences by all word sequences “x y” for
which MI(x,y) > Thr, whereThr is a predefined threshold for word sequence association

score;
3. From Step 2, a new vocabulary V,; is established.

4. Adjust the vocabulary size N to reflect the new vocabulary V,
5. Resume from Step 1 with V,; as its basis.



4  Enhanced mutual information

4.1 Motivation

The reason for unsymmetrical co-occurrence is from the unequal proportions of the words’
occurrences contributing to their common co-occurrence in a word pair as is shown in Section
3. We would like to make it clear using the following example as shown in Figure 1. Given
the two cases of words’ co-occurrence, our problem is which one should be regarded as
having greater word association than the other?

X3(10) —B—X,(10)  Xa(10)———X,(13)

Figure 1 Two different kinds of co-occurrences of two components usually exist in documents. The
number in the bracket is the frequency of occurrence of the individual component, and the number on
the line is the frequency of two component’s co-occurrence.

Obviously, the left co-occurrence is more balanced than the right one because both X; and
X, contribute half of their occurrence to co-occurrence. However, for the right one, X,
contributes less than half of its occurrence to co-occurrence with Xs. If word association is
measured by mutual information, the left one will be determined to have a larger association
score than the right one. However, the right one may be more preferred than the left one
because the right pair has more co-occurrences than the left one and X; contributes more than
half of its occurrence to co-occurrence with X,. Nevertheless, we can consider the problem in
a simple way: the sum of the proportion of occurrences from X; and X, is 1.0, but the sum of
occurrence proportion from X; and X, contributing to their co-occurrence is more than 1.0.
Hence, in fact, the dependent relationship (association) is intensified between X3 and X,. This
is the very motivation for us to propose EMI for association measure.

4.2 Definition

To attack the unsymmetrical co-occurrence problem, not only the co-occurrence of the
individual words in a word pair, but also their respective occurrences excluding their co-
occurrences, which are the number of times when one occurs while the other one is absent,
should be considered respectively. Hence, EMI is proposed and defined as the ratio of the
probability of word pair occurrence over the product of the probabilities of the individual
words’ presences excluding the presences of the word pair, i.e., the likelihood of being a
multi-word over the possibility of not being a multi-word. It has the mathematic formula
described in Eq.2.

P(x,y)
EMI(x,y) =1
(xy) = log, PO-PR P -Pxy) @

We would like to take the example from Church and Gale mentioned above to illustrate the
effectiveness of EMI. They use mutual information to align the corresponding words between
French words “chambre”, “communes” and English word “house” [27, 28] with the words
occurrence shown in Table .1. We can see that if we follow the rule of mutual information, the
French counterpart of “house” will be “communes”, not the right counterpart as “chambre”.

By contrast, EMI can produce the right alignment.



Table.1 The alignment of English and French words using mutual information (MI) and EMI. “=”
means not present and the number is the frequency in each case.

chambre —chambre Ml EMI
house 31,950 12,004
—house 4,793 848,330 4.1495 8.9605
communes —communes M EMI
house 4974 38,980
—house 441 852,682 4.2286 8.0200

4.3 Theoretical analysis

For the independent case between two words x and y in a bi-gram, i.e., P(x, y) = P(X)P(y),
we can conjecture that P(x) >> P(x,y) and P(y)>> P(x,y) because x (y) will co-occur
with other words at the same likelihood as y (x) in corpus. Thus,

P(X.y) _
P(X)P(y)

Eqg.3 means that EMI(X,y) has as approximately same capacity as mutual information
when X and Y are independent of each other.

EMI(x, y) ~ log, I(x,y)=0 €))

For dependent case between two words X and Y in a word pair, actually, the association
relationship can be divided into two situations: negative correlation and positive correlation.
The negative correlation between X and Y is meaningless as they will co-occur quite a few
times in this case. The positive correlation between X and Y is an omen that they could
constitute a MWE. In this case, P(x,y) > P(x)P(y) and

EMI (x,y) > log , P(X,y)

N G R L R CLIER A
_ X,y
=0 s ogry T A rooa-ryy Y

Eg.4 means that EMI will amplify the association of likely MWEs. This kind of
amplification in association is beneficial for MWE extraction because it will distinguish the
likely MWEs from those candidates which are not real MWESs more significantly.

POLY) gng POWY)
P(x) P(Y)
proportions of x’s occurrence and y’s occurrence contributing to their co-occurrence,
respectively, so EMI will increase when the proportions increase. This means that the
association of a word pair will increase dramatically if individual words contribute more and
more occurrences to their co-occurrence.

Furthermore, Eq.2 can also be rewritten as Eq.5. Here, are the

P(x.y)
EMI(x,y) =log,
PP~ e - O



4.4 Numerical Simulation

Figure 2 is the comparative curves of Ml and EMI in characterizing associations of a word
pair. We can see that the association characterized by EMI is increasing more sharply than Ml
when word X and Y’s co-occurrence is varying from 0 to 90. This point illustrates that EMI
can augment association difference between candidates which are multi-words and candidates
which are not multi-words.

Figure 3 is the comparative contrast of MI and EMI’s trend in describing the association
with the occurrence variation of X and Y when their co-occurrence is fixed. We can see that
EMI is more sensitive than MI in association value of X and Y at the edge part of the bottom
plane constructed by X and Y axes. Hence, their association value will jump if X or Y’s
occurrence is almost the same as their co-occurrence. For instance, if we have two word pairs
as (x, y) and (x’, y”), where (x’, y’) is at the central part of XY plane and (X, y) is at the edge
part of XY plane, we can see that (x’, y”) will have larger association than (x, y) in Ml but
smaller association in EMI. In real situation of substantival MWE extraction, EMI is more
reasonable for characterizing the association of MWE’s individual words if we consider the

7

situation that many MWE have the same head noun such as “information processing”, “waste

processing”, “water processing”, etc and the example of X and Y we given in Section 3.

Association Value

%

I I
10 20 30 40 50 60 70 80 $0
Co-occurrence

Figure 2 Plots of dependency value of Ml and AMI. The frequencies of word X and word
Y are fixed as 100



Figure 3 Plots of MI (left) and EMI (right) for association measure of (x, y) and (x’, y’), respectively.
Their co-occurrence is fixed as 50 and occurrences of two words are varying in their axes.

4.4 Practical Implementation

In order to employ the EMI for practical use in MWE candidate ranking, some small
adaptations must be made. The first one is to extend its scope to rank MWE candidates of
more than two words, i.e. longer than a bi-gram. Take a three word sequence (x,y,z) for
example, the question is how to rank the possibility of its being a multi-word. Generally, if we
follow the rules of MI, one solution can be used as follows.

P(x.y.2)
(P y) = P(xy, 2)(P(2) - P(x, Y, 2))

However, there is an intrinsic problem with formula (6): the longer the sequence, the larger
its EMI is, because the EMI value of (x,y,z) is dominated by the smallest occurrence among X,
y and z. For instance, if x occurred rarely, P(X,y) should be very small. Even if word y

occurs frequently in a corpus, P(x,y)—P(x,y,z) would still be very small. For this reason,

we can infer that the longer length of the sequence, the more likely it will contain a rare
occurrence. Thus, sequences with the rare occurrences have usually higher EMI values than
those sequences without rare occurrences. That is, if one word rarely occurs, it will reduce
extremely the occurrences of the word sequence containing it. Although the rare occurrence
problem is a hard nut to crack unless heuristics is involved, we can reduce its negative
influence to some extent. Eq.7 is our solution for ranking the multi-word candidate of more
than two words

EMI(X,y,2) =log, (6)

P Y.2)
(PO)—P(x, y, 2)(P(y) - P(x, ¥, 2))P(2) - P(x. ¥, 2))

We can deduce that if there is a rare occurrence of x, but if y and z have many occurrences,
the EMI from Eq.7 will be less influenced by x than that in Eq.6.

EMKX, y, z) =log,

()

Hence, in practice of a sequence (X;,Xy,..Xy), P&, X,)=p  P(X)=pq,
P(X,) =Py, .-y P(X,)=p,, Wehave

10



P

EMI (X, X5,.., X,,) = log 8
B TR CET S RS B
By maximum likelihood estimation,
F/N
EMI (x;,X,,..., X,) = lo
(1% 0 2 F)F,— F)(Fy —F)IN"
9)

=(n-1)log, N +log, F—Znﬂogz(':i -F)
i-1

N is the number of words contained in the corpus, it is usually a large value, more than 10°.
Here, log, N can be regarded as the increased amount of EMI when one individual word is

added into a multi-word candidate. However, log, N is usually a large value and it will make

AMI value of a word sequence dominated by the length of the sequence. This result is not
expected for dependency measure so log, N is replace by o« which represents the

importance of the length of a word sequence to its dependency value, i.e., EMI value. Another
problem with Eq.9 is that in some special cases we have K =FandF —F =0, and these

special cases will make Eq.9 meaningless. For this reason, Eq.9 is rewritten as Eq.10.

EMI(X{, X5,....X,) =(n -1 + log, F —ilogz(Fi -F)+(h-m)3 (10)

where m is the number of single words whose frequency is not equal to the frequency of the
sequence in the corpus, g is the weight of the single words whose frequency are equal to the

frequency of the sequence. This kind of single word is of great importance for a multi-word,
because it only occurs in this sequence, such as “Lean” to “Prof. J. M. Lean”. To simplify, we
set « = =0.5inthis paper.

5 Collocation optimization
5.1 Related concepts

In order to proceed, some related concepts with substantival MWE should be clarified. As
we have pointed out in Section 1, the topic of this paper is to extract terminologies and named
entities using statistical methods and usually, they are noun phrases. For this reason,
substantival MWE candidates are produced by traditional N-gram method. For instance, if we
have a sentence after morphological analysis as “A B C DE F G H.” and H is a noun, then the
candidates will be generated as “G H”, “FGH”, “EFGH”",“DEFGH”and “CDEFG
H”, because a substantival MWE usually has a length as 2-6 words and H is the head noun of
these 5 candidates. Hence, we have the following definition.

Definition 1: Candidate Set is a word sequence set whose elements are generated from the
same root noun in a sentence using n-gram method.

The second concept we want to clarify is the method we will used for multi-word
extraction. Actually, we will rank all candidates using EMI and retaining a proportion of
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candidates for further selection. What is more, to simplify the process of the mutual
information method specified in Section 3, we would like to define a uniform threshold here
to fetch candidates with top association scores.

Definition 2: Candidate Retaining Level (CRL) is a predefined ratio used to retain a
proportion of candidates with top association scores.

5.2 Association variation and mechanism of collocation optimization

Although association value can provide us some hints to select the correct candidates as a
multi-word, it cannot locate its length precisely. Moreover, the substantival MWE discussed
in this paper can be regarded as an extension of head noun, such as “medical information
processing” and “information processing” to the head noun “processing”. Although
“medical information processing” and “information processing” can all be substantival MWEs
in our method, in one candidate set, we only allow one candidate to be the final substantival
MWE in order to better capture the context of “processing” in that candidate set.

Collocation optimization is proposed to determine the optimal length of a multi-word based
on association variation. The association should be intensified when word extension from
head noun is moving within the span of a MWE. Otherwise, when word extension goes
beyond the span of MWE, its association will decrease. Thus, the basic assumption for
collocation optimization is that the association value will increase if a correct individual word
is included in MWE candidate but the association value will decrease when an incorrect
individual word is included in. Hence, collocation optimization (CO) is developed based on
this idea: a candidate can be regarded as most appropriate to be a substantival MWE if and
only if its dependency score is maximized among all the candidates of the same head noun in
its candidate set and association values of this candidate’s sub-components must
monotonically increase when their lengths increase.

Assuming we have a word sequence as (X, , X,_1---» X2, X1) @nd X, is head noun, our problem

is that we should find M (2<M <n) for which (xy,...,%) is the most appropriate
substantival MWE in the candidate set with head noun x,. Our solution in this paper is to
find M (2 <M <n)such that EMI(Xy,....X;) =2 EMI(Xy_1,.... %) 2 ... 2 EMI(X,,%;) . The
mechanism of CO is explained as follows.

Firstly, CO will measure the association value of candidates in a candidate set by the
formula as Eq.11, where av, is a default value which is a small constant that will

make (X,,..., X;) be rejected as a multi-word. That is, if a word sequence (X,,,..., X;) does not
meet the requirement of CO, it will be excluded from being selected as a multi-word.

EMI (X, X1), if EMI (X, X1) 2
av[X,, (Xp_gse0 X)) =9 EMI(X_q, X)) (N >2) Orn=2 (12)
av,, otherwise

Secondly, the optimal length M of a multi-word, which is extended from the root
noun x; with the likely maximum length n, is determined by the rule as Eq.12. Finally,

(Xp 5=+ X1 ) Is extracted as substantival MWE by our method from its candidate set.

M = a;gg]n% av[Xpy , (X e X1)] (12)
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Although CO and LocalMaxs have similar idea as using association variation to decide the
length of MWE, their essences are different from each other. Firstly, the background of CO is
to use candidate set to express the contextual information of head noun and then decide the
length of substantival MWE while LocalMaxs does not take into account any contextual
information and use a device as candidate set. Secondly, CO assumes that association values
of substantival MWE candidates in a candidate set should be monotonically increasing to their
lengths while LocalMaxs is to find a local a maxima and then length is decided in the local
maxima as illustrated in Figure. 4.

an|eA UOIRIJ0SSY

2 3 4 5 6 Length

Figure.4. CO assumes association value of a substantival MWE is monotonically increasing to its length
while LocalMaxs use the local maxima as correct length. If LocalMaxs method is employed, then both
4-length and 6-length candidates will be assigned as MWEs. However, for CO, only 4-length will be
assigned as a substantival MWE.

5.3 The proposed method — EMICO

We combine EMI and CO to propose a new approach, EMICO, for substantival MWE
extraction from text as follows.

1. Generate candidates using N-gram method with each noun word as a head noun.

2. Compute association values of candidates using EMI method.

3. Eliminate candidates whose EMI are below the predefined CRL (This point will be made
clear in Section 6).

4. Dispatch each retained candidate to its original candidate set where it has been produced.

5. Use CO to select substantival MWE from each candidate set.

We can see from the above procedures of EMICO that the effectiveness of EMI is mainly
on Step 3, that is, to augment the differences of candidates’ dependencies so that candidates
with low association values could be eliminated easily. The effectiveness of CO is mainly on
Step 5 to select only one multi-word from a candidate set because in a certain context, there
must be merely one candidate which is most appropriate as a substantival MWE.
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6 Evaluation by experiments

6.1 Corpora and standard set

Based on our previous work on text mining [27, 28], 184 documents from Xiangshan Science
Conference Website (http://www.xssc.ac.cn) are downloaded and used for the Chinese text
collection to conduct multi-word extraction. The topics of these documents mainly focus on
basic research in academic fields such as nano science, life science, etc., so there are plenty of
noun multi-words (terms, noun phrases, etc.) in these documents. These documents contain
totally 16,281 Chinese sentences in sum. After the morphological analysis! (Chinese is
character based, not word based), 453,833 words are segmented individually and of them
there are 180,066 noun words.

For the English corpus, Reuters-21578 distribution 1.0 which is available online
(http://www.daviddlewis.com/resources/testcollections/ reuters21578/) is used in this paper. It
contains 21,578 news articles from Reuters newswire in 1987. It was assembled and indexed
with 135 categories by the personnel from Reuters Ltd in 1996. In this research, the
documents from 4 categories as “crude” (520 documents), “agriculture” (574 documents),
“trade” (514 documents) and “interest” (424 documents) are assigned as the target English
document collection. That is, we select 2,042 documents which contain 50,837 sentences and
281,111 individual words, in sum there are 102,338 noun words after stop-word elimination?.
Figure.3 is the framework of our experiments to evaluate the performance of EMICO for
multi-word extraction compared with the traditional method based on Ml.

Because of the lack of standard MWE set for texts in our text collection, from Chinese
and English respectively, we fetched out 30 texts randomly and built up standard set manually
to estimate the performances of EMICO method and MI method. In 30 Chinese texts, there
are nearly 3,000 Chinese substantival MWEs and in 30 English texts, there are nearly 1,000
substantival MWEs (Reuters’ text is relatively short so we merely use the texts whose sizes
are larger than 3K for corpus learning). Table 2 and Table 3 showed some examples of
substantival MWES in our standard set.

Table 2. Chinese standard substantival MWE set. Only some examples are given due to space limitation

Doc No.  # of MW Examples
1 ar HIRFER LS, BAEWERR, TRARL, @it w
2 45 EYES, FRES SBREEAR DNADF
3 28 BRAWESY BFRINE SEHESNE
4 40 EEFATE ISR, PRGN, BETEH
5 100 EYSEE MLESTR S0
% 45 A& L, MEMSEAR, MRZEMIHEA

1 We carried out the Chinese parts of speech using the ICTCLAS tool. It is a Chinese Lexical Analysis
System. Online: http://nlp.org.cn/~zhp/ ICTCLAS/codes.html

2 We obtain the stop-words from USPTO (United States Patent and Trademark Office) patent full-text
and image database at http://ftp.uspto.gov/patft/help/stopword.htm. It includes about 100 usual words
as stop-words. The part of speech of an English word is determined by WordNet2.0 which is available
online: http://wordnet.princeton.edu/obtain and Java WordNet library which is online:
http://sourceforge.net/projects/jwordnet.
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7 37 DNAGRH, BAREH, ERAFFIDH

8 38 DNAF SIS FRtE, BIEHR, LA S YR LTI
9 96 REMBST, RESO, BEES T

10 67 FEBRERNEER, 8L RRAL THEXENER
11 134 ERMRY, EEERM RBEHE ERNERS
12 64 FFRORS:, ARRMEATE, KRB, BRFSF
13 170 EEMER, BRGEN, PERFER, #5ES
14 175 THENES, MR, Bk, REGE
15 86 BLRFAW, ARERAITR, HUWSE

16 101 WIER, BRREY, ARRREL £HR%
17 130 R BiHE, EEBRTTINIEES, FF hniEes
18 147 EHR%, BEAY, BARAR, SNASRET
19 141 RETT, ERER, HwIREL, BRES BRES
20 117 MEEAME SHAELE, SEAR, gKiE
21 58 EYSRYE PRERE EERIR SEREY
22 70 ERiEANN, BRYMN, BERSH BERRES
23 54 RHLIRAR, WIERK, BSMRINE

24 %9 RBEME, BRENE, HFRES BURE
25 126 KREERAWE, BRERRE HEREH

26 64 ERED, WHT(L, MERN, TEES

21 44 BERHE, Byse, AXERL, ZAHRE
28 59 BRERAR, MERFE PHURE EFHRF
29 150 2 FMBARE, BREAR, AEt, B
30 155 RESE, LEENERAE RREEF ESEET

Table 3. English standard substantival MWE set. Only some examples are given due to space limitation.
For convenience, all MWEs are converted into lower cases

Doc No.  #of MW Examples
1 23 group exports, world surplus, export quota, national stock
2 28 national amusements inc , management proposal , merger plan , broadcast

licenses , cable television

3 42 united states , commercial banks , cash loans , third world debt
4 34 industrial output, inflation pressures, federal reserve, monetary policy, steve slifer
lehman
5 32 wall street, berger cyrus, lawrence inc, brazil citicorp
6 29 leading industrial nations, currency stability, us officials, financial markets,
economic growth
7 36 federal regulators, boyd Jefferies, los angeles, new york
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8 30 american express, shearson lehman brothers, nippon life insurance co

9 25 mickey levy, reagan administration, trade deficit, domestic demand

10 33 us banks, mexican committee bankers, finance minister

11 44 uk government,united states,trade industry, japanese communications companies

12 27 exchange rate, currency stability, national sovereignty

13 29 capital investment, trade deficit, treasury bonds, federal funds

14 33 trade minister, foreign ministry, sebastiao rego barros, developing countries

15 25 industrial nations, united states, developing world, debt crisis, international

monetary fund
16 53 interest rate, finance ministers, central bankers, global debt, economic situation
17 31 wall street, budget plan, domestic programs, spending levels, senate budget
committee
18 54 manhattan bank, money market, interest rate fluctuations, stock markets,
corporate bond market
19 34 credit markets, policy shift, economic growth, us banks, developing countries,
composite index, economic indicator, federal funds
20 36  monetary sources, european markets, policy coordination, finance minister, trade
balances, reagan administration

21 39 us economy, washington house, trade bill, president reagan trade war, lanston co
inc, lending rates,

22 24 interest rates, us inflation, central banks, us currency, overseas rates, monetary
policy, funds rate

23 26 global trade imbalances, foreign investors, mellon bank

24 30 treasury secretary, james baker, reagan administration, government bonds,
monetary sources

25 42  economic imbalances, world economy, industrial nations, annual meeting, finance

ministers
26 42 prime minister, yasuhiro nakasone, president reagan, trade dispute, short-term
rates, us treasury, us rates
27 29 stock market, white house, william schneider, dow jones
28 29 personal computer, ibm software standard, international business machines corp,
operating system, death sentence
29 23 uk reserves, lending rates, general election, foreign currency, gold reserves,
market tendency, chancellor exchequer
30 57 venice summit, third world, debt crisis, military situation, gulf co-operation,

exchange rates, trade surpluses, government officials

6.2 Experimental design

Figure 5 is the complete process of using statistical methods mentioned in this paper to
extract substantival MWEs comparatively. After candidate generation using N-gram method
specified in Section 5.1, all the candidates and individual words, and their frequencies in
corpus are stored in the candidate collection and the individual word collection, respectively.
For XSSC text collection, 662, 470 unique candidates and 16,995 unique individual words are
produced. And 396,764 unique candidates and 14, 838 unique individual words are obtained
from the candidate generation from Reuters text collection.

It should be pointed out that, in fact, rare occurrence and extreme occurrence may cause
negative effects on association measure. Although recently smoothing technique is proposed
for this purpose, there is no effective remedy to attack these two problems. Hence, we set
smallest number of occurrence of individual word in substantival MWE as 3 for both Chinese
and English. The largest number of occurrence of individual word in Chinese substantival
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MWE is set as 3000 and for English individual word; it is 1000 because above these two
thresholds, the words are usually extremely frequently used words such as “dIrs” and “mIn” in
Reuters text.

Text Collection

v

Part of Speech Tagging

v

Candidate Generation

v
v v
Ranking by Ml Ranking by EMICO Method

| |
v

Evaluation

Figure 5 The framework for comparison between MI method and EMICO in substantival MWE
extraction from Chinese and English text, respectively.

6.3 Evaluation

Table 4 is the Chinese substantival MWE candidates extracted by mutual information
and EMICO, respectively. As for 20 instances with top association values, MI has extracted
the MWE candidates with the following two characteristics: 1) the extracted MWE candidates
have longer length, i.e. they contained more words than EMICO; 2) the frequency of a MWE

candidate in text is almost equal to its two subordinates’ frequency such as “EZ&/F/RE” (3

times) to “&3” (3 times) and “H/F 3" (3 times). For EMICO, the MWE it extracted has

the following two characteristics: 1) it has shorter length compared with the MWE candidate
from MI; 2) the frequencies of its subordinates have great difference and one of its
subordinates has frequency almost as many as frequency of this MWE candidate. For

instance, the frequency of “BE{&ME/EE” is 5, the frequency of “Ef&ME” is 6 and the

frequency of “¥&J%” is 283. We can explain the difference of MWE candidate length between

MI and EMICO is made by two factors: the first is from the mechanism of MI used for
extracted MWE candidates more than two words, that is, the longer is the candidate, the larger
association value it will have in MI method; the second is from the mechanism of collocation
optimization in EMICO, that is, it decided the “optimal” length of a MWE candidate based on
association variation of candidates in a candidate set that makes the longer candidates having
less possibility to be a MWE candidate than short candidates. The different characteristics in
MWE candidate frequency between MI and EMICO can be explained as the result that
EMICO has laid more emphasis on unsymmetrical co-occurrence when measuring word
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pair’s association than MI. As for the 20 MWE candidates with smallest association value, the
extracted MWE candidates from both MI method and EMICO have very similar
characteristics: the frequency of extracted MWE candidate is very small whereas the

frequencies of its subordinates are relatively very large. For instance, in MI method, “#&0/+
£/ 2" has the frequency as 3 but “£&M” has the frequency as 153 and “+ 2/ £ has the
frequency as 27. In EMICO method, “& E/#8¥}” has the frequency as 7 but “/&E” has the

frequency as 25 and “#R%}” has the frequency as 79. Thus, we can regard the MWE

candidates with smallest association values in both Ml and EMICO as with independent
subordinates.

Table 4. Chinese substantival MWE candidates extracted by mutual information and EMICO

substantival MWEs extracted by mutualsubstantival MWEs extracted

information by EMICO
20 MWE  candidates withyps 51/ 22 /89— N3 AR B 3/ T A /R FRER
largest association measures
/B B/HI/45 Balan/heeger/Zi % B RR
fBil/pro/ B R /129/ 255 O IE/IRIR
BEE/58 — I BB/ R F/ 8/ 4E/B FL/BZEI2W
RZ/MEE RIZIFR+
% E/Syracuse/ K 2 /5K /2 52/ B % RIERRL
ERSESFIRES o/ A /B
MIEEIERKRZ/IZ R RIBER HIR/F=1
H— 42/ 5z (A HHE /5
BITBRIKSE B8, 3¢ /8 I 2%
BRI /0B BRI+
EIEBIBHBLX/—I3/3R qMRa/ERE
BIvE/R/N/BE KTMATIZR
Bt /&8 #/ER KT Rk RMEBIER
KB/ Z/BB/A SR
ET/MIRE BEES/EERARE
RWEF Y/ /M5 WREST/RT
BHEIBWBX/—/zhiER RE/ERITRE
BU/MAMEEREITE/TE/R/ETF BB YIFR
AL R/ER/ R A HISIRR/E KR =
20 MWE  candiates  Withy) s e, s 425 ¢ A /AT 5% ¥RIRRIKE
smallest association measures
SRIGAK £ 13 L FHlIaIER R
N AITLRE BB/ R
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(B~ T B AR

N BFIRRINIFER FaLR/A
BEB/RBITN CAEPVEA LIPS
BEER/E IR/ BRI
RA/H R R B TFHLZEIEY
E G /& 23k B/ Z 4
BB/ CIEBIRBE
LEIEIMN R IR RERE
BU/+E2/BE SEIRIR IS F
N/ A [R5 R /5 BURIR
FIEBRIS/ERIMIHR 815 FIEAE AR %
/B E/BE L RI=S5E
ZIEWURZI2WER MARIL/BEH
T B/ 55T 58EERESE
BEIE/IRBEE 58 A/ B/ T B/ FT
RINREI D #/BR
FIELEIFUZ BEARF/BA
Table 5. English substantival MWE candidates extracted by M1 and EMICO
substantival MWESs extracted by mutual information substantival MWEs extracted by
EMICO
20 MWE action/ec/industrial/union/leader/lord ray burnham/lambert
candidates  talking/us/regulators/trying/drive donaldson/Lufkin
with matches/orders/electronically/allows/anonymous/negotiation kidder/peabody
largest move/broaden/arbitraging/opportunities/sfe/traders harris/upham/co
association  capital/adequacy/ratio/goes/effect dai-ichi/kangyo/bank
measures  forced/reagan/automatically/impose/quotas/tariffs kidder/peabody/co
brokerage/firms/office/switzerland/clearing/members marketing/years
several/lawmakers/argued/new trade goldman/sachs/co
regan/protégé/sprinkles/chances cubic/feet
roger/hemminghaus/chairman/refining/marketing/company jardine/fleming/securities
packages/may/effect/essential/future/bank bourses/zurich/geneva
long/co/investors/more/interested/stock burnham/lambert/inc
kangyos/increase/stake/chekiang/first/bank year chairman/council
tax/rates/greatly/increase/private/production ford/motor
result/consultations/countries/whether/corrective bourses/zurich/basle
foreign/investors/brokerage/houses/us/oil/companies jardine/fleming
own/politicking/talking/us/regulators/trying/drive bourgeois/liberalism
allies/reagan/administration/vice- drexel/burnham
president/george/bush/treasury feedgrains/sorghum/barley/oats
intervention/so/many/nations/unprecedented/recent/years integrated/circuit

19



20 MWE administrations/opposition limitation/japanese/banks

candidates  applications/supercomputers referring/both/brazil

with yen/paris/accord expand/international/prominence

smallest interest/rate/currency swap tokyo/traders/holidays

association  japan/us/west/germany established/three-way

measures us/japan/west/germany half-point/cut
treasury/secretary/baker advisory/asset/management
market/stop/selling mO0/measure
greater/flexibility paris/club/western
opening/closing across-the/board
cojuangco/shares paris/club/first
speculative/selling exposure/brazil
higher/government/borrowing james/capel/london
Banking/supervisory/office makers/boost/chip/imports
nakasone/prime james/baker/considered/tokyo
producer/quota/shares conduct/offshore/funding
debt/forgiveness currently/valued
opposition/administrations electric/credit/notes
billion/yen/economic /package guaranty/trust/co
negotiations/international/coffee james/baker/october

Table 5 is the English substantival MWE candidates extracted by MI and EMICO,
respectively. For the top 20 MWE candiates, similarly with the situation in Chinese, MWEs
extracted by MI has longer length than those from EMICO and their frequencies are at close
ranges of their subordinates’ frequencies. We also can use the same reasons as in Chinese to
explain this outcome. For the last 20 MWE candidates, most candidates have similar
characteristics as in Chinese. Moreover, we found an interesting case for MI method: it gave
the MWE candidate “treasury/secretary/baker” a low score despite it is a right substantival
MWE. We checked that the frequency as “treasury/secretary/baker” is 34, “treasury” is 138
and “secretary/baker” is 40. This is a typical case as unsymmetrical co-occurrence in word
pair and a high association measure would be given to “treasury/secretary/baker” if EMICO is
employed. Unfortunately, M1 cannot deal with this kind of case.

Figure 6 is the performances of MI and EMICO on Chinese and English substantival
MWE extraction, respectively. Recall and precision were used to measure their performances
by comparing the extracted substantival MWE and standard substantival MWE in the
randomly selected 30 documents for both Chinese and English. Here, for MI, CRL is the
threshold of percentage at which point the candidates with larger association values were
regarded as substantival MWEs. And for EMICO, CRL is used to eliminate candidates with
smaller association values than the value at this point for further selection.
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Figure 6 The performances of mutual information and EMICO for Chinese and English substantival
MWE extraction at different CRLs, respectively.

We can see that the recall increases and precision declines when CRL is tuned
increasingly from 0.1 to 1.0 for both Chinese and English. The smaller CRL with higher
precision shows the effectiveness of both EMICO and MI method for MWE extraction. The
precision produced by EMICO is convincingly better than that from mutual information
method in both Chinese and English. In recall, EMICO also shows it superiority over mutual
information method except two points on Chinese corpus. Furthermore, we can see that in
precision, the difference between EMICO and mutual information method at small CRLs is
larger than that in large CRLs. This outcome exactly illustrates that when CRL declines,
EMICO removes the candidates which are not substantival MWEs while mutual information
method removes candidates at equal probabilities among those candidates which are
substantival MWEs and those candidates which are not substantival MWEs. It is worth
noticing that the difference in both precision and recall between mutual information and
EMICO is narrowed when CRL increase. We conjecture that this phenomenon happens
because at large CRL level, all candidates have same possibility to be selected as substantival
MWEs so that real substantival MWEs can not distinguish themselves from the false
substantival MWEs. When CRL declines, the difference between the real and false
substantival MWEs is become more and more significant.
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7  Concluding remarks and future work

In this paper, a new approach, EMICO (Enhanced Mutual Information and Collocation
Optimization) is proposed for substantival MWE extraction from texts. Specifically, EMI is
proposed to measure association of word pair and collocation optimization is proposed to
determine the optimal length of a MWE. With EMI, association of a word pair is measured by
the ratio of the probability of the individual words’ being a MWE to the probability of them
not being a MWE. The benefits of EMI include the following two aspects. Firstly, it amplifies
the significance of the intensively dependent word pairs, and distinguishes their association
value from less dependent word pairs, not as uniformly distributed association value as in M.
Secondly, EMI solves unsymmetrical co-occurrence problem by synthetically considering the
proportion of individual words’ occurrence contributed to their common co-occurrence, not
like the situation in mutual information. Collocation optimization, which is based on
association variation of the candidates in the same candidate set, is proposed to determine the
optimal length of a substantival MWE because we conceive that individual words in a MWE
are prone to cluster together and thus the association of words in the MWE is intensified when
an individual word which should be included in this MWE is included in.

To evaluate the performance of EMICO, we carried out a series experiments on the task of
substantival MWE extraction on both Chinese and English documents. The experimental
results demonstrate that, compared with MI, EMICO can improve the substantival MWE
extraction performance singificantly. The better precision of EMICO illustrates that the
association of individual words in a MWE is better characterized by EMICO rather than by
mutual information. And the better recall of EMICO illustrates that EMICO has a greater
potential than mutual information method to capture MWEs from texts. These two points
indicate that EMICO is a promising statistical method for substantival MWE extraction.
Although we only use EMICO for substantival MWE extraction for our research purpose, we
argue that it also can be extended to extract MWESs in other types such as verbal phrases,
preposition phrases, etc.

In future, we will use EMICO for MWE extraction other than substantival MWEs. To do
this, we will combine EMICO with linguistic methods to improve performance of MWE
extraction. Furthermore, we will use the MWEs extracted by our method for text
categorization and information retrieval, so that the contextual knowledge could be integrated
into practical intelligent information processing applications.
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