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Abstract

This research proposes a noise reduction system using microphone array and post-

filtering with the goal of improving the recognition accuracy and robustness of hands-free

speech recognition systems in adverse environments.

Acoustic interfering noise signals dramatically degrade the performance of many speech

applications, such as automatic speech recognition system and speech communication sys-

tem, in practical environments. For example, for automatic speech recognition system,

noises result in the mismatch between the training and testing conditions, further degrad-

ing the performance of recognition system in real-world conditions. For speech commu-

nication system, acoustic noises degrade the quality and intelligibility of received speech

signals. Therefore, noise reduction has been a fundamental enabling technology and an

indispensable component for these applications that must recognize or transmit speech in

noisy environments.

Though the problem of dealing with acoustic interfering noises has been researched

for several decades and is still a challenging research topic due to the complex and time-

varying characteristics of signals (speech and noise signals) and acoustic environments

where the systems perform. In this research, interfering noise signals present in real

conditions are considered to be of two components: localized noise coming from certain

determinable directions and non-localized noise propagating in all directions. Note that

localized noise might include stationary and non-stationary (e.g. sudden) noise compo-

nents, white and colored noise components. Non-localized noise might include coherent

and incoherent noise components as well. Noises with different characteristics from var-

ious kinds of sources make it difficult to construct an effective noise reduction system.

Furthermore, the characteristics of noises do vary with time and environments, further

increasing the difficulty of designing a noise reduction system. Moreover, only the system

with small physical size is preferable because of the limited space, e.g., in car environ-

ments or hearing aid. Also, considering the practical implementation, real-time processing

is generally a “must” for noise reduction systems in real conditions.

To suppress both localized and non-localized noises while keeping the desired speech

signal distortionless, this research proposes a noise reduction system based on microphone

array and post-filtering with the goal of improving the performance of speech recognition

systems in adverse environments. This proposed noise reduction system follows the basic

principle of the multi-channel Wiener filter, which is the optimal solution to the problem of

minimizing the mean square error of the desired speech and its estimate and can further
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be decomposed into a minimum variance distortionless response (MVDR) beamformer

followed by a single-channel Wiener filter.

To deal with localized noise, Mizumachi et al. has reported a subtractive beamformer

based algorithm which consists of three parts: noise direction estimation, noise spec-

tral estimation and desired signal enhancement. However, this method fails to deal with

localized noise in some frequencies and some directions because of the inherent spatial

“NULLs” in its beam pattern. To solve this problem, we propose a hybrid noise estima-

tion technique by combining the subtractive beamformer based multi-channel estimation

approach and a soft-decision based single-channel estimation approach. The estimation

accuracy of this hybrid technique is further improved by integrating a robust and accurate

speech absence probability (RA-SAP) estimator. The experimental results show that this

hybrid estimation technique provides much more accurate spectral estimates for localized

noise than the multi-channel and single-channel estimation technique alone, respectively.

The estimated spectrum of localized noise is then compensated and suppressed from that

of noisy observation on each microphone. This algorithm is able to suppress various lo-

calized noise, especially sudden noise, using a small-size (3-channel) microphone array at

a very low computational cost.

Moreover, note that the subtractive beamformer was derived based on paired micro-

phones with the assumption of a perfectly coherent noise field. However, this assumption

is seldom satisfied in practical environments. To solve this problem, we further develop

a generalized subtractive beamformer by relaxing the assumption of a perfectly coherent

noise field to the one of an arbitrary noise field. Following the ideas similar to those of

the subtractive beamformer presented by Mizumachi et al., the generalized subtractive

beamformer with a generalized sidelobe canceller (GSC) like structure is derived. The

theoretical analysis is also presented to show the linkage between these two beamformers

and to show the theoretical noise reduction performance of the generalized algorithm in

the theoretically well-defined noise fields. The comparison of two beamformers is also

discussed based on the realistic experimental results.

To further deal with the residual non-localized noise (coherent and incoherent noise

components), post-filtering is normally used at beamformer output. Many post-filters,

such as, Zelinski post-filter and McCowan post-filter, have been published so far. However,

their performance is degraded due to the unrealistic assumption of a perfectly incoherent

noise field (Zelinski post-filter) and the assumed a priori coherence function of the noise

field (McCowan post-filter). To solve these problems, we propose a hybrid post-filter

for microphone arrays with an assumption of a diffuse noise field which was proven to

be successful in modelling the noise conditions in many practical environments (e.g., car

environments and reverberant rooms). In the proposed hybrid post-filter, a modified

Zelinski post-filter, which is estimated using the signals on the microphone pairs on which

noises are uncorrelated by considering the correlation characteristics of noise impinging
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on different microphone pairs, is applied to the high frequencies to suppress the spatially

uncorrelated noise; a single-channel Wiener filter is applied to the low frequencies for

cancellation of spatially correlated noise. The proposed hybrid post-filter shows some

advantages: in theory, it is a Wiener filter; in practice, it can deal with both high-

correlated and low-correlated noise components in a diffuse noise field. Experimental

results using various recordings confirm the superiority of this hybrid post-filter with

regard to other comparative post-filters.

The performance of the proposed noise reduction system is finally investigated as a

front-end processor for a speech recognition system. The speech recognition experiments

are performed using multi-channel real-world noise recordings, and the performance of

the proposed noise reduction system is further compared with other traditional noise

reduction systems in terms of speech recognition rate. The speech recognition results show

that the proposed noise reduction algorithm outperforms the other traditional algorithms

in improving the speech recognition performance in the tested adverse environments.

Compared with other traditional noise reduction algorithms, this proposed algorithm

demonstrates some advantages: (1) in theory, it provides the optimal solution to the

problem of multi-channel noise reduction for broad-band inputs in minimum mean square

error (MMSE) sense; (2) it is able to deal with various kinds of noise signals, including

localized and non-localized noise, stationary and non-stationary (e.g., sudden) noise; (3)

it avoids the problems of slow convergence rate and low stability in practical environ-

ments; (4) it can be implemented in real-time mode; (5) it is successful in improving the

performance of hands-free speech recognition systems in adverse environments.

In addition to hands-free speech recognition systems, the noise reduction system pro-

posed in this thesis is also useful and preferable to many other applications. For example,

for speech communication system, it is able to improve the quality and intelligibility of the

received speech signals. For hearing aid, it is able to provide more clean and intelligible

speech, enhancing the performance of hearing aid to hearing impaired with a small-size

microphone array at a low computational complexity in adverse conditions.
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Chapter 1

Introduction

Speech is the most natural and most important means of communication between human

beings. Hence, research on speech sciences and technologies has been going on for cen-

turies to understand the mechanism and process of the production, communication and

perception of speech.

The production process begins with formulating a message that is to be transmitted

from the talker to the listener via speech. The message is subsequently converted into

a language code and a sequence of neuromuscular commands are executed, resulting in

the vibration of a series of structures in the human vocal system and thereby producing

an acoustic signal at the final output. The machine counterpart to the process of speech

production is the speech synthesizer [127].

Once the speech signal is transmitted to the listener via communication channel, the

perception process begins. The incoming acoustic signal is first analyzed along the basilar

membrane in the inner ear. The output signal at the output of the basilar membrane is

subsequently converted into activity signal. Finally the neural activity signal along the

auditory nerve is converted into a language code, which is further understood and com-

prehended within the brain. The machine counterpart to the process of speech perception

is the speech recognizer [127].

From the point of view of signal processing, the field of speech signal processing is

essentially an application of signal processing techniques to speech signals. The explosive

advances in recent years in the field of digital signal processing have provided a tremen-

dous boost to the field of speech signal processing. The rapid development of speech signal

processing techniques has stimulated the emergence and application of many speech tech-

niques and products, such as, speech synthesizer, mobile phone and automatic speech

recognition (ASR) system.
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1.1 Speech recognition applications

Among the speech applications which emerged in recent years, speech recognition systems

are becoming increasingly important in many aspects in modern society. Some applica-

tions of speech recognition systems are of high interest to be mentioned, which provide

the interest and motivation to further research on the speech recognition technology.

Speech recognition systems have influenced on the writing process. The powerful and

intricate connection between thought and speech has recently been recognized. Often, it

is believed that dictating a document allows a writer to produce much more fluid, natural

and expressive writing than if he/she had typed it manually. One extremely promising

area in which speech recognition has already yielded significant benefits is enabling or

facilitating the writing process for disabled writers [166].

Speech recognition systems have influenced on communication. At its core, speech

recognition is a technology centered around the human voice and still our most fun-

damental means of communicating, connecting, and collaborating with others. Speech

recognition could unlock an altogether new form of human-computer communication:

the dialogue-based interface. Dialogue enhances the richness of the interaction and allows

more complex information to be conveyed than is possible in a single utterance. Moreover,

such a means of interaction would provide substantially more flexibility to the user and

offer a more intuitive interface than do conventional systems. Speech recognition could

also have a profound impact on the way humans communicate with each other. Current

forms of interaction, such as blogging or instant messaging, might be forced to adapt (or

become obsolete), as speech systems become more prevalent [166].

Speech recognition systems have influenced on the human-computer interface. Speech

recognition systems hold the potential to unlock the treasure trove of data, creating a

searchable index of information and placing it at users’ fingertips just as conventional

search engines have done with the World Wide Web. Speech recognition systems have

already been proven useful in a number of specific domains of knowledge. Gaming is

another realm of human-computer interaction in which speech recognition could play a

significant role. It has been recognized that the opportunity to add functionality and

enhance the user experience using this technology, making games more lifelike [166].

Specifically, more and more recognition systems are put into use in our daily lives to

switch lights on and off, to control electronic equipments (e.g., TV, keyboards and but-

tons), etc. in a easy and user-friendly interface [123, 127]. Another promising application

is in vehicle environments where recognition systems can be used to retrieve information

from navigation system or perform simple control tasks [26, 61, 108, 119, 164]. As a fun-

damental human activity, meetings also provide an important and potential application

domain for ASR technology [120].
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1.2 Hands-free speech recognition challenges

The past several decades have witnessed the significant advances on ASR technology. As a

result, state-of-the-art recognition systems have demonstrated high recognition accuracy

for the situations where there is a good match between testing and training conditions.

However, their performance drastically degrades when they are applied to real-world en-

vironments. Obstacles to robust recognition systems include degradations produced by

acoustical disturbances, the effects of linear filtering, nonlinearities in transduction or

transmission, as well as impulsive interfering sources, and diminished accuracy caused

by changes in articulation produced by the high-intensity noise sources (i.e. Lombard

effect) [123, 127]. Additionally, when the language/dialogue model becomes more com-

plex, the variability in talking style may increase and one can expect that the talker will

often speak in spontaneous mode, which further deteriorates the performance of speech

recognition systems [127]. As speech recognition and spoken language technologies are

being transferred to real applications, therefore, robustness in recognition technology is

increasingly called for.

This research is particularly interested in those environments in which either safety or

convenience precludes the use of close-talking microphones. For example, while operating

a vehicle, the act of wearing microphones is distracting and dangerous. In a meeting

room, microphones restrict the movement of the participants. In these situations and

others, the users suffer a frustrating experience caused by the close-talking interaction.

Hence, flexibility in the recognition technology is substantially called for to extend its use

in a wide variety of real applications [51, 61, 63, 123].

One of the most attractive feature that improves the flexibility of recognition systems

is hands-free interaction, where the user is not encumbered anymore by hand-held or head-

mounted microphones and can talk up to a distance of some meters from the microphones.

Therefore, hands-free speech recognition offers a remarkable flexibility and represents a

very ambitious task, especially when considered for the applications of moderate and high

complexity [40, 42, 49, 50, 123, 131].

In hands-free technology, as the distances between the user and the microphones grow,

the speech signals become increasingly corrupted by the effects of acoustical interfering

signals (e.g., environmental noise, reverberation and acoustical echo) [42, 123]. Sources of

ambient noises are abundant. For example, in a room, noise sources might include personal

computer, typewriter (from some certain directions) and background conversation of other

people (from all directions, or, from some undeterminable directions). In a vehicle, noises

mainly come from all directions, e.g., generated by wind, especially when the car is running

at high speeds; other noises might come from radio or other passengers with certain

directions. Moreover, environments in which hands-free recognition systems perform are

generally reverberant conditions to a certain degree, which is caused by the reflections

of signals by the walls and the furniture existing in the room [40]. In addition, acoustic
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echo is another type of disturbance for the signals picked up by distant microphones [145].

These acoustic interfering signals substantially degrade the speech recognition accuracy

in noisy environments. Practically, to apply hands-free recognition system in real-world

applications, it would be necessary to account for other various factors related to the

means of hands-free interaction. For example, the talker’s position may be unknown and

time-varying in an unpredictable fashion; head movements, even subtle movements, may

influence the quality of the input signal, due to the sound attenuation and talker radiation

effects [40, 119, 145, 164]. Especially, background noise and acoustic characteristics (e.g.,

reverberation and acoustic echo) of the environment play an important role for hands-free

speech recognition systems.

For these reasons and others, there are many challenging and as yet unsolved problems

in this field. As environmental noise has become one main obstacle to commercial use of

speech recognition techniques in a hands-free interaction. This thesis is mainly focusing

on combating environmental undesirable acoustic noises and enhancing the desired speech

signal, with the objective of reducing the mismatch between training and testing condi-

tions and further improving the performance and robustness of hands-free recognition

systems in real-world adverse environments.

1.3 Noise reduction for hands-free speech recognition

In real conditions, speech recognition systems are often exposed to various kinds of noises,

which might arise from audio equipments, traffic and other speakers present in the envi-

ronments (i.e., cocktail party noise). Noises degrade the quality of speech, resulting in the

mismatch between training and testing conditions and further degrading the recognition

rate of speech recognition systems.

To combat the background acoustical noises and improve the performance of speech

recognition systems in the presence of disturbances, two basic ways are possibly adopted:

(1) training the acoustic speech models of the recognizer engine using the speech database

corrupted by the corresponding noises, which is referred to as model adaptation; (2) ap-

plying a front-end noise reduction system to suppress the background noises and improve

the quality of the speech signals which are to be recognized [119, 123, 127, 153]. The first

option may yield robust and high recognition performance if sufficient noise scenarios are

included in the training procedure, but the drastic recognition performance decrease is

expected if only limited noise conditions are considered in the training phase (i.e., the

mismatch between training and testing conditions can not be reduced) and/or high time-

varying non-stationary acoustic noise signals are present. Therefore, although the model

adaptation technique has shown acceptable recognition performance in some controlled

conditions, only limited performance improvement can be achieved by using the model

adaptation technique in real noisy conditions [123, 127, 153]. Considering the complex
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and time-varying characteristics of real noisy environments, the second option (i.e., a

front-end processor) provides a promising solution to the problem of suppressing the un-

desired noise signals, and has been widely researched and used as a front-end processor

for speech recognition systems due to its effectiveness and flexibility. This kind of algo-

rithm is based on the fact that the increased speech quality will also improve the speech

recognition performance, which was proved to be effective although they are not corre-

lated directly [119, 123, 127, 153]. This research is focusing on developing a practically

effective and computationally efficient noise reduction system as a front-end processor to

improve the recognition performance and robustness of a speech recognition system in

adverse environments.

1.4 Noise reduction challenges

As a very effective way of increasing the speech quality and improving the performance

of speech recognition systems, noise reduction has been studied for several decades and

is currently still a challenging research topic. So far, a wide variety of noise reduction

algorithms have been published [1, 3, 6, 11, 13, 22, 28, 43, 44, 52, 54, 62, 79, 80, 100, 114,

152], however, few of them can be applied to and can achieve acceptable noise reduction

performance in practical environments.

The challenges are mainly caused by the complex and time-varying characteristics of

the signals (speech and noise signals) and practical acoustic environments where recogni-

tion systems perform. Desired speech signals have a broad-band and high time-varying

spectral components [40]. In practical environments, interfering noise signals are of very

complex and time-varying properties. Take the noise condition in a car environment as

an example. Noises generated by winds around the car come from all directions and have

slow time-varying spectral components including coherent and incoherent noise compo-

nents as well, which are generally modelled as diffuse noises [40, 88, 108]. Noises generated

by engine come from certain directions and have slow time-varying spectral components.

While, undesired interfering noises, such as passenger’s voice and radio, have some de-

terminable directions and highly non-stationary speech-like spectral components. Noises

with different characteristics from various kinds of sources make it difficult to construct

an effective noise reduction system. Furthermore, the characteristics of noises do vary

with time and environments in a unpredictable fashion, further increasing the difficulty of

designing a noise reduction system [26, 61, 119, 164]. Additionally, only the system with

small physical size is preferable because of the limited space, e.g., in car environments

and for hearing aids. Also, considering the practical implementation, real-time processing

is generally a “must” for noise reduction systems in real conditions [1, 2, 3, 40, 145].
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1.5 State-of-the-art noise reduction techniques

To suppress various background noises, a variety of noise reduction algorithms have been

published in the literature [1, 2, 3, 6, 11, 13, 22, 28, 43, 44, 52, 54, 62, 79, 80, 100,

114, 142, 144, 152]. The different noise reduction algorithms can be classified into two

categories, single-channel technique and multi-channel technique, according to the number

of microphones needed in the implementation. In this section, we will summarize the

different state-of-the-art noise reduction algorithms presented in the past several decades.

1.5.1 Single-channel noise reduction

A variety of single-channel noise reduction techniques, which exploits spectral and tem-

poral differences between the speech and noise signals to suppress acoustical noises, have

been proposed for speech recognition purposes [46, 67, 102]. Basically, these single-channel

techniques compute estimates of the short-term spectral characteristics of the speech and

the noise. These estimates are then combined according to a certain optimization criterion

to produce an enhanced speech signal.

Single-channel noise reduction algorithms can be broadly classified into parametric

and non-parametric approaches. Parametric techniques model the speech and sometimes

also the noise as a stochastic auto-regressive (AR) model [53, 124]. Based on the es-

timates of AR-parameters, a Kalman filter is computed which is then applied to the

noisy speech signal. Non-parametric techniques do not estimate the speech parameters,

but rather exploit an estimate of the noise statistics to produce an enhanced speech sig-

nal [6, 13, 43, 44, 45, 152]. In recent years, non-parametric techniques have been paid more

attention and been dominant techniques in the single-channel scenarios. Single-channel

noise reduction and speech enhancement techniques normally operate in the transform

domain: the frequency domain by the discrete Fourier transform (DFT) [6, 13, 43, 44],

the wavelet domain by the wavelet transform [70], the discrete cosin transform (DCT) do-

main [142, 144] and in the domain using the Karhunen-Loeve Transform (KLT) [45, 128].

In non-parametric techniques, several typical noise reduction algorithms with their vari-

ants are of interest to be mentioned. Spectral subtraction first calculates the short-time

spectral estimates of noise signals and then reduce the noise estimates from those of

noisy observations [6]. Some improvements on spectral subtraction were performed by

non-linear techniques [13], in other transform domains (e.g., wavelet domain, cepstral

domain and DCT domain) and by combining some other signal modelling or estima-

tion techniques [64, 72, 121, 140, 162]. Wiener filter, in principle, is closely related

to spectral subtraction and yield the optimal solution in minimum mean square error

(MMSE) sense [146]. Single-channel subspace-based techniques decompose the space of

noisy signals into the perpendicular noise-only subspace and speech-plus-noise subspace

by the means of a generalized singular value decomposition (GSVD) (or the KLT). The
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desired speech signal is then enhanced by extracting the speech components from the

components in speech-plus-noise subspace based on some optimization criterion with cer-

tain constraints [45, 128]. Another class of single-channel noise reduction techniques,

referred to as stochastic modelling based algorithms, has been paid more attention in

recent years [22, 58, 59, 107, 134]. In these techniques, speech and noise are assumed to

follow a certain priori distribution (e.g., Gaussian distribution, Laplacian distribution and

Gamma distribution) in some transformed domain (e.g., spectral domain, power spectral

domain). Model parameters of speech signal are then estimated according to a certain

optimization criterion (e.g., MMSE or maximum a posterior (MAP)) and speech signal

is finally recovered based on the estimated parameters of speech model.

The key point for single-channel non-parametric noise reduction algorithms is to cal-

culate the noise spectral estimates with a high accuracy. Generally, single-channel speech

enhancement techniques assume that the noise statistics are more stationary than the

statistics of speech so that they can be estimated during noise-only periods. Hence, tra-

ditionally, the noise signal estimate is commonly adapted from the most recent recording,

i.e., a few seconds before the speech is present, or voice activity detection (VAD) algo-

rithms are used to distinguish the each frame and/or each frequency bin to noise-only

or speech-plus-noise period and the noise signal is then estimated in the detected noise-

only periods [15, 27, 58, 69, 150]. Recently, a minimum statistics approach has been

proposed by Martin [105, 106]. In this approach, the power spectral densities of the

observed noisy signals in the past several frames are stored and the noise power spec-

trum is then estimated by tracking the minimum value of the stored spectra. This noise

spectral estimate is finally compensated by the fixed [105] or adaptive [106] bias com-

pensator. The minimum statistic noise estimation technique is able to update the noise

spectrum even in speech present periods [105, 106]. In addition, note that the VAD-based

noise estimation technique is exactly a hard-decision mechanism since each frame and

frequency band are judged as speech-present or speech-absent state absolutely. The per-

formance of this hard-decision technique can be further improved. Therefore, recently,

a soft-decision based noise estimation approach has been proposed and widely used as

well [5, 28, 29, 31, 32, 34, 55, 101, 141, 143]. The soft-decision estimation approach con-

siders, from the stochastic point of view, the probability of one frame and one frequency

band which include desired speech components. Therefore, it also can update the noise

spectral estimates even in speech active periods in a soft-decision mode by integrating the

speech presence/absence probability.

Remark

Although an increase in global SNR has been reported in many cases, single-channel

noise reduction algorithms have so far produced no or limited benefit for improving the
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local SNR in each frequency band since they can only differentiate between signals that

have different temporal and spectral characteristics. Further, they only showed very

limited capability in improving the performance of speech recognition systems [6, 13, 43,

44, 46, 67, 152]. This fact indicates that an increase in SNR does not automatically

yield an increase in recognition rate. In real conditions, the speech and noise signals

are considerably overlapped in the time-frequency domain, which makes it extremely

difficult for single-channel techniques to substantially eliminate most of noise components

without introducing speech distortion and artifacts (e.g., musical noises). Especially in low

SNRs and spectrally highly non-stationary noise (such as babble noise) which are typical

ingredients of a cocktail-party situation, the single-channel noise reduction techniques

suffer from a low noise reduction performance [6, 44, 46, 67]. As a result, single-microphone

techniques can achieve very limited improvements in suppressing noise and enhancing the

speech recognition performance.

The limited benefit of single-microphone techniques for speech recognition is mani-

fested by the growing tendency in the development of recognition systems towards the

use of directional microphone(s) and/or multi-microphone techniques in recent years [12,

17, 111, 120, 127]. In addition to the temporal and spectral characteristics, the multi-

microphone techniques also allow to exploit the spatial diversity of the speech and noise

signals, resulting in the highly improved noise reduction performance and speech recog-

nition accuracy [12, 17, 110, 111].

1.5.2 Multi-channel noise reduction

To overcome the performance limitations of single-channel noise reduction techniques

which use the temporal/spectral characteristics of speech and noise signals, multi-channel

techniques have attracted more research interests and showed great potential ability in

reducing noise by exploiting the additional spatial information of signals and environ-

ments [1, 2, 3, 8, 9, 12, 17, 18, 23, 24, 26, 32, 33, 34, 36, 39, 40, 42, 48, 49, 51, 52, 54,

61, 62, 73, 74, 79, 81, 82, 83, 95, 100, 103, 113, 114, 115, 120, 123, 135, 136, 145, 148,

154, 155, 157, 163, 164]. In most scenarios, the desired speech source and interfering noise

source are physically located at different positions in space. Exploiting the spatial diver-

sity of the signals, multi-channel techniques can steer a main beam towards the desired

speech source and/or nulls towards the interfering noise sources. The use of spatial diver-

sity further provides more noise reduction ability to multi-channel techniques. Generally,

multi-channel techniques can be classified into beamforming techniques and blind source

separation techniques.
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Beamforming techniques

The first class of beamforming techniques is fixed beamforming. In fixed beamforming

techniques, the filter coefficients are normally optimized so that a beam is steered to

the direction of the desired signal while suppressing the background noise coming from

other directions as much as possible. These optimized filters are fixed, independent of

the input signals, and then applied to the multi-channel microphone inputs. Typical

fixed beamforming techniques include delay-and-sum beamforming [17, 83], differential

microphone arrays [42, 83] and superdirective beamforming [8, 39]. Fixed beamforming

techniques are widely used in the conditions where the acoustical characteristics do not

change with time. However, using the fixed beamforming techniques, it is generally not

possible to design arbitrary spatial directivity patterns for arbitrary microphone array

configurations and design spatial directivity patterns which can be optimized to the time-

varying acoustical environments [83].

The second class of beamforming techniques is adaptive beamforming. In contrast

to fixed beamforming techniques, adaptive beamforming techniques make use of data-

dependent filter coefficients that are adapted to respond to time-varying environments,

yielding a better noise reduction performance than fixed beamforming techniques, particu-

larly if the number of interferences is small (i.e., smaller than the number of microphones)

and in the acoustic environments with less reverberation [7, 12, 23, 24, 40, 49, 52, 62, 79,

83, 103, 108, 145].

Adaptive beamforming techniques (e.g., the Frost beamformer [52, 148]) typically

solve a linearly constrained minimum variance (LCMV) optimization problem, keeping

the signals arriving from the desired look-direction (i.e., ideally the direction of the desired

speech source) distortionless while suppressing the signals from other directions by mini-

mizing the output power or output noise power. A generalized sidelobe canceller (GSC)

beamformer [62], first presented by Griffiths and Jim as an alternative implementation

structure of the LCMV beamformer, has also been widely researched. The GSC beam-

former transforms the constrained optimization problem as an unconstrained optimization

problem. The GSC beamformer consists of a fixed beamformer, creating a so-called speech

reference signal; a blocking matrix, creating the so-called noise reference signals; and a

multi-channel adaptive filter, eliminating the (noise) components in the speech reference

signal which are correlated with the noise reference signals. In addition, a wide variety

of noise reduction algorithms based on the GSC beamformer have so far been suggested,

which are of interest to be mentioned [8, 17, 34, 34, 49, 54, 69, 122, 145]. Bitzer et

al. presented an alternative implementation algorithm with a GSC structure for the su-

perdirective beamformer and its performance was also analyzed in a diffuse noise field [8].

Fischer et al. proposed to apply a Wiener filter in the upper path of the GSC beamformer

to suppress the uncorrelated noise components and then the correlated noise components

are then reduced by the adaptive noise canceller in the lower path [49]. Recently, the
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GSC beamformer was extended to a transfer function generalized sidelobe canceller (TF-

GSC) beamformer by considering the transfer functions which relate the speech source

and the microphones [54], which was shown to yield high noise reduction performance in

practical environments. Moreover, the theoretical performance of the GSC beamformer

and TF-GSC beamformer was widely examined in the diffuse noise field [7, 122, 145].

However, in all variants of the LCMV and GSC beamformers, adaptive signal processing

techniques (e.g., least mean square (LMS)) were normally used to avoid cancellation of

the desired speech signal, which introduces low convergence rate in practical environments

and low ability in reducing non-stationary noise (e.g., sudden noise) [40, 52, 62, 54, 145].

To accelerate the convergence rate of the adaptive beamformers, the frequency-domain

implementation of the GSC beamformer and the two-dimensional LMS implementation

were introduced and further applied to the GSC beamformer [4, 23]. However, adaptive

processing systems still do not show a high enough convergence rate and a high stability

in real conditions.

Another class of multi-channel noise reduction techniques is multi-channel Wiener

filtering (MWF) [17, 40, 145]. These techniques provide a minimum mean square error

(MMSE) estimate of the (reverberant) speech signal in one of the microphone signals.

In contrast to adaptive beamformer techniques, MWF techniques exploit both spectral

and spatial differences between the speech and the noise sources, resulting in a higher

noise reduction performance and inevitably introduces some speech distortion. Different

MWF techniques include the GSC with single-channel post-filter [17], the MWF using

calibration sequences [57] and the MWF with unknown reference [40, 145]. Traditionally,

the MWF with unknown reference does not need the priori information about the signals,

therefore, it provides much robust noise reduction performance. However, the MWF with

unknown reference techniques introduces very high computational complexity, making it

unreasonable and unfeasible for the practical real-time applications [40, 145].

Blind source separation

Blind source separation (BSS) is another class of multi-channel noise reduction techniques,

which has also been researched in recent years [73, 100, 125, 153]. BSS recovers indepen-

dent source signals by using only the information of mixed signals observed at all input

channels. In this technique, neither the sources nor any information about the way these

sources are mixed is known to the user. The basic assumption of BSS is that the source

signals are statistically independent, which is however not always true in practical envi-

ronments. For BBS technique, there are two basic kinds of implementation approaches,

i.e., the time-domain BSS and the frequency-domain BSS. The time-domain BSS demon-

strates a slow convergence rate due to its high computational cost for long FIR filters in the

convolutive mixture scenarios. To accelerate the time-domain BSS, the frequency-domain

BSS is widely considered by separately considering the instantaneous mixtures at each
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frequency. However, some other problems, e.g., permutation problem, underdetermina-

tion and circularity, are involved in the frequency-domain BSS [73, 100]. These problems

are considered to be inevitable even if the time-domain BSS and the frequency-domain

BSS are combined, where some benefits from the frequency-domain BSS are expected.

Therefore, although BSS seems to be promising approach to estimate speech signal (in

another sense, reducing background noise), their performance will be degraded due to a

large number of problems in the implementation procedure in practical environments.

Remark

Target speech and interfering noise generally originate from different spatial positions,

though they might have similar spectral properties in the time-frequency domain. There-

fore, in comparison of single-channel noise reduction algorithms, multi-channel noise re-

duction algorithms have shown high noise reduction performance with minimum speech

distortion due to the use of the spatial information of the signals in addition to the tempo-

ral and spectral information of the signals. However, a large number of microphones (for

the delay-and-sum beamformer) and adaptive signal processing techniques (for e.g., the

Frost and GSC beamformes) are involved for the beamformering based algorithms, and

the independent assumption between different sources are needed for the BSS algorithms.

Those associated problems degrade the noise reduction performance of the traditional

multi-channel noise reduction algorithms, resulting in the limited improvement of the

recognition accuracy of speech recognition systems in adverse environments. Hence, high-

performance and small-size computationally efficient noise reduction system is preferred

in the development of multi-microphone noise reduction algorithms for speech recognition

systems in real-world conditions. This is also the research objective of this thesis.

1.6 Outline of the thesis and main contributions

In this section, we begin with describing the objectives of the research that is done in this

thesis. Then, we provide a chapter by chapter overview of this thesis and summarize the

main contributions that this research achieved.

1.6.1 Research objectives

In this research, we propose a noise reduction system which is constructed using micro-

phone array and post-filtering for robust speech recognition in adverse environments.

As already mentioned, acoustic interfering noise signals degrade the performance of

many applications in noisy conditions. For example, for speech recognition systems,

background noises result in the mismatch between the training and testing conditions,
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further drastically degrading their recognition performance. To improve the performance

of recognition systems in noisy environments, noise reduction techniques are called for.

The objective of this research is to suppress undesired noises with the goal of improving the

recognition performance of hands-free speech recognition systems in adverse environments.

Noise reduction in real conditions is a challenging research topic due to the complex-

ity and time-variation of the signals and acoustic environments in real conditions. In

practical conditions, interfering noises might include coherent and incoherent noises, sta-

tionary and non-stationary noises, white and colored noises. Therefore, the developed

system should be effective in suppressing various kinds of noise signals. In addition, since

noise signals are also time-varying, the developed system should be adaptive to deal with

time-changing acoustic environments. Moreover, because of some practical factors, e.g.

economy and space limitations, the noise reduction algorithm with small physical size is

acceptable for practical applications, e.g. hearing aid and in car environments. In addi-

tion, considering the practical implementation, real-time processing is generally a “must”

for noise reduction algorithms in real conditions.

In this thesis, we concentrate on dealing with the challenging problem of designing a

low-computation, high-performance system with a small physical size to suppress various

kinds of noise signals for further improving the performance of speech recognition systems

in adverse environments. To do this, we propose a multi-channel noise reduction system.

This is motivated by the fact that more (temporal, spectral and spatial) characteristics

of desired signals and interfering signals can be exploited in multi-channel techniques.

Consequently, compared to single-channel techniques, multi-channel techniques provide

substantial superiority in reducing noise and enhancing speech due to their spatial filtering

capability in suppressing the interfering signals coming from directions other than the

specified look-direction. The high noise reduction capability of multi-channel techniques

make them preferable to improving the performance and robustness of hands-free speech

recognition systems in noisy conditions.

Specifically, in this research, the undesired noise signals are considered to be com-

posed of localized noise components coming from certain directions and non-localized

noise components coming from all (or, undeterminable) directions. Subsequently, we pro-

pose a multi-channel noise reduction algorithm which applies a (3-channel) microphone

array system based on the beamforming technique to eliminate the localized noise com-

ponents due to the high ability of microphone arrays to suppress the localized noises, and

applies a hybrid post-filter which is designed with the assumption of a diffuse noise field

to eliminate the non-localized noise components which might be coherent or incoherent.

To suppress the localized noises, we propose a hybrid noise estimation technique which

combines a multi-channel noise estimation approach and a single-channel noise estima-

tion approach. This combination is further enhanced by integrating a robust and accurate

speech absence probability (RA-SAP) which considers the strong correlation of speech ab-
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sence uncertainty between adjacent frequency bins and consecutive frames, significantly

improving the spectral estimation accuracy for localized noises. The more accurate lo-

calized noise spectral estimate is then subtracted from that of the noisy observation by

non-linear spectral subtraction. To suppress the non-localized noise, we propose a hybrid

Wiener post-filter under the assumption of a diffuse noise field. In this hybrid post-filter,

a modified Zelinski post-filter, which fully considers and utilizes the spatial correlations

of noise signals on different microphone pairs, is applied to the high frequencies to sup-

press the spatially uncorrelated noise; a single-channel Wiener filter is applied to the low

frequencies for cancellation of spatially correlated noise. As a result, the proposed noise

reduction system based on microphone array and post-filtering is expected to be able

to suppress both localized noise and non-localized noise with minimum speech distor-

tion, further improving the performance and robustness of hands-free speech recognition

systems in adverse environments.

In comparison of the traditional noise reduction systems, the proposed noise reduction

system has the following advantages: in theory, it follows the principle of the multi-channel

Wiener filter (a MVDR beamformer followed by a single-channel Wiener post-filter) which

provides the optimal solution to the problem of minimizing the mean square error of the

desired speech signal and its estimate; in practice, it is effective to deal with various kinds

of undesired noise signals, it is effective to deal with time-varying highly non-stationary

(e.g., sudden) noise signals, it is a small physical size system with only three microphones,

it is able to be implemented in a real-time mode.

1.6.2 Chapter by chapter overview and contributions

This thesis consists of six chapters. A schematic overview of this thesis is presented in

Fig. 1.1.

Chapter 2 starts with the description of the characteristics of acoustic (speech and

noise) signals and acoustic environments. Special attention is paid to the complex (e.g.,

localized and non-localized, stationary and non-stationary) and time-varying properties

of noise signals present in practical noisy conditions. According to the source types where

noises are generated, a noise signal model is explicitly suggested, consisting of localized

noises coming from certain determinable directions and non-localized noises propagating

in all directions. Based on this signal model, we develop a novel noise reduction system

using microphone array and post-filtering. In theory, the proposed noise reduction sys-

tem follows the basic principle of the multi-channel Wiener filter (a MVDR beamformer

followed by a single-channel Wiener filter); in practically, it is able to suppress various

kinds of noise signals (e.g., localized and non-localized, stationary and non-stationary

noises) with small-size (3-channel) microphone array. This noise reduction system based

on microphone array and post-filtering is the main contribution of this research. The
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basic principle and implementation procedure of this system are explained briefly as well.

In Chapter 3, the problem of localized noise suppression is dealt with. The basic

idea is to first estimate spectra of localized noises which are then subtracted from those of

noisy observations. In this chapter, we first give a brief review of a subtractive beamformer

based noise reduction algorithm on which the proposed algorithm is based and its draw-

backs are also discussed. To overcome these drawbacks, we propose a novel hybrid noise

estimation technique which combines the subtractive beamformer based multi-channel

noise estimation technique and a soft-decision based single-channel noise estimation tech-

nique to improve the spectral estimation accuracy of localized noises. The estimation

accuracy is further enhanced by the a RA-SAP estimator which exploits the strong cor-

relations of speech presence/absence uncertainty between adjacent frequency bins and

consecutive frames, yielding the highly accurate localized noise spectral estimates. The

more accurate spectral estimates are then reduced from those of noisy observations by

non-linear spectral subtraction, improving the localized noises suppression performance.

Moreover, a generalized expression for the subtractive beamformer is developed by

relaxing the assumption of a perfectly coherent noise field to the one of an arbitrary

noise field. Following the ideas similar to those of the subtractive beamformer, the gen-

eralized algorithm with a GSC-like structure is derived. The theoretical analysis is also

presented to show the linkage between these two beamformers and to show the theoretical

noise reduction performance of the generalized algorithm in well-defined noise fields. The

comparison of two beamformers is also discussed and performed based on the realistic

experimental results.

Publications related to this chapter are [85, 86, 87, 88, 89, 92].

In Chapter 4, the problem of non-localized noise suppression is dealt with. To sup-

press non-localized noises, we propose a hybrid post-filter for microphone arrays with an

assumption of a diffuse noise field which was proven to be a reasonable model for many

noise conditions. In the proposed hybrid post-filter, a modified Zelinski post-filter, which

is estimated using the signals on the microphone pairs on which noises are uncorrelated

by considering the correlation characteristics of noise impinging on different microphone

pairs, is applied to the high frequencies to suppress the spatially uncorrelated noise; a

single-channel Wiener filter is applied to the low frequencies for cancellation of spatially

correlated noise. The proposed hybrid post-filter shows some advantages: in theory, it is

a Wiener filter; in practice, it can deal with both high-correlated and low-correlated noise

components in a diffuse noise field. Experimental results using multi-channel real-world

noise recordings confirm the superiority of this hybrid post-filter with regard to other

comparative post-filters.
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Publications related to this chapter are [90, 93].

In Chapter 5, we begin with the introduction of the principle of speech recognition

system which consists of feature extraction and decoding. A speech recognition system is

then constructed to evaluate the performance of the proposed noise reduction algorithm in

terms of recognition rate. Its performance is further compared with other traditional algo-

rithms. The speech recognition results show that the proposed algorithm outperforms the

other algorithms in improving the speech recognition performance in adverse environment.

Publications related to this chapter are [89, 94].

Finally, Chapter 6 provides the overall conclusions of this research highlighting our

contributions achieved in this thesis, discusses some open problems and presents some

suggestions for future research.

1.7 Summary

In this chapter, we first demonstrated the effects of speech recognition systems on our

daily lives, e.g., including on the writing process, on communication and human-computer

interface. Some promising applications are also mentioned in section 1.1.

In section 1.2, we described the importance and challenges of the hands-free robust

speech recognition systems in real-world environments.

In section 1.3, possible solutions to the problems associated with hands-free robust

speech recognition systems were discussed as well. More attention was paid to noise

reduction systems as front-end processors for hands-free speech recognition systems to

improve their performance and robustness in real-world environments.

In section 1.4, we discussed the challenges for noise reduction algorithms, which mainly

includes the complex and time-varying characteristics of acoustic (speech and noise) sig-

nals and acoustic environments.

In section 1.5, we briefly reviewed several widely-used single-channel (e.g., parametric

and non-parametric) and multi-channel (beamforming and blind source separation) noise

reduction algorithms. More attention was paid to the disadvantages and drawbacks of

the traditional single-channel and multi-channel noise reduction algorithms.

In section 1.6, we first showed the research objective of this research, that is, to

construct a computationally efficient and practically effective noise reduction system (with

small physical size) with the goal of improving the performance of hands-free speech

recognition systems in adverse environments. Finally, we demonstrated the chapter-by-

chapter overview of this thesis.
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Figure 1.1: Schematic overview of the thesis.
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Chapter 2

Basic principle and overview of the

proposed noise reduction system

Improving the performance and robustness of hands-free speech recognition systems in

noisy environments is crucial to put them into use in real-world conditions. Noise reduc-

tion algorithms, as front-end processors, have shown great potential in reducing noise and

enhancing the performance of speech recognition systems. In addition to the temporal and

spectral information of the desired speech signal and noise signal which are widely used

in single-channel noise reduction algorithms, multi-channel noise reduction algorithms are

able to exploit spatial information of the acoustic sound filed, demonstrating the great

ability in reducing noise components and preserving the speech components. Therefore,

multi-channel algorithms are becoming more promising and preferred to single-channel

algorithms in enhancing the performance of recognition systems. These superiorities mo-

tivate us to develop a multi-channel noise reduction system to improve the performance

and robustness of hands-free speech recognition systems in adverse environments.

This chapter provides the basic principle and overview of the proposed noise reduction

algorithm with is based on microphone array and post-filtering. It is important for deeply

understanding the whole system described in the forthcoming chapters.

In section 2.1, some characteristics of speech signal, noise signal and acoustic sound

field are firstly introduced, which provides informative cues for designing the proposed

noise reduction algorithm. To suppress additive noise signals, section 2.3 introduces the

multi-channel Wiener filter, which was proven as an optimal solution to the problem of

multi-channel noise reduction for broadband input signals. The multi-channel Wiener fil-

ter can further be decomposed into a minimum variance distortionless responds (MVDR)

beamformer followed by a Wiener post-filter, which provides the theoretical basis for the

proposed noise reduction algorithm. In section 2.4, we describe a signal model which

is much more reasonable in real-world environments. Based on this signal model, we

present a noise reduction system using microphone array and post-filtering which consists

of several parts in its implementation. The function of each part is also presented.
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2.1 Characteristics of signals and acoustic field

The characteristics of signals (speech signal and noise signal) and acoustic environment

have a great influence on the type of noise reduction algorithms to be used and on the

performance of the algorithms. In this section, some characteristics and peculiarities of

speech signal, noise signal and acoustic field are discussed. Only the characteristics that

are important for the algorithms and techniques considered in this thesis are mentioned.

More detailed information on speech, noise signals and acoustic environment can be found

in [40, 127, 145].

2.1.1 Speech signal

Speech is a broad-band signal with frequency components ranging from 100Hz to 8000Hz.

According to the steady-state speech production model, a speech signal is not inherently

band-limited. For speech understanding, however, mainly the frequencies between 300Hz

and 3400Hz are of interest, which is the classical telephony bandwidth. Therefore, in

this case, a sampling rate of 8kHz is usually sufficient to obtain an acceptable speech

quality. However, the intelligibility of the speech signal with the sampling frequency of

8kHz is considerably lower than that of person-to-person speech, which is due to the

loss of high-frequency information and results in the muffling effect of telephone sound.

Therefore, higher sampling frequencies (e.g. 12kHz) are used because of the demand for

high-quality speech. In this thesis, we will generally use a sampling rate of 12kHz, if there

is no clarification.

Speech is a time-varying signal with both time envelop and spectrum continuously

changing. The energy distribution and spectrum of speech signal is both time- and

frequency-dependent. Sometimes speech can be considered as quasi-periodic (e.g. vowels),

at other instances it resembles colored noise (e.g. frication) or impulse-like (e.g. plosive).

Furthermore, speech pauses usually exist between the words and in a typical conversation

more than 50% of the time will consist of silence. This on/off characteristic of speech

signal can be exploited by speech enhancement algorithms, e.g. by using a voice activity

detection (VAD) algorithm which classifies noise-only periods and speech-and-noise pe-

riods. Moreover, these speech pauses alternate with high energetic vowels and plosives,

which significantly increases the short-time energy.

2.1.2 Noise signal

In comparison of speech signal, in general, less is known about the noise sources. Back-

ground noise can originate from a localized noise source coming from a certain direction,

or can be diffuse noise coming from all directions. For instance, in a car environment,

noises generated by the engine and the car radio can be considered as localized noises,
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while noise from the wind passing around the car cabin or from the frication between road

and tires can be considered as diffuse noise. This classification method will be used and

further discussed later in this thesis.

Some of the noise sources are stationary (e.g. fans) or have a slowly time-varying

spectral content, whereas other sources can be highly non-stationary (e.g. radio). The

most difficult problem arises when the noise signals are also speech signals (e.g., concurrent

speakers), which are similar in structure to the desired signal. Furthermore, the noise

sources can be narrow-band or wide-band, intermittent or persistent, and they may have

the same temporal and spectral characteristics as the desired speech signal.

2.1.3 Acoustic environment

The acoustic environment that noise reduction systems perform plays an important role

in hands-free interaction systems, affecting both speech intelligibility and the performance

of speech recognition systems. Moreover, the performance of most noise reduction and

acoustic source localization algorithms is also strongly influenced by the properties of the

acoustic environment.

The acoustic environment is generally characterized by various kinds of background

noise signals. The background noises might be localized noise or diffuse noise, with

the stationary or non-stationary, coherent or incoherent spectral components. Moreover,

all those characteristics are always changing with time and environments in a certain

unpredictable way, as aforementioned. In this thesis, main attention is paid to deal with

various background noise signals.

The acoustic environment is also characterized by reverberation, which is caused by

the fact that acoustic waves are reflected by room walls and by other objects present

in the environment, such that the signals recorded by the microphone array consist of a

direct path signal and multiple delayed and attenuated versions. Obviously, the acoustic

path is different for each source-microphone pair. Since the positions of the sources are

not necessarily fixed and objects can also move around through the environment, acoustic

paths are generally time-varying. It appears that the acoustic path can be modelled

quite well by a linear transfer function. Although reverberation is a undesired signal to

be reduced in practical environments, in this thesis, less attention is paid to deal with

reverberation.

2.2 Signal model and problem formulation

This section describes a signal model and the mathematical formulation of multi-channel

noise reduction algorithms.
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2.2.1 Signal model

Considering a microphone array with M microphones in a noisy acoustic environment,

shown in Fig. 2.1. The signal model, referred to as a generalized signal model in this thesis,

is formulated in the time domain and the frequency domain in the following sections.

Time-domain representation

As demonstrated in Fig. 2.1, the observed signal xm(t) on m-th microphone at time

instance t is generally composed of two components. The first is the desired speech signal

s(t) transformed by the impulse response am(t) between the speech source and the m-th

sensor. The second is the additive noise nm(t). Thus, the received signal in the time

domain is given by:

xm(t) = am(t) ∗ s(t) + nm(t), m = 1, 2, · · · ,M (2.1)

where ∗ represents the convolution operator.

It should be noted that the noise signal nm(t) might be composed of two components,

i.e., localized noises nc
m(t) coming from certain directions and non-localized noise nuc

m (t)

(i.e., diffuse noise) coming from all directions. Hence, the observed noise signal can further

be represented as:

nm(t) = nc
m(t) + nuc

m (t) (2.2)

• The localized noise signals nc
m(t) are generated by some localized noise sources (e.g.,

fan, radio and competing speakers), which can be fixed or moveable in the space.

Some localized noise sources are spectrally stationary or have slowly time-varying

spectral properties (e.g., fan), while others are spectrally highly non-stationary (e.g.,

competing speech and sudden noise).

• The non-localized noise signals nuc
m (t) are generally modelled as diffuse noise (e.g.,

wind noise in car environments) arriving from all directions in the space. In most

situations, these kinds of noise sources are spectrally stationary or have very slowly

time-varying spectral properties.

Frequency-domain representation

Since noise reduction algorithms are usually designed and performed in the frequency

domain, the frequency-domain representation of the signal model is necessary to be given.

The noisy signal is transformed into the frequency domain by applying a window

hm of size L to a frame of L consecutive samples of xm(t) and by computing the K-

point short-time Fourier transform (STFT) on the windowed data. Before the next STFT
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Figure 2.1: Multi-channel noise reduction algorithm.

computation, the window is shifted by R samples, This sliding window STFT analysis

results in a set of frequency domain signals, which can be given by:

Xm(k, `) =
L−1∑

l=0

xm(`R + l)hm(l)e−
j2πkl

L , m = 1, 2, · · · ,M (2.3)

where k (0 ≤ k ≤ K − 1) denotes the frequency bin index, and ` is the frame index.

Furthermore, to facilitate our notation and to avoid normalization factors, we suppose∑L−1
l=0 hm(l) = 1. In the following, we use a sampling rate of fs = 12000Hz, K = L and

L = 2R = 512 and a hamming window.

Applying the STFT to Eq. (2.1), the observed signals on M microphones in the time-

frequency domain can be represented as:

X(k, `) = A(k)S(k, `) + N(k, `), (2.4)

where

XT (k, `) =
[
X1(k, `), X2(k, `), · · · , XM(k, `)

]
, (2.5)

AT (k) =
[
A1(k), A2(k), · · · , AM(k)

]
, (2.6)

NT (k, `) =
[
N1(k, `), N2(k, `), · · · , NM(k, `)

]
, (2.7)

where Xm(k, `), S(k, `) and Nm(k, `) are the STFTs of the corresponding signals xm(t),

s(t) and nm(t) respectively. And Am(k) is the acoustic transfer function between speech

source and the m-th microphone, that is, the STFT of the impulse response am(t), which

is assumed to be time-invariant in the analysis periods. The superscript T denotes the

transpose operator.

2.2.2 Multi-channel noise reduction in the frequency domain

Because most of noise reduction algorithms perform in the frequency domain, we here just

give the general frequency-domain representation of the multi-channel noise reduction.
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As Fig. 2.1 shows, in the multi-channel noise reduction, the observed signals Xm(k, `)

on each channel are transformed by the filters Wm(k, `), which is either fixed or adaptive

filter, and then combined to yield the enhanced speech signal. With the frequency-domain

representation of signals, shown in Eqs. (2.4) - (2.7), the output of the multi-channel noise

reduction reduction algorithm Y (k, `) can be formulated as:

Y (k, `) = WH(k, `)X(k, `), (2.8)

where WH(k, `) = [W1(k, `),W2(k, `), · · · ,WM(k, `)] are the gain functions of the filters,

the superscript H denotes the complex conjugative transpose operator.

2.3 Multi-channel Wiener filter

In this section, we introduce the multi-channel Wiener filter which provides an optimal

solution to the problem of multi-channel noise reduction for broadband inputs in minimum

mean square error (MMSE) sense. Moreover, the multi-channel Wiener filter provides the

theoretical basis for the proposed noise reduction system.

We start to introduce the multi-channel Wiener filter with the definitions of power

spectral density (PSD) and cross-PSD of signals. Let define the PSD of the signal X(k, `)

as:

φxx(k, `) = E
[
X(k, `)X∗(k, `)

]
, (2.9)

with E denotes the statistical expectation operator, and cross-PSD of the signals X(k, `)

and Y (k, `) as:

φxy(k, `) = E
[
X(k, `)Y ∗(k, `)

]
, (2.10)

and the corresponding cross-PSD vector as:

φxy(k, `) = E
[
X(k, `)Y ∗(k, `)

]
. (2.11)

Further, the PSD and cross-PSD matrix are defined as:

Φxx(k, `) = E
[
X(k, `)XH(k, `)

]
, (2.12)

Φxy(k, `) = E
[
X(k, `)YH(k, `)

]
. (2.13)

With the above definitions, the multi-channel Wiener filter is derived in the following.

Consider again the multi-channel noise reduction, shown in Fig. 2.1, with the signal

definitions in Eqs. (2.4)-(2.7), the system output can be written as:

Y (k, `) = WH(k, `)X(k, `) = WH(k, `)A(k)S(k, `) + WH(k, `)N(k, `), (2.14)
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For arbitrary filter coefficients W(k, `), the error between system output Y (k, `) and

the desired speech signal S(k, `) is calculated as:

e(k, `) = S(k, `)−WH(k, `)X(k, `). (2.15)

The square of the error can be calculated as:

φee(k, `) = E

[(
S(k, `)−WH(k, `)X(k, `)

)(
S∗(k, `)−XH(k, `)W(k, `)

)]

= φss(k, `)−WH(k, `)φxs(k, `)− φH
xs(k, `)W(k, `)

+ WH(k, `)Φxx(k, `)W(k, `). (2.16)

Thus, the PSD of the total error in `-frame φee(`) is the sum of the errors across all

frequency bins, given by:

φee(`) =
K−1∑

k=0

[
φss(k, `)−WH(k, `)φss(k, `)− φH

ss(k, `)W(k, `)

+ WH(k, `)Φxx(k, `)W(k, `)

]
. (2.17)

Now, the problem that we are facing is to find the weight factors which minimize the

squared error φee(`). Note that the PSD of the error is exactly real-valued and nonnegative

for all sub-bands, hence, the sum can be minimized by the weight factor W(k, `) which

provides the minimization of the error power φee(k, `) in each k-th sub-band.

Since the error power φee(k, `) is a quadratic function of W(k, `), it has a single global

minimum. The optimal weight factor W(k, `) which minimizes the error power can be

determined by setting the derivation of φee(k, `) with respect to W(k, `) to zero vector [17]:

∂φee(k, `)

∂W(k, `)
= −2φxs(k, `) + 2φxx(k, `)W(k, `) = 0. (2.18)

As a sub-band version of the multi-channel Wiener filter, the resulting expression in its

general form can be given by:

φxx(k, `)W(k, `) = φxs(k, `). (2.19)

With the assumption that φxx(k, `) is nonsingular, the optimal weight factor is written

as:

W(k, `) = Φ−1
xx (k, `)φxs(k, `). (2.20)

With the signal model in Eq. (2.4), the optimal weight factor can be rewritten as:

W(k, `) = φ−1
xx (k, `)φss(k, `)A(k)

=
[
φss(k, `)A(k)AH(k) + φnn(k, `)

]−1

φss(k, `)A(k). (2.21)
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Using the matrix inversion lemma, the optimal MMSE filter can be transformed into [17]:

W(k, `) =

[
φ−1

nn(k, `)− φss(k, `)φ−1
nn(k, `)A(k)AH(k)φ−1

nn(k, `)

1 + φss(k, `)AH(k)φ−1
nn(k, `)A(k)

]
φss(k, `)A(k)

=

[
1− φss(k, `)AH(k)φ−1

nn(k, `)A(k)

1 + φss(k, `)AH(k)φ−1
nn(k, `)A(k)

]
φss(k, `)φ−1

nn(k, `)A(k)

=

[
φss(k, `)

1 + φss(k, `)AH(k)φ−1
nn(k, `)A(k)

]
φ−1

nn(k, `)A(k)

=


 φss(k, `)

φss(k, `) +
(
AH(k, `)φ−1

nn(k, `)A(k)
)−1


 φ−1

nn(k, `)A(k)

AH(k)φ−1
nn(k, `)A(k)

. (2.22)

To further investigate the properties of the multi-channel Wiener filter, we consider the

power of the desired signal at the output of MVDR beamformer, given by:

φsoso(k, `) = φss(k, `)

∣∣∣∣
AH(k)φ−1

nn(k, `)A(k)

AH(k)φ−1
nn(k, `)A(k)

∣∣∣∣
2

= φss(k, `). (2.23)

Obviously, the desired signal component at the MVDR beamformer is distortionless since

it is exactly equivalent to that at the beamformer input. Moreover, the power of the noise

signal at the MVDR beamformer output is:

φnono(k, `) =
AH(k)φ−1

nn(k, `)A(k)[
AH(k)φ−1

nn(k, `)A(k)
]2 =

1

AH(k)φ−1
nn(k, `)A(k)

. (2.24)

Substituting Eqs. (2.23) and (2.24) into (2.22), the multi-channel Wiener filter, as an

optimal solution to the problem of minimizing the mean square error between the desired

speech and its estimation for broadband inputs, can be factorized as [17]:

Wopt(k, `) =
φ−1

nn(k, `)A(k)

AH(k)φnn(k, `)A(k)︸ ︷︷ ︸
MVDR beamformer

[
φsoso(k, `)

φsoso(k, `) + φnono(k, `)

]

︸ ︷︷ ︸
Wiener post−filter

. (2.25)

As Eq. (2.25) demonstrates, the multi-channel Wiener filter can be decomposed into a

MVDR beamformer followed by a single-channel Wiener filter, which provides the theo-

retical basis for the proposed noise reduction system detailed in this thesis. The MVDR

beamformer provides a MMSE estimate of the desired signal under the constraint of a

distortionless look-direction response, yielding a maximum directivity index for a diffuse

noise field. Residual noise at the beamformer output can be further suppressed by a

Wiener post-filter, further improving the noise reduction capability and producing an

improved output SNR.
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2.4 Proposed noise reduction algorithm

2.4.1 Signal model in the proposed system

Consider again Fig. 2.1, which shows the general configuration of multi-channel noise re-

duction algorithms using M microphones. In the proposed noise reduction algorithm pre-

sented in this thesis, a microphone array with three linearly and equidistantly-distributed

omnidirectional microphones is considered in a noisy environment, shown in Fig. 2.2.

The observed signal on each microphone consists of three components. The first is the

desired speech signal s(t) arriving from the direction such that the direction in arrival

time between two end microphones is 2ζ. The second is localized noise signals nc
p(t) ar-

riving from the directions such that the time differences are 2δp(t) (p = 1, 2, . . . , P ) and

the third is non-localized signal nuc
. (t) which propagates in all directions simultaneously

and is normally modelled as diffuse noise. Thus, the observed signals imposing on three

microphones can be given by:

x1(t) = s(t− ζ) +
P∑

p=1

nc
p(t− δp) + nuc

1 (t), (2.26)

x2(t) = s(t) +
P∑

p=1

nc
p(t) + nuc

2 (t), (2.27)

x3(t) = s(t + ζ) +
P∑

p=1

nc
p(t + δp) + nuc

3 (t). (2.28)

Note that in the signal model assumed in the proposed algorithm shown in Eqs. (2.26)-

(2.28), the observed noise signal is considered to be of two components: localized noises

with the certain directions (e.g. fan with fixed direction or other speakers with time-

varying direction) and non-localized noise coming from all direction. In this sense, this

signal model is an elaborated or refined version of the general signal model given in

Eqs. (2.1). This refined signal model is more suitable to design an effective noise reduction

algorithm and to show the respective performance of microphone array and post-filter

which is dependent on the spatial characteristics of the noise field (i.e., the directionality

and non-directionality of the noise sources), which will be seen clearly in the forthcoming

chapters.

2.4.2 Overview of the proposed noise reduction algorithm

With the signal model represented by Eqs. (2.26)-(2.28), the task of our work is to re-

duce both localized noise nc
. (t) and non-localized noise nuc

. (t) while preserving the desired

speech signal s(t) distortionless. The proposed noise reduction algorithm exploits the

beamforming based multi-channel processing technique and a post-filter. The block di-

agram of the proposed algorithm is shown in Fig. 2.3, which mainly consists of spectral
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Figure 2.2: Microphone array and signal model assumed in the proposed noise reduction

system.

analysis/synthesis, time delay compensation, localized noise suppression and non-localized

noise suppression. In the following, we present the brief overview for each part.

Spectral analysis and synthesis

Spectral analysis and synthesis are indispensable components for state-of-the-art noise

reduction algorithms which perform in the frequency domain. Although spectra anal-

ysis/synthesis are not explicitly plotted in Fig. 2.3 which is just for simplicity without

confusion, they are also crucial for the proposed noise reduction algorithm which is a

frequency-domain algorithm.

For spectral analysis, a compromise between frequency resolution and time resolution

has to be made. High resolution in the frequency domain leads to poor resolution in the

time domain and vice versa. Therefore, the highest possible frequency resolution that

does not violate the short-term stationarity of speech could be chosen. Furthermore, the

minimum error in the time domain is only reached if the filters have non-overlapping

frequency regions. Since such filters are physically unrealizable, overlapping of sub-bands

can not be avoided. As a result, the suppression of a noise-only sub-band may affect

adjacent sub-bands containing desired signal components. In this thesis, we will use the

windowing, short-time Fourier transform (STFT), inverse short-time Fourier transform

(ISTFT) and the overlap-and-add method to implement spectral analysis and synthesis.
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Time delay compensation

In real-world environments, the sound signals, especially the desired speech signal, are

transformed by the impulse responses between the speech source and microphones. As

the signal model in Eqs. (2.26)-(2.28) shows, the impulse responses are formulated as

amplitude terms and phase terms. Time delay compensation aims to compensate the

propagation effect (i.e., both amplitude and phase) between speech source and micro-

phones on the desired speech signal. Special attention is paid to compensate the time

delay difference between the desired speech signals on each microphone since the ampli-

tude differences on each microphones are small enough to be ignored with the assumption

that the speech is in the far-filed of the array after steering the main beam to the direction

of desired speech signal.

Time delay estimation is currently also a hot research topic in array signal processing,

a variety of algorithms, generally using the phase information present in signals picked up

by spatially distributed microphones, have been published so far [21, 68, 117]. Given the

geometry of a microphone array, the time delays between difference microphone pairs are

dependent on the direction of arrival (DOA) of signal. There are three main categories

of methods that process this information to estimate time delay or DOA.

The first is the steered beamformer based methods. Beamformers enhance the signals

coming from a certain “look” direction by the use of the available signals observed on all

(or partial) microphones. Thus, if a signal is present in the “look” direction, the array

output power is high, while if there is no signal in the look-direction, the array output

power is low. Therefore, the array can be used to construct beamformers that “look” in

all possible directions and the direction that gives the maximum output power can be

considered an estimate of the DOA (i.e., time delay).

The second is the subspace based methods. These methods divide the cross-correlation

matrix of the array signals into signal and noise subspaces using singular value decompo-

sition (SVD) to perform time delay (i.e., DOA) estimation. These methods are able to

distinguish multiple sources that are located very close to each other much better than

the steered beamformer based methods because the metric that is computed generally

yields much sharper peaks at the correct locations. Both the steered beamformer based

methods and the subspace based methods involve a high computational cost.

The third category consists of two steps, the time delays are first estimated for each

pair of microphones in the array, and the geometry information of array is then combined

to yield the best estimate of DOA. A variety of techniques were reported to compute pair-

wise time delays. The generalized cross correlation (GCC) method and the narrow-band

filtering followed by phase difference estimation of sinusoids are two examples. The phase

transform (PHAT) is the most commonly used pre-filter for the GCC. The estimated

time-delay for a pair of microphone is assumed to be the delay that maximizes the GCC-

PHAT function for that pair. Fusing of the pair-wise time delay estimates (TDEs) is
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usually done in the least square sense by solving a set of linear equations to minimize the

least squared error.

In this thesis, for the explanation simplicity, we assume that the time delay compen-

sation (TDC) has been performed in advance. Further, suppose that for the respective

signals the same symbols are used for notational simplicity, which is done by setting ζ = 0

in Eqs. (2.26)-(2.28).

Localized noise suppression with microphone array

In practical environments, desired speech signal is generally corrupted by noises originated

from various kinds of sources. Some noises might come from the sources (e.g., computer

fan and radio) which are fixed or moveable in the environment. These noises are referred

to as localized noise in the thesis.

To suppress the localized noises, the basic idea of our method is that the spectra of

localized noises are first estimated and then subtracted from the those of the observed

noisy signals.

In general, noise spectrum estimation is a crucial component for most noise reduction

and speech enhancement algorithms. For localized noises, the multi-channel estimation

algorithm is preferable to the single-channel estimation algorithm by the use of the spatial

(directional) characteristics of localized noises. To estimate noise spectrum, a subtrac-

tive beamformer based estimation algorithm was proposed before with the problem of its

failure in some frequencies and directions [1, 3]. To mitigate this problem, we propose a

hybrid noise estimation algorithm which combines a multi-channel estimation technique

and a single-channel estimation technique in a parallel structure. The multi-channel esti-

mation technique was implemented using the subtractive beamformer based method since

it yields much more accurate spectral estimates for localized noises at most instances. And

the single-channel estimation technique was implemented using a soft-decision based noise

estimation technique due to its ability in estimating the spectrum of non-stationary signal.

The combination between the multi-channel and single-channel estimation algorithms are

done in an effective way by the use of a novel robust and accurate speech absence probability

(RA-SAP) estimator. This RA-SAP estimator considers the strong correlation of speech

presence between adjacent frequency bins and consecutive frames and makes full use of

the high estimation accuracy of the multi-channel estimation approach. Therefore, the fi-

nal estimation accuracy for localized noises is greatly enhanced by the suggested RA-SAP

estimator. After obtaining the more accurate noise spectral estimates, they are reduced

from the spectra of observed noisy signals using the non-linear spectral subtraction.

In addition, we present a generalized expression of the subtractive beamformer in an

arbitrary noise environment. This generalized expression is actually a natural extension

of the original subtractive beamformer previously presented by extending the assumption

of a localized (directional) noise field to that of an arbitrary noise field. Furthermore,
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we prove that the multi-channel technique (i.e., two subtractive beamformer based ap-

proaches) is the optimal solution for minimizing the system output with the constrain

of distortionless response in “look” direction, by considering the generalized subtractive

beamformer. That is, the subtractive beamformer is a MVDR beamformer in theory.

Some experimental results are also presented to show the superiority of the generalized

subtractive beamformer in car noise conditions.

Non-localized noise suppression with post-filtering

In practical environments, desired speech signal is generally corrupted by noises originated

from various kinds of sources. Some noises might come from all directions (e.g., wind and

the friction between tyre and road in car environments). Such noise environment is widely

modelled as a diffuse noise field, such as in a car or in a room. These noises are referred

to as non-localized noise in the thesis.

In addition to localized noises, non-localized noise (e.g., background noise) also de-

grades the quality of speech observed on microphones. After suppressing localized noises,

non-localized noise has to be further suppressed. With the assumption of a diffuse noise

field, we present a hybrid post-filter for microphone arrays, which exploits a modified

Zelinski post-filter in the high frequencies, and a single-channel post-filter in the low

frequencies.

For the modified Zelinski post-filter, we consider and make full use of the correlation

of noises on different microphones to improve the noise reduction with minimum speech

distortion. The implementation of the modified Zelinski post-filter consists of four steps:

determine the transient frequencies according to the microphone array geometry; deter-

mine the microphone pairs on which noise is mutually uncorrelated for each frequency;

compute the spectral densities of the desired and noisy signals; compute the gain func-

tion of the modified Zelinski post-filter. The first two steps can be done beforehand since

they are only dependent on the microphone array geometry and independent on the input

signals. Thus, the computational cost will greatly be reduced.

For the single-channel post-filter, we adopted a single-channel Wiener filter in the low

frequencies. The a priori SNR, a crucial parameter used in the Wiener filter, is updated

with the decision-directed mechanism which introduces less “musical noise”.

The proposed hybrid post-filter has some advantages: it is a Wiener filter in theory,

hence, following the theoretical principle of the multi-channel Wiener filter which can

be decomposed into a MVDR beamformer followed by a Wiener filter; in practice, the

superiority of the proposed post-filter is verified by experiments using real-world multi-

channel recordings.
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2.5 Summary

In this chapter, we discussed the characteristics of signals and acoustic environment,

the signal model and the multi-channel Wiener filter, and presented an overview of our

proposed noise reduction algorithm.

In section 2.1, the characteristics of speech signal, noise signal and acoustic envi-

ronment were discussed. Speech is generally characterized by the wide frequency range

(e.g., from 100Hz to 8000Hz) and the spectrum which is time- and frequency-dependent.

Noise signal is generally characterized by stationarity or non-stationarity, narrow-band or

broad-band, directional (i.e., localized noise) or non-directional (i.e., non-localized noise).

Moreover, acoustic environment is generally characterized by reverberation and acoustic

echo, which also disturb the desired speech signal.

In section 2.2, the signal model and the problem to solve are presented based on the

discussions shown in section 2.1. In the signal model, the observed signal on each mi-

crophone consist of a transformed speech signal which is filtered by the acoustic impulse

response between speech source and microphones, and noise signal which is composed

of directional (localized) and non-directional (non-localized) noise. The frequency repre-

sentation of this signal model is also given. Subsequently, the general problem of multi-

channel noise reduction is discussed in the frequency domain since most noise reduction

algorithms perform in the frequency domain.

In section 2.3, we described the derivation of the multi-channel Wiener filter, which

is an optimal solution to the problem of multi-channel noise reduction for broad-band

inputs in MMSE sense. The multi-channel Wiener filter can further be decomposed into

a MVDR beamformer followed by a Wiener filter, which provides the theoretical basis of

the noise reduction algorithm we proposed in this thesis.

In section 2.4, the signal model described in section 2.1 is re-formulated to make the

explanation of our proposed noise reduction algorithm easy to understand. The proposed

noise reduction system consists of spectral analysis/synthesis, time delay compensation,

localized noise suppression and non-localized noise suppression. Each component is de-

scribed with an brief overview. The main idea of the proposed algorithm is: localized noise

components are first estimated using a hybrid noise estimation technique which combines

a multi-channel subtractive beamformer based estimation approach and a single-channel

soft-decision based estimation approach, and then reduced from the observed signals by

the non-linear spectral subtraction; non-localized noise are further reduce with a hybrid

Wiener filter which exploits a modified Zelinski post-filter in the high frequencies and a

single-channel Wiener post-filter in the low frequencies. Two main parts, localized noise

suppression and non-localized noise suppression will be further discussed in detail in the

forthcoming chapters 3 and 4.
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Figure 2.3: Proposed noise reduction algorithm.
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Chapter 3

Localized noise suppression with

microphone array

In real-world environments, the desired speech signal is usually corrupted by various

kinds of noise signals (e.g., localized noise and non-localized noise). As aforementioned

in chapter 2, localized noises are referred to as the noises originated from some (fixed or

moving) point sources, that is, having the determinable directions. In this chapter, we

deal with the problem of suppressing localized noise components with microphone array.

Considering the spatial characteristics of localized noises, the directionality provides

some informative cues for designing an effective noise reduction algorithm. Especially

when multiple microphones are available, in addition to temporal and spectral information

of signals, the spatial information can be fully exploited to improve the noise reduction

performance. Therefore, compared with single-channel noise reduction algorithms, multi-

channel algorithms yield much better noise reduction performance with minimum speech

distortion.

In this chapter, we deal with localized noise components using microphone array. The

basic idea of our algorithm is that the spectra of localized noises are first estimated and

then subtracted from those of the observed noisy signals. To accurately estimate the spec-

tra of localized noises, we propose a hybrid noise estimation technique which combines

a subtractive beamformer based multi-channel estimation approach and a soft-decision

based single-channel estimation approach. The combination of the multi- and single-

channel estimation approaches is greatly reinforced with a robust and accurate speech

absence probability (RA-SAP) estimator. After obtaining the spectra of localized noises,

the estimated spectra are then reduced from those of noisy signals using non-linear spec-

tral subtraction. Furthermore, we extend the subtractive beamformer to a generalized

subtractive beamformer by changing the assumption of a localized noise field to one of an

arbitrary noise field. The generalized subtractive beamformer prove that the subtractive

beamformer using in our noise reduction algorithm is a MVDR beamformer theoretically.

Moreover, some experimental results are also presented to verify the superiority of the
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proposed generalized subtractive beamformer in car environments.

3.1 Introduction

In comparison to single-channel algorithms, multi-channel algorithms have demonstrated

a substantial superiority in reducing noise due to their spatial filtering capability to sup-

press interfering signals arriving from directions other than the specified “look” direc-

tion [17]. Therefore, multi-channel algorithms (e.g., beamformering based algorithms)

have attracted great research interest in recent years.

A variety of beamforming based algorithms have been proposed in the literature [7, 12,

23, 39, 40, 49, 52, 62, 79, 83, 103, 145]. The beamforming algorithms include fixed beam-

forming and adaptive beamforming, which are brief discussed in the sections 3.1.1-3.1.2.

Special attention is paid to the disadvantages of the existing beamforming algorithms

which motivate our research and highlight the advantages of the proposed algorithm.

3.1.1 Fixed beamforming

The simplest beamformer, referred to as delay-and-sum (DS) beamformer, enhances the

desired speech signal by summing the in-phase microphone signals after compensating for

the arrival time differences of the desired sound signal to each microphone by inserting

delays after each microphone, that is, the array is first electronically steered to the look-

direction. The advantages of the DS beamformer are that it is very simple to implement

and that it minimizes the noise sensitivity and hence provides a high robustness against

errors in the assumed signal model. However, a large number of microphones are normally

needed to obtain an acceptable performance in real-world environments.

The superdirective beamformer is another widely studied fixed beamformer [39]. The

supdirective beamformer maximizes the directivity index in the direction of the speech

source for a diffuse noise field. Actually, the superdirective beamformer minimizes the

power of the beamformer output subject to distortionless response for the “look” di-

rection, hence, it is also an MVDR beamformer. The implementation simplicity of the

superdirective beamformer leads to its widely use in some known noise field. However, its

data-independent property results in that only limited noise reduction performance can

be obtained in practical time-varying environments.

3.1.2 Adaptive beamforming

In real-world environments, the characteristics of signals (speech signal and noise signal)

and acoustic condition vary with time, spectrum and space. Adaptive beamformers exploit

all available information of signals and noise field in the way that combines the spatial

focusing of fixed beamformers with adaptive noise reduction suppression, such that they
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are able to adapt to time-varying acoustic environments and generally exhibit a higher

noise reduction performance than fixed beamformers.

The linear constrained adaptive beamformer is first presented by Frost [52]. In Frost

beamformer, the adaptive filters are computed such that the power of the beamformer

output is minimized. Furthermore, some linear constraints are combined to avoid the

speech distortion. Therefore, this filter is also referred to as linear constrained minimum

variance (LCMV) beamformer. With the assumption of zero correlation between the

speech signal and the noise signal, the constraint of the constrained beamformer output

power minimization corresponds to the constraint of the constrained noise output power

minimization. Hence, MVDR beamformer is a special case of LCMV beamformer in this

sense.

A generalized sidelobe canceller (GSC) beamformer, as an alternative implementation

structure of the Frost beamformer and first presented by Griffiths and Jim, has also been

widely researched [62]. In the GSC beamformer, the constrained minimization problem

of Frost beamformer is reformulated as an unconstrained minimization problem which is

more simple for implementation. The GSC beamformer consists of three parts: a fixed

beamformer which electronically steers the microphone array to the direction of interest

(i.e., the speech source) and generates the so-called speech reference signal, a block matrix

which steers the spatial nulls to the direction of speech source and generates the so-call

noise reference signals, and a multi-channel noise canceller which suppress the residual

noise components in the speech reference signal by using a multi-channel adaptive filter.

In the adaptive (e.g., Frost and GSC) beamformers, adaptive signal processing (e.g.,

LMS) is normally used to avoid cancellation of the desired speech signal [52, 62]. However,

adaptive signal processing systems do not show a high enough convergence rate and a high

stability in practical environments. Moreover, the adaptive beamformers only perform

well and provide acceptable performance when the number of interfering noise sources is

less than that of the microphones. Their performance will be greatly degraded by the

reverberation effect and in the scenario where more noise sources exist (e.g., larger than

the number of sensors).

3.2 Proposed localized noise suppression algorithm

To suppress localized noises, as mentioned above in 3.1, many beamforming (e.g., fixed or

adaptive beamforming) based algorithms have been reported with the drawbacks of a large

physical size (DS beamformer), the limited performance for time-varying acoustic envi-

ronment (fixed beamformer) and the low performance in multiple-noise-source scenarios

(adaptive beamformer). These disadvantages make the existing beamforming algorithms

difficult to be put into use in practical acoustic environments.

In this section, we propose a novel localized noise suppression algorithm which deals
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Figure 3.1: Microphone array for localized noise suppression.

with the drawbacks of the conventional beamformers and is able to reduce highly non-

stationary (e.g., sudden) noise, multi-source noise and near field noise with only three

microphones. This proposed algorithm enhances the desired speech signal by subtract-

ing the spectral estimates of localized noises which are computed using a hybrid noise

estimation technique from those of the noisy signals on each channel.

3.2.1 Overview of the proposed algorithm

To deal with localized noises, an array with three microphones is assumed in a noisy

environment, as shown in Fig. 3.1. The time-aligned signals on all channels at the time

delay compensation output are then further processed to estimate the spectra of localized

noises using a hybrid noise estimation technique. The estimated spectra of localized noises

are then reduced from those of the observed noisy signals using spectral subtraction. The

block diagram of the proposed localized noises suppression algorithm is plotted in Fig.

3.2. As Fig. 3.2 shows, the noise spectrum on each channel is individually estimated and

then individually subtracted from the spectrum of the noisy signal on the corresponding

channel. Hence, three enhanced speech signals (localized-noise-suppressed signals) are

outputted, which will be further processed to suppress non-localized noise components by

the post-filter detailed in chapter 4.

3.2.2 Hybrid noise estimation technique

As Fig. 3.2 demonstrates, the localized noise spectrum is estimated and subtracted in each

channel. Since the estimation-and-reduction mechanism performs in each channel in a

similar or same way, to simplify the explanation, we just pay attention to the estimation-

and-reduction mechanism in one channel (e.g., the second channel) to show how the
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Figure 3.2: Block diagram of the proposed algorithm for localized noise suppression.
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Figure 3.3: Block diagram of the proposed algorithm for localized noise suppression on

the second channel.

proposed algorithm works. The proposed algorithm on the second channel is re-plotted

in Fig. 3.3 again for explanation simplification.

The spectra of localized noises are estimated using a hybrid estimation technique

which combines a multi-channel (subtractive beamformer based) estimation approach and

a single-channel (soft-decision based) estimation approach. By integrating a novel speech

absence probability (SAP) estimator, this combination between multi- and single-channel

estimation approaches becomes very close and tight, yielding much more accurate spectral

estimates for localized noises. Furthermore, the accurate noise spectral estimates are then

subtracted from those of the noisy observations, producing the enhanced signal with less

speech distortion.

In the following, we begin to introduce the hybrid noise estimation technique with the

description of multi-channel localized noise estimation approach on which the proposed

hybrid estimation technique is based. The multi-channel estimation approach was first

presented by Akagi and Mizumachi [1, 2, 3, 114, 116] and its performance is further

improved by integrating a single-channel soft-decision based noise estimation approach.

Furthermore, a novel robust and accurate speech absence probability (RA-SAP) estimator

is then presented to improve the estimation accuracy of the hybrid estimation approach

for localized noises.
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A. Multi-channel noise estimation approach [1, 2, 3]

Considering a three-microphone array in a noisy environment, the observed signals are

composed of the desired speech signal, localized noise signal and non-localized noise signal.

Assume that the time delay compensation (TDC) has been performed in advance. At the

TDC output, by setting ζ = 0 in Eqs. (2.26) - (2.28) the signals can be rewritten as:

x1(t) = s(t) +
P∑

p=1

nc
p(t− δp) + nuc

1 (t), (3.1)

x2(t) = s(t) +
P∑

p=1

nc
p(t) + nuc

2 (t), (3.2)

x3(t) = s(t) +
P∑

p=1

nc
p(t + δp) + nuc

3 (t), (3.3)

and their STFTs in the time-frequency domain are:

X1(k, `) = S(k, `) +
P∑

p=1

N c
p(k, `)e−2jkπδp + Nuc

1 (k, `), (3.4)

X2(k, `) = S(k, `) +
P∑

p=1

N c
p(k, `) + Nuc

2 (k, `), (3.5)

X3(k, `) = S(k, `) +
P∑

p=1

N c
p(k, `)e2jkπδp + Nuc

3 (k, `), (3.6)

where X.(k, `), S(k, `), N c
. (k, `) and Nuc

. (k, `) are the STFTs of the corresponding signals.

The multi-channel noise estimation approach consists of three steps: desired signal

cancellation, noise direction estimation and noise spectral estimation, shown in Fig. 3.4.

The desired speech signal is first cancelled by steering the spatial nulls to the direction of

the desired speech signal, which yields the noise-only outputs. The directions of localized

noises are then estimated based on the noise-only outputs using the generalized cross-

correlation (GCC) based direction estimation method in each sub-band. The spectra of

localized noises can further be calculated using the estimated directions and the noise-

only outputs in each sub-band and finally are combined across all sub-bands. Each step

will be described in the following in detail.

1. Desired signal cancellation

Model of the system used to estimate/reduce localized noises is constructed based

on the knowledge about auditory physiology and/or psychoacoustics [1, 2, 3]. A

model of neural-cancellation system is used to design our filters. In the original

cancellation method, a periodical desired signal with periodicity of T is subtracted.

Considering the delay time T to be the interaural time difference (ITD) for spatial

38



Desired Signal

 Cancellation

Noise Direction

   Estimation

Noise spectrum 

   Estimation

( )x t

δ

ˆ ( , )
cN k l

Figure 3.4: Multi-channel noise estimation approach.

filtering, we design the method form the engineering point of view, shown in Fig. 3.5.

According to the basic circuit shown in Fig. 3.5 and with the signal models in

Eqs. (3.1)-(3.3), the time-aligned microphone signals x1(t), x2(t) and x3(t) are first

shifted ±τ in the time domain (τ 6= 0) and two beamformers in the time domain

are constructed as [1, 2, 3]:

u13(t) =
1

4

{[
x1(t + τ)− x1(t− τ)

]
−

[
x3(t + τ)− x3(t− τ)

]}
, (3.7)

u23(t) =
1

4

{[
x2(t + τ)− x2(t− τ)

]
−

[
x3(t + τ)− x3(t− τ)

]}
. (3.8)

In order to simplify the implementation, the differences of non-localized noises at

different microphones are assumed to be small enough to be ignored, which is nor-

mally satisfied in a diffuse noise field. The two beamformers in the frequency domain

can then be calculated as:

U13(k, `) = sin
(
2kπτ

) P∑
p=1

N c
p(k, `) sin

(
2kπδp

)
, (3.9)

U23(k, `) = sin
(
2kπτ

) P∑
p=1

N c
p(k, `)ejkπδp sin

(
kπδp

)
, (3.10)
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Figure 3.5: Basic circuit of the multi-channel noise estimation/reduction system [1, 3].

where N c
p(k, `) is the STFT of the noise nc

p(t). Note that the outputs of two beam-

formers do not include the desired speech components, which have been cancelled

successfully.

2. Division of frequency band into sub-bands

Since that the sum of sinusoidal waves becomes a sinusoidal wave in a narrow sub-

band [3], we divide the full frequency band into several narrow sub-bands. Then we

can further assume that the multiple noise sources can be regarded as one integrated

interfering noise source in each sub-band. Assuming that ki−1 ≤ k̃ < ki, ki−ki−1 < ε

(i = 1, 2, . . . , I), k0 = 0 and ε is a very small value. Consequently, the beamformer

output signals in each sub-band can be represented as:

P∑
p=1

N c
p(k̃, `) sin

(
2k̃πδp

)
= N c

i (k̃, `) sin
(
2k̃πδi

)
, i = 1, 2, . . . , I (3.11)

U13(k̃, `) = sin
(
2k̃πτ

)
sin

(
2k̃πδi

)
N c

i (k̃, `), (3.12)

U23(k̃, `) = sin
(
2k̃πτ

)
sin

(
k̃πδi

)
N c

i (k̃, `)ejk̃πδi . ki−1 ≤ k̃ < ki (3.13)

Note that N c
i (k̃, `) is the integrated noise spectrum in the i-th sub-band and δi is

the virtual time difference when assuming that the number of noise source is one.
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3. Noise direction estimation

Eqs. (3.12) and (3.13) show that the spectrum of the integrated noise can be es-

timated from that of the speech-cancelled signals U13(k̃, `) and U23(k̃, `), and that

the noise direction information δi in each sub-band is a “must” for estimating the

spectrum of localized noise.

To estimate the virtual noise direction δi in i-th sub-band, another subtractive

beamformer is defined:

u12(t) =
1

4

{[
x1(t + τ)− x1(t− τ)

]
−

[
x2(t + τ)− x2(t− τ)

]}
, (3.14)

U12(k̃, `) = sin
(
2k̃πτ

)
Ni(k̃, `)e−jk̃πδi sin

(
k̃πδi

)
. ki−1 ≤ k̃ < ki (3.15)

With the outputs of two beamformers, the virtual arrival time difference δi in i-th

sub-band is automatically estimated using the GCC direction estimation technique

frame by frame in each sub-band, given by:

δi = arg max
t


IFFT


 U12(k̃, `)U∗

23(k̃, `)∣∣∣U12(k̃, `)
∣∣∣
∣∣∣U∗

23(k̃, `)
∣∣∣





 , ki−1 ≤ k̃ < ki. (3.16)

The value δi, (i = 1, 2, . . . , I) is the half of the difference in the virtual arrival

time difference between two microphones x1 and x3. Moreover, it should be noted

that since U23(k̃, `) in Eq. (3.13) and U12(k̃, `) in Eq. (3.15) do not include the

target signal at all, the desired speech signal has no effect on the estimation of noise

direction.

4. Noise spectral estimation

Eq. (3.12) shows that the spectrum of the integrated noise can be estimated from

that of the speech-cancelled signal U13(k̃, `), since the speech-cancelled signal does

not contain any desired speech signal. With the virtual DOA of the integrated

noise signal, the spectral estimate of the integrated noise N̂ c
m,i(k̃, `) in i-th sub-band

can be calculated from the speech-cancelled signals. Then, the spectral estimate of

the integrated noise N̂ c
m(k, `) can be calculated over the entire frequency region as(

τ = δi in Eq. (3.9) and τ = δi

2
in Eq. (3.10)

)
:

N̂ c
mul,i(k̃, `) =





U13(k̃, `)

/
sin2

(
2k̃πδi

)
, sin2

(
2k̃πδi

)
> ε1

U23(k̃, `)e−jk̃πδi

/
sin2

(
k̃πδi

)
, sin2

(
2k̃πδi

)
< ε1 and sin2

(
k̃πδi

)
> ε2

U23(k̃, `)

/
ε2, otherwise

(3.17)
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N̂ c
mul(k, `) =

I∑
i

N̂ c
mul,i(k̃, `), ki−1 ≤ k̃ < ki (3.18)

where N̂ c
mul(k, `) indicates that the spectral values are estimated by the multi-

channel technique; ε1 and ε2 are two threshold values determined experimentally

(ε1 = 0.5 and ε2 = 0.1 in this work).

B. Proposed hybrid noise estimation approach

To improve the estimation accuracy of the multi-channel estimation approach, in common

sense, it is necessary to first know what are problems and what are the sources which cause

these problems. Therefore, in this part, we first discuss the problems of the multi-channel

estimation approach and then describe the findings about the causes of these problems,

and finally present a hybrid noise estimation technique, as a solution to these problems,

which succeed in mitigating the estimation errors and further increasing the estimation

accuracy for the localized noises.

1. Problems of multi-channel estimation approach

The multi-channel noise estimation approach has a great ability to estimate the

spectra for localized noises which arrive from some certain determinable directions,

providing much more accurate spectral estimates for localized noises and further

high performance in reducing localized noises by the non-linear spectral subtrac-

tion [1, 2, 3, 114, 116, 118]. However, for the multi-channel noise estimation ap-

proach, there still is a large room to improve since its estimation accuracy is expected

to be greatly degraded in some cases.

To demonstrate the problems which degrade the estimation accuracy of the multi-

channel noise estimation approach, we provide a typical example shown in Fig. 3.6.

In this example, the clean speech signals are corrupted by the band-limited (low-

frequency) highly non-stationary intermittent localized noises; the noisy signals are

then processed by the multi-channel noise estimation approach and the non-linear

spectral subtraction [3]. Both the noisy (noise-corrupted) signal and the enhanced

signal are plotted in Fig. 3.6. From Fig. 3.6, it is obvious to see that the localized

noises are remained in some frequency bins in the enhanced signal after processed

by the multi-channel estimation approach based noise reduction method [3]. This

problem of residual noise components is caused by the fact that localized noise

components can not be accurately estimated by the multi-channel noise estimation

approach in those frequency bins. As a result, the low estimation accuracy of the

multi-channel noise estimation approach results in the low performance of the multi-

channel estimation approach based noise reduction algorithm in reducing localized

noises.
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Keeping the problems of the multi-channel noise estimation approach in mind, we

turn to look for the causes/reasons of these problems. We again look at Eq. 3.17

which is used to estimate the localized noise spectra by the multi-channel estimation

approach. In theory, the first two equations yield exactly accurate localized noise

spectra, while the estimation accuracy will be greatly degraded if the third equation

as an approximation is used. And this approximation should be used only when the

values of both sin2
(
2k̃πδ

)
and sin2

(
k̃πδ

)
are very small (smaller than a certain

threshold). In a further step, it is of interest to note that this approximation problem

corresponds to the satisfaction of the condition k̃δi = integer. That is, when the

condition k̃δi = integer holds, the approximation is used which further results in the

considerable estimation error for localized noises. Moreover, the satisfaction of the

condition k̃δi = integer demonstrates that the multi-channel estimation approach

fails for the localized noises in some frequencies and some DOAs. That is, the

estimation accuracy of the multi-channel noise estimation approach is dependent

on the frequencies and the DOAs of localized noises. Furthermore, it should be

noted that, in principle, the problem of the failure of the multi-channel estimation

approach in estimating localized noise spectra (i.e., the satisfaction of the condition

k̃δi = integer) corresponds to the grating sidelobes of the microphone arrays with

small physical size.

2. Proposed hybrid noise estimation technique

After knowing the problems of the multi-channel noise estimation approach and the

causes of these problems, it is necessary to deal with the problems with the hope of

improving the performance of the multi-channel noise estimation approach.

To deal with the problem of the low estimation accuracy of the multi-channel noise

estimation approach, we propose a hybrid noise estimation technique for localized

noises based on the discussions described in the last section. In the proposed hybrid

noise estimation technique, a single-channel estimation approach is exploited when

the multi-channel estimation approach fails. That is, the hybrid noise estimation

technique combines the multi-channel estimation approach and the single-channel

estimation approach, shown in Fig. 3.2.

In the proposed hybrid estimation technique, the multi-channel estimation approach

and the single-channel estimation approach are working at all times continuously. At

each time instant, both the output of the multi-channel noise estimation approach

and that of the single-channel noise estimation approach are available and might

be the final output of this hybrid noise estimation technique. The control condition

for choosing the output of the multi-channel estimation approach or that of the

single-channel estimation approach is motivated by the causes of the problems of

the multi-channel estimation approach, that is, the condition k̃δi = integer, as
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Noisy signal

Enhanced signal

Figure 3.6: An example which shows the estimation error of the multi-channel estimation

approach. Spectrogram of the noisy speech signal (top) and spectrogram of the enhanced

speech signal (bottom).
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discussed in last section. Accordingly, in this hybrid estimation technique, the values

of sin2
(
2k̃πδ

)
and sin2

(
k̃πδ

)
determine whether the output of the single-channel

approach or that of the multi-channel approach should be the final output of this

hybrid estimation technique. When the maximum of sin2
(
2k̃πδ

)
and sin2

(
k̃πδ

)
is

larger than a threshold ε (an empirical constant), the output of the multi-channel

approach is more accurate and preferred to be the final output. Otherwise, the

output of the single-channel approach is more accurate and preferred to be the final

output. Thus, the final spectral estimates of the localized noises by the proposed

hybrid estimation technique can be given by:

∣∣N̂ c(k̃, `)
∣∣ =

{ ∣∣N̂ c
mul(k̃, `)

∣∣, max
(
sin2

(
2k̃πδ

)
, sin2

(
k̃πδ

))
> ε,∣∣N̂ c

sig(k̃, `)
∣∣, otherwise.

(3.19)

(
ki−1 ≤ k̃ < ki, i = 1, 2, . . . , I

)

where
∣∣ ·

∣∣ is the amplitude operator, N c
mul(k̃, `) and N c

sig(k̃, `) represent the spectral

estimates of localized noises by the multi-channel approach, given by Eq. (3.17) and

by the single-channel approach detailed in the following section. With this hybrid

noise estimation technique, high accurate spectral estimates for localized noises can

be expected, and in a general sense, the grating sidelobes of the microphone arrays

with small physical size can be expected to be mitigated.

C. Single-channel noise estimation approach

As discussed in 3.2.2 and shown by Eq. (3.19), the spectra of localized noises N̂ c
sig(k, `)

should be computed by a single-channel estimation approach.

Though many single-channel noise estimation methods have been published so far, in

this work, we adopt a soft-decision based single-channel estimation approach since it can

adaptively update the noise spectra. The soft-decision single-channel approach updates

the noise spectral estimates by averaging the noisy speech power spectrum using time

and frequency dependent smoothing factors, which are adjusted based on speech absence

probability in individual frequency bins. Using this soft-decision based estimation method,

the amplitude spectra and power spectra of localized noises can be computed as:

∣∣N̂ c
sig(k, `)

∣∣ =

[
λn(k, `)

] 1
2

, (3.20)

and

λn(k, `) = αnλn(k, `− 1) + (1− αn)E

[∣∣N(k, `)
∣∣2

∣∣∣∣X2(k, `)

]
, (3.21)

where αn(0 < αn < 1) is a forgetting factor controlling the update rate of noise estimation.

Under the speech presence uncertainty, the second term in the right side of Eq. (3.21) can
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be estimated as the spectra of observed signal during speech pauses or it holds the values

obtained in the previous pauses during speech active periods. Hence, the instantaneous

spectral estimates of the noises can be given by:

E

[∣∣N(k, `)
∣∣2

∣∣∣∣X2(k, `)

]
= q(k, `)

∣∣X2(k, `)
∣∣2 +

(
1− q(k, `)

)
λn(k, `− 1), (3.22)

where q(k, `) is the speech absence probability (SAP). As Eq. (3.22) shows, the spectral

estimation capability of the single-channel approach is significantly dependent on the

successfulness or failure of the SAP estimator [28]. Therefore, its performance is able to

be enhanced by integrating a RA-SAP estimator.

D. Further enhance hybrid estimation technique with a RA-SAP estimator

In this part, we further enhance the proposed hybrid noise estimation technique by inte-

grating a robust and accurate speech absence probability (RA-SAP) estimator. Considering

the strong correlation of speech presence uncertainty between adjacent frequency bins and

consecutive frames and making full use of the frequently-perfect high estimation accuracy

of the multi-channel approach, a RA-SAP estimator is developed which improves the per-

formance of the hybrid noise estimation technique by combining the multi-channel and

single-channel approaches in an effective and tight way.

Assume that the real part and imaginary part of the STFTs of speech and noise signals

have the Gaussian distributions. Applying the Bayes rule and total probability theorem,

the SAP, which is a conditional probability of speech absent state given noisy observations

and denoted by q(k, `) for notational simplicity, can be given by [109]:

q(k, `) =

(
1 +

1− q
′
(k, `)

q′(k, `)

1

1 + ξ(k, `)
exp

(
ξ(k, `)γ(k, `)

1 + γ(k, `)

))−1

, (3.23)

where q
′
(k, `) is the a priori speech absence probability; ξ(k, `) = λs(k, `)/λn(k, `) and

γ(k, `) = |X2(k, `)|2/λn(k, `) are the a priori SNR and a posteriori SNR, as named in

[43], and λs(k, `) and λn(k, `) represent the variance of speech signal and noise signal

respectively.

Eq. (3.23) demonstrates that for the given a priori SAP q
′
(k, `), the speech absence

probability q(k, `) is greatly dependent on the a priori SNR ξ(k, `) and a posteriori SNR

γ(k, `). It is believed that accurate and robust SAP estimates can be obtained only when

ξ(k, `) and γ(k, `) are accurate and robust enough. Consequently, we now turn to the issue

of improving the accuracy and robustness of the a priori SNR ξ(k, `) and a posteriori SNR

γ(k, `) estimates.

Taking into account the strong correlation of speech presence uncertainty in adjacent

frequency bins and consecutive frames, we propose two estimators for the a priori SNR

ξ(k, `) and a posteriori SNR γ(k, `).
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• In the frequency domain, the estimates of ξ(k, `) and γ(k, `) are smoothed by ap-

plying a normalized window b (e.g., hamming window) of size 2D + 1, given by:

ξ̃(k, `) =
k+D∑

ω=k−D

b(ω)ξ(ω, `), (3.24)

γ̃(k, `) =
k+D∑

ω=k−D

b(ω)γ(ω, `). (3.25)

Estimation accuracy of ξ(k, `) and γ(k, `) is improved due to the fact that the noise

spectra in adjacent frequencies are likely to be estimated by the multi-channel esti-

mation technique which is able to yield high accurate spectral estimates for localized

noises. Furthermore, this frequency-smoothing procedure eliminates fluctuations of

the a priori SNR ξ(k, `) and a posteriori SNR γ(k, `) along the frequency axis on

the time-frequency plane, which results in more robust SNR estimates.

• In the time domain, the frequency-smoothed estimates of the a priori SNR ξ̃(k, `)

and a posteriori SNR γ̃(k, `) are further processed based on the previous values in

an iterative way, given by:

ξ̄(k, `) = αξ
Z2

2(k, `− 1)

ηn(k, `− 1)
+ (1− αξ) max[γ̃(k, `)− 1, 0], (3.26)

γ̄(k, `) = γ̃(k, `), (3.27)

where αξ (0 < αξ < 1) is a forgetting factor and Z̃2(k, ` − 1) is the enhanced

signal by spectral subtraction in the previous frame. Actually, Eq. (3.26) is just the

decision-directed scheme detailed in [43]. It is of interest to note that the smoothing

operation in the time domain is not carried out for the a posteriori SNR, since it

should be calculated from the current observations and independent on the previous

observations.

Based on the time-frequency smoothed a priori SNR ξ̄(k, `) and the a posteriori SNR

γ̄(k, `), the robust and accurate speech absence probability q(k, `) can be obtained as:

q(k, `) =

(
1 +

1− q
′
(k, `)

q′(k, `)

1

1 + ξ̄(k, `)
exp

(
ξ̄(k, `)γ̄(k, `)

1 + γ̄(k, `)

))−1

. (3.28)

where the a priori SAP q
′
(k, `) used in this research is given by [28]:

q
′
(k, `) = 1− Plocal(k, `)Pglobal(k, `)Pframe(k, `). (3.29)

where Plocal(k, `), Pglobal(k, `) and Pframe(k, `) correspond to the speech presence proba-

bilities which are estimated based on the speech energy distribution in a local frequency

window, a larger frequency window and neighboring frames in the time-frequency domain

respectively, detailed in [28].
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A similar time-frequency smoothing procedure has been presented by Cohen et al. in

a single-channel algorithm to estimate the a priori SAP [28]. Cohen’s algorithm improves

the robustness of the a priori SAP estimates, however, it can not improve their estimation

accuracy since the estimation accuracy of noise spectra are not improved by the time-

frequency smoothing procedure.

In the proposed hybrid estimation technique, both robustness and accuracy of SAP

estimates would be improved by exploiting the newly presented time-frequency smooth-

ing scheme, when multi-channel microphones are available. Furthermore, the RA-SAP

estimator provides much higher noise estimation accuracy for the hybrid estimation tech-

nique, from several aspects. Firstly, as shown in Eq. (3.19), the final spectral estimates are

computed by the multi-channel approach which produces the exact high accurate spectral

estimates in most cases. Secondly, estimation accuracy of the single-channel approach is

significantly improved, which is attributed to the multi-channel estimation approach and

this RA-SAP estimator. Since accurate spectral estimates by the multi-channel approach

are likely to be distributed around those determined by the single-channel approach, accu-

racy and robustness of the SAP estimator can be ensured by applying the time-frequency

smoothed a priori SNR and a posteriori SNR which are more accurate. Furthermore,

this RA-SAP estimator greatly improves the estimation accuracy of the single-channel

approach. Finally, the improved single-channel approach contributes to enhance the final

estimation accuracy of the hybrid noise estimation technique.

3.2.3 Localized noise suppression with spectral subtraction

The proposed hybrid noise estimation technique gives accurate spectral estimates for

localized noises. Subsequently, the estimated spectra are subtracted from those of the

observed noisy signals by spectral subtraction, given by [13]:

∣∣Z2(k, `)
∣∣ =





∣∣X2(k, `)
∣∣− α

∣∣N̂ c(k, `)
∣∣,

∣∣X2(k, `)
∣∣ > α

∣∣N̂ c(k, `)
∣∣,

β
∣∣X2(k, `)

∣∣, otherwise
(3.30)

where α and β are the overestimation factor and spectral floor factor. Since the spectral

estimates of localized noises are of high accuracy, α = 1 is set to avoid distorting the

speech signal. And β is determined experimentally.

3.2.4 Experimental validation

In the experiments, we concentrate on the improvement in estimation accuracy of the

proposed hybrid noise estimation technique for localized noises compared to the corre-

sponding single-channel and multi-channel estimation approaches.
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Sound data

To objectively evaluate the performance of the proposed hybrid noise estimation tech-

nique, 54 clean speech sentences, selected from ATR database and uttered by 3 male and

3 female speakers, are used. The tested noises consist of synthesized noises (white Gaus-

sian noise and pink noise) and real-world noises (car noise, train noise, department noise

and exhibition noise). The speech and noise signals are first resampled to 12 kHz and

linearly quantized at 16 bits. The noisy signals are generated by mixing the clean speech

signals with the localized tested noises with individual DOAs 10-80 degrees (10-degree

step) to the right.

Evaluation measure

The performance of the proposed hybrid noise estimation technique is evaluated and fur-

ther compared to that of the corresponding single-channel and multi-channel approaches

in terms of normalized estimation error (NEE), defined as:

NEE =
20

L

L∑

`=1

log10




K−1∑

k=0

(∣∣∣N̂ c(k, `)−N c(k, `)
∣∣∣
)

K−1∑

k=0

|N c(k, `)|




, [dB] (3.31)

where N̂ c(k, `) and N c(k, `) are the estimated noise spectrum and “ideal” noise spectrum

respectively; K and L are the length of STFT and the number of frames. It should be

noted that the smaller NEE represents the more accurate noise estimate obtained by the

tested estimation technique.

Evaluation results

The NEE results averaged over the localized noise signals with different DOAs in the

tested noise conditions are listed in Table 3.1. In the table 3.1, “single-channel” de-

notes the single-channel soft-decision based noise estimation approach alone [28], “multi-

channel” means the multi-channel subtractive beamformer based noise estimation ap-

proach alone [3], “hybrid” represents our proposed noise estimation technique detailed in

section 3.2.

Table 3.1 demonstrates that the normalized noise estimation error is consistently de-

creased for all the tested noise conditions, especially for localized car noise, when the pro-

posed hybrid estimation technique is used. This improvement amounts to 3 dB compared

to the single-channel estimation approach alone and 5 dB compared to the multi-channel

estimation technique alone in localized car noise environment. Fig. 3.7 illustrates the

typical examples of the NEE comparisons of the single-channel, multi-channel and hybrid
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Table 3.1: Average NEEs [dB] in various noise conditions

white pink car train department exhibition

single-channel -5.2842 -4.6423, -6.7910 -4.8105 -4.5226 -5.4396

multi-channel -12.8905 -10.2486, -4.5205 -15.6283 -10.4331 -13.3236

hybrid -13.3378 -11.1818 -9.7014 -15.5916 -12.3930 -14.0260

noise estimation techniques in localized white and car noise environments. All the obser-

vations obtained from Table 3.1 and Fig. 3.7 verify the superiority of our proposed hybrid

noise estimation technique compared to the multi-channel estimation alone approach and

the signal-channel estimation alone approach. The much more accurate spectral estimates

for localized noise should yield higher noise reduction performance with minimum speech

distortion by using non-linear spectral subtraction in Eq. (3.30).
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Figure 3.7: Normalized noise estimation error (dB) for signals processed by single-channel

technique (dashdot), multi-channel technique (dashed) and hybrid technique (solid) under

white noise conditions (a) and car noise conditions (b).
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3.3 A generalized subtractive beamformer

Previously, many beamformers were reported with the drawbacks of a large physical

size and low performance in time-varying acoustic environments (fixed beamformers) and

low performance in multi-noise-source environments and reverberation conditions (for

adaptive beamformers). The subtractive beamformer based algorithm described in sec-

tion 3.2.2 succeeds in dealing with these drawbacks. In this subtractive beamformer based

algorithm, noises were analytically estimated based on the arrival time difference between

paired microphones instead of exploiting adaptive signal processing. Speech spectra are

then enhanced by subtracting the estimated noise spectra from those of the observed

noisy spectra. The superiority of this algorithm lies in its high ability to suppress local-

ized noises, especially sudden noise, with only a small number of microphones and without

adaptive signal processing techniques (e.g., LMS). The main problem associated with this

algorithm is the assumption that only localized noise sources exist in the environment,

corresponding to a perfectly coherent noise field. The practical noise condition is gener-

ally not a perfectly coherent noise field, e.g., in a car or a reverberant room which can

be approximately modelled as a diffuse noise field [86, 108]. Therefore, the performance

degradation of the subtractive beamformer based noise reduction algorithm we discussed

in section 3.2.2 is expected in these environments.

In the following, we extend the subtractive beamformer described in section 3.2.2 to

a generalized expression with the assumption of an arbitrary noise field. For explanation

simplicity, whereafter, the subtractive beamformer described in section 3.2.2 is referred to

as original subtractive beamformer and its generalized expression presented in this section

is referred to as generalized subtractive beamformer. The generalized subtractive beam-

former which has a GSC-like structure includes the original subtractive beamformer as

a special case in a coherent noise field when only two microphones are available. Com-

pared to other traditional algorithms, the generalized algorithm have some advantages:

exploiting no adaptive signal processing techniques (e.g., LMS); performing well in various

kinds of noise conditions due to the assumption of an arbitrary noise field and offering

an improved noise reduction ability since much spatial information is considered. The

performance of the generalized subtractive beamformer is then analyzed using the noise

coherence functions in theoretically defined noise fields. Its superiority is further con-

firmed by the experiments using multi-channel recordings in car environments.

3.3.1 Problem formulation

To simplify the following explanation and without loss of generality, let us again assume

that the time delay compensation has been done in advance. Therefore, the observed

noisy signal xi(t) on i-th microphone is composed of the desired speech signal s(t) and
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the additive noise ni(t), described as:

xi(t) = s(t) + ni(t). i = 1, 2, ..., M (3.32)

In the time-frequency domain, we have in the vector form as:

X(k, `) = S(k, `) + N(k, `), (3.33)

where

XT (k, `) =
[
X1(k, `), X2(k, `), · · · , XM(k, `)

]
, (3.34)

NT (k, `) =
[
N1(k, `), N2(k, `), · · · , NM(k, `)

]
. (3.35)

Note that compared with the original subtractive beamformer, this proposed subtrac-

tive beamformer has two generalizations: (1) the additive noise signal on each microphone

includes all undesired signals, which might be composed of coherent and incoherent com-

ponents, not only perfectly coherent noise as assumed in the original subtractive beam-

former; (2) the number of microphones is M , not only two as in the original subtractive

beamformer which is a pair-microphone based algorithm.

3.3.2 Derivation of the generalized subtractive beamformer

The generalized subtractive beamformer based noise reduction algorithm, which has a

GSC-like structure, is shown in Fig. 3.8. This method is composed of three components:

a fixed beamformer (FBF) which constructs the speech reference signal in the upper

path, a blocking matrix (BM) which blocks the desired speech signal and constructs the

noise reference signal, and a noise canceller (NC) which suppresses the residual noise by

minimizing the power of the system output. The three parts of the generalized subtractive

beamformer based algorithm are implemented as follows:

1. Fixed beamformer. To be consistent with the original subtractive beamformer based

algorithm in section 3.2.2 and make the implementation simple, the FBF of the

generalized algorithm is an all-pass filter for the signal on the reference channel

(e.g., the first microphone) and blocks the signals from other microphones. Thus,

the output of FBF YFBF (ω), which is the speech reference signal, is given by:

YFBF (k, `) = X1(k, `) = W†X(k, `), (3.36)

where † denotes conjugation transpose and W† = [1, 0, · · · , 0].

Note, comparatively, in the original GSC beamformer [62], the FBF was usually

implemented by the DSBF which introduces some additional “NULLs” in the beam

patten of this beamformer, as detailed in [1, 2, 3].
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Figure 3.8: Block diagram of the generalized subtractive beamformer.

2. Blocking matrix. Since the original subtractive beamformer successfully blocks the

desired speech components, the BM part of the generalized algorithm is implemented

by using the same mechanism, defined as (τ 6= 0):

u1i(t) =
1

4

{[
x1(t+ τ)−x1(t− τ)

]
−

[
xi(t+ τ)−xi(t− τ)

]}
. i = 2, . . . , M (3.37)

With the generalized signal model, shown in Eq. (3.32), the corresponding repre-

sentation of this beamformer in the time-frequency domain can be described as:

U1i(k, `) =
1

2
j sin

(
2kπτ

)(
N1(k, `)−Ni(k, `)

)

=
1

2
j sin

(
2kπτ

)(
X1(k, `)−Xi(k, `)

)
. (3.38)

That is, we have in vector form as:

U(k, `) = B†(k, `)X(k, `), (3.39)

where U(k, `) and B†(k, `) are:

UT (k, `) =
[
U12(k, `), U13(k, `), · · · , U1M(k, `)

]
, (3.40)
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B†(k, `) =
1

2
j sin(2kπτ)




1 −1 0 · · · 0

1 0 −1 · · · 0
...

...
. . . . . .

...

1 0 0 · · · −1




, 1

2
j sin(2kπτ)B†

1. (3.41)

Note, that Eq. (3.38) can not be formulated to Eqs. (3.12), (3.13) and (3.15) as

in the original subtractive beamformer, since noise signals n1(t) and ni(t) on the

two microphones are not directly related and no priori assumption between them

is made here. Moveover, in the original GSC beamformers [62], the BM part was

implemented by the difference between the observed signals on adjacent sensors,

given by:

B†
2 =




1 −1 0 · · · 0 0

0 1 −1 · · · 0 0
...

...
...

. . . . . .
...

0 0 0 · · · 1 −1




, (3.42)

which indicates that only limited spatial information was used. Comparatively, the

proposed algorithm considers the spatial information not only between adjacent

sensors but also other sensor pairs, shown in Eqs. (3.38) and (3.41).

3. Noise canceller. The noise canceller output YNC(k, `), which is an estimate of the

noise in speech reference signal YFBF (k, `), is constructed by filtering the BM outputs

U(k, `) with the filters H(k, `), given by:

YNC(k, `) = H†(k, `)U(k, `), (3.43)

where

HT (k, `) =
[
H2(k, `), H3(k, `), · · · , HM(k, `)

]
. (3.44)

With the assumption of zero correlation between speech signal and noise signal,

minimizing the mean square error between the speech reference signal YFBF (k, `)

and the NC output YNC(k, `) and according to the Wiener theory, the optimal filters

Ĥopt(k, `) is given by [17, 34]:

Ĥopt(k, `) = Φ−1
UU(k, `)ΦUY (k, `), (3.45)

where ΦUU(k, `) is the cross-spectral density matrix of the BM output signals

U(k, `), ΦUY (k, `) the cross-spectral density between the BM output signals U(k, `)

and the FBF output signal YFBF (k, `), respectively. They are defined as:

ΦUU(k, `) = E
[
U(k, `)U†(k, `)

]
, (3.46)

ΦUY (k, `) = E
[
U(k, `)Y ∗

FBF (k, `)
]
, (3.47)
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After determining the three parts of the proposed algorithm, the output of this algo-

rithm Yo(k, `) is calculated as the difference between the FBF output YFBF (k, `) in the

upper path and the NC output YNC(k, `) in the lower path, that is:

Yo(k, `) = W†X(k, `)−H†(k, `)B†(k, `)X(k, `). (3.48)

Note that the performance of the proposed algorithm should be only dependent on the

characteristics of noise field since the optimal filters Ĥopt(k, `) is only determined by the

input noise signals under the assumption of zero correlation between desired speech signal

and noise signal.

3.3.3 Theoretical analysis

In this subsection, we first define a measure used to show the theoretical noise reduction

performance of the proposed algorithm. Then its performance is examined based on the

coherence functions in theoretically defined noise fields.

Performance evaluation measure

To examine the performance of the proposed noise reduction algorithm, we define and

use a measure which is referred to as noise reduction performance (NR). NR is defined as

the ratio of PSD of system input φ
(n)
XX(k, `) and that of system output φ

(n)
YoYo

(k, `) when

no desired speech signal is present, given by [54, 108]:

NR(k, `) =
φ

(n)
XX(k, `)

φ
(n)
YoYo

(k, `)
, (3.49)

where φ
(n)
XX(k, `) = E

[
X(k, `)X∗(k, `)

∣∣∣∣N(k, `)
]

and φ
(n)
YoYo

(k, `) = E
[
Yo(k, `)Y ∗

o (k, `)

∣∣∣∣N(k, `)
]
.

Under the assumptions: (1) desired speech and noise are uncorrelated, (2) PSD of noise

on each microphone is identical, we can rewrite Ĥopt(k, `) and NR as (see Appendix A

for detail):

Ĥopt(k, `) =
(
B†(k, `)Γ(k, `)B(k, `)

)−1

B†(k, `)Γ(k, `)W, (3.50)

and

NR(k, `) =

[
W†Γ(k, `)W −W†Γ(k, `)B1

(
B†

1Γ(k, `)B1

)−1

B†
1Γ(k, `)W

]−1

, (3.51)

where Γ(k, `) is the coherence function matrix of noise signals on all microphones, given

by:

Γ(k, `) =




1 ΓN1N2(k, `) · · · ΓN1NM
(k, `)

ΓN2N1(k, `) 1 · · · ΓN2NM
(k, `)

...
. . . . . .

...

ΓNMN1(k, `) ΓNMN2(k, `) · · · 1




, (3.52)
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and ΓNµNν (k, `) is the complex coherence function between the noises Nµ(k, `) and Nν(k, `),

defined as:

ΓNµNν (k, `) =
φNµNν (k, `)√

φNµNµ(k, `)φNνNν (k, `)
. (3.53)

Note, as Eqs. (3.50) and (3.51) show, that the optimal NC filters and the noise reduc-

tion performance are only determined by the coherence function matrix Γ(k, `) of noise

signals, corresponding to the characteristics of noise fields.

Theoretical performance analysis

In the following, we examine the performance of the generalized subtractive beamformer

in theoretically-defined noise fields.

1. Coherent noise field. In a coherent noise field, e.g., a point sound source in the far

field of the microphone array, the coherence function ΓNµNν (k) is given by [24, 108]:

ΓNµNν (k) = e−2jkπδµν , (3.54)

where δµν denotes the time delay between µ-th and ν-th microphones. To find out

the relationship between this generalized subtractive beamformer and the original

subtractive beamformer [1, 2, 3], let us assume that only two microphones are avail-

able and the time delay is δ between them, the optimal solution for the NC filter

can be derived as (see Appendix B):

Ĥ∗
opt(k) =

1

ejkπδ sin
(
2kπτ

)
sin

(
kπδ

) . (3.55)

Comparing this optimal NC filter in Eq. (3.55) with the “weight factor” in Eq. (3.13),

we can note that they are exactly same, which indicates the following:

(a) The proposed noise reduction algorithm reduces to the previously presented

original algorithm in a perfectly coherent noise field;

(b) The original algorithm is also an optimal solution in minimum mean square

error (MMSE) sense for reducing coherent noise.

Putting Eq. (3.54) into (3.51), we can see that the noise reduction performance of

this proposed algorithm reaches infinity at all frequencies in a coherent noise field.

2. Incoherent noise field. In an incoherent noise field, e.g., the sensor self-noise, the

coherence function is zero for all frequencies, Γnµnν (k) = 0,∀k. In this noise field,

the noise reduction performance amounts to M , the number of microphones.
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3. Diffuse noise field. A diffuse noise field has been shown to be a reasonable model

for many practical noise environments, such as reverberant rooms and car envi-

ronments [8, 87]. A diffuse noise field is characterized by the following coherence

function [8, 24, 87]:

Γ(k) =
sin (2kπd/c)

2kπd/c
, (3.56)

where d and c represent the inter-element spacing and the velocity of sound. Putting

Eq. (3.56) into Eq. (3.51), we can find that noise reduction performance depends on

the inter-element spacing d and the number of microphones M . Figs. 3.9 and 3.10

plot the noise reduction performance as a function of the frequency for different inter-

element spacings d and the different numbers of microphones M . Figs. 3.9 and 3.10

show that the proposed algorithm achieves high noise reduction performance in the

moderate and high frequencies, with relatively low ability in the very low frequencies

(especially, when the inter-element spacing d is small).

Moreover, with the assumption of identical noise PSD on each microphone, we can

derive the same noise reduction performance for our proposed algorithm and the

original GSC beamformer [8, 62], as shown in Figs. 3.9 and 3.10. However, in

practical environments, the noise PSDs on different microphones are generally not

equivalent, which results in that the noise reduction can not be represented as a

function of noise coherence function any more, that is, the failure of Eq. (3.51).

In this case, the performance of two algorithms is examined by experiments using

multi-channel recordings in the following.

3.3.4 Experimental validation

The performance of the proposed noise reduction algorithm based on a generalized sub-

tractive beamformer (PRO-GSBF) was evaluated using multi-channel recordings and its

performance was further compared to that of other traditional algorithms: delay-and-sum

beamformer (DSBF), the original subtractive beamformer based algorithm (ORG-SBF) [3]

and the original GSC beamformer (ORG-GSC) [62, 8, 9], in terms of both objective and

subjective evaluation measures.

The proposed algorithm and other traditional algorithms were performed using the

overlap-and-add (OLA) technique. The window length includes 42.6 ms (512 samples)

with an overlap of 21.3ms (256 samples). In our implementations, for the PRO-GSBF

and the ORG-GSC [8], the estimated noise component (the output of the NC filter)

was subtracted from the output of the upper path in spectral magnitude domain, not

in complex spectral domain considered in the theoretical analysis. This is same as the

ORG-SBF [1, 2, 3] and different from the ORG-GSC detailed in [8]. We performed this
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Figure 3.9: Noise reduction performance in a diffuse noise field for different numbers of

microphones (d = 10cm).
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implementation because of the following considerations: (1) the relative unimportance

of phase for speech quality in speech enhancement applications [156]; (2) the amplitude

spectra is only important for speech recognition systems [127].

To assess the performance of the studied noise reduction algorithms, an equally-spaced

linear array consisting of three microphones with inter-element spacing of 10cm was

mounted on the roof near driver’s sun-visor in a car. The array was about 50cm away

from and directly in front of the driver. Multi-channel noise recordings were performed

across all channels when the car was running in two conditions: (1) at the speed of

50km/h without air-condition noise (the air condition is off), (2) at the speed of 100km/h

with high-level air-condition noise (the air condition is on). With different types of clean

speech signals, we generate the following two different sets of noisy signals to show the

performance of the proposed algorithm in various noise conditions.

1. Pseudo real-world environment. In this condition, the clean speech signals,

consisting of 50 Japanese sentences, were taken from an ATR database [149].

2. Real-world environment. In this condition, multi-channel speech recordings were

performed across all channels when the car is still/stopped. The speech signals,

consisting of 100 Japanese city names, were uttered by two speakers (one male and

one female) at the driver’s position.

Both speech and noise signals were first re-sampled to 12kHz at 16 bit accuracy. We

generated the multi-channel noisy signals by artificially mixing multi-channel real-world

speech recordings and multi-channel car noise recordings, and pseudo real-world speech

recordings and multi-channel car noise recordings at different global SNR levels [-5, 15]

dB. (The calculation of global SNR is detailed in [126].)

Objective evaluation measures

The objective measures used in our performance evluation include Segmental SNR (SEGSNR)

and Mel-Frequency Cepstral Coefficient (MFCC) distance.

Segmental SNR (SEGSNR) is a widely used objective evaluation criterion for speech

enhancement or noise reduction algorithms since it is more correlated to subjective results

[126]. SEGSNR is defined as the ratio of the power of “ideal” clean speech to that of

the noise signal embedded in a noisy signal or in an enhanced speech signal by tested

algorithms over all frames, given by:

SEGSNR =
1

|Ψ|
∑

`∈Ψ

10log10




L−1∑

l=0

[s(`L + l)]2

L−1∑

l=0

[ŝ(`L + l)− s(`L + l)]2




, [dB] (3.57)
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where s(.) is the reference speech signal, and ŝ(.) represents the noisy signal or enhanced

signals processed by the tested algorithms; Ψ denotes the set of frames in the signal and

|Ψ| its cardinality; L represents the number of samples per frame (equal to the length of

STFT). Note that a higher SEGSNR means higher speech quality of the enhanced signal.

A second evaluation measure, MFCC distance, is defined as the distance between

MFCCs of a clean speech signal and those of a noisy signal or enhanced signal, which can

be represented as:

dmfcc =
1

|Φ|
∑

`∈Φ

∑
i

(
mfcci −mfcc

′
i

)2

, (3.58)

where Φ represents the set of frames in which speech is present and |Φ| its cardinality;

mfcci is the 12-order MFCCs of the clean speech signal, and mfcc
′
i denotes those of the

noisy signal or enhanced speech signals, respectively. Note that a lower MFCC distance

level indicates lower speech distortion, corresponding to higher speech quality.

Objective evaluation results

Experimental results of SEGSNR in pseudo real-world environment and real-world en-

vironment, averaged across all sentences under two conditions (50km/h and 100km/h),

are respectively plotted in Figs. 3.11 and 3.12. The results demonstrate that the DSBF

provides a very limited SEGSNR improvement since only three microphones were used

in our experiments, the ORG-SBF does not show sufficient performance improvement

due to its unpractical assumption of a coherent noise field. The ORG-GSC beamformer

shows higher SEGSNR improvements compared with the DSBF and the ORG-SBF. Fur-

thermore, the PRO-GSBF offers the highest SEGSNR improvements, corresponding to

highest speech quality, among the studied algorithms under all test conditions. Moreover,

note that the same observations can be obtained in both pseudo real-world environment

and real-world environment.

Experimental results of MFCC distance for pseudo real-world environment and real-

world environment in two noise conditions (50km/h and 100km/h) at various SNRs are

plotted in Figs. 3.13 and 3.14. Compared to the noisy inputs, the DSBF and the ORG-

SBF algorithms decrease the MFCC distances in all conditions, especially at low SNRs.

The ORG-GSC beamformer shows a further decrease in all noise conditions. And the

PRO-GSBF method offers the lowest MFCC distance, corresponding to the lowest speech

distortion, compared to other algorithms under all conditions. Moreover, note again that

the same observations can be obtained in both pseudo real-world environment and real-

world environment.
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Subjective evaluation results

Subjective evaluations of the studied algorithms were performed using speech spectro-

grams. Typical examples of speech spectrograms, in pseudo real-world environment cor-

responding to the Japanese sentence “dozo yoroshiku” and in real-world environment

corresponding to the Japanese sentence “hatinohe kesennuma yukuhasi”, are plotted in

Figs. 3.15 and 3.16, in the car condition at the speed of 100km/h. As Fig. 3.15 (c) shows,

the output of the DSBF is characterized by high-level noise since only a small number

(3-channel) of microphones was used. The ORG-GSC does not offer sufficient suppres-

sion ability for the low-frequency noise, as shown in Fig. 3.15 (d). And as plotted in

Fig. 3.15 (e), the ORG-SBF algorithm still shows very limited performance improvement,

especially in the low frequency region. Comparatively, Fig. 3.15 (f) demonstrates that

the PRO-GSBF algorithm provides a much higher performance improvement, especially

in low-frequency region, compared to the other studied algorithms. With regard to other

traditional algorithms, the superiority of the proposed PRO-GSBF can also be observed

from the spectrograms in real-world environment as shown in Fig. 3.16.

3.3.5 Discussions

Based on the experimental results presented in the last subsection, the superiorities of

the proposed generalized method with regard to the other algorithms are discussed in the

following.

The proposed PRO-GSBF outperforms the DSBF. For the DSBF, many microphones

are needed to obtain an acceptable performance. For the proposed method, a small

number of microphones are sufficient to achieve the same noise reduction performance.

The proposed PRO-GSBF outperforms the ORG-SBF algorithm. The basic assump-

tion of the ORG-SBF algorithm, a perfectly coherent noise field, is seldom satisfied in

real-world environments. While, no priori assumption on noise signals is made in the

PRO-GSBF method. That is, the PRO-GSBF algorithm is a natural extension of the

ORG-SBF by relaxing the unpractical assumption of an coherent noise field to the one

of an arbitrary noise field. Therefore, the improved noise reduction performance can be

achieved for the PRO-GSBF algorithm. Moreover, theoretically, the high performance in

reducing unstable noise (sudden noise) is expected for the PRO-GSC beamformer because

the PRO-GSC is derived based on same ideas as those of the ORG-SBF which has the

ability in reducing sudden noise.

The proposed PRO-GSBF outperforms the ORG-GSC algorithm. In theory, with the

assumption of identical noise PSD on each microphone, both PRO-GSBF and ORG-GSC

show the same noise reduction performance. In practice, the noise PSDs on different mi-

crophones are normally different. The PRO-GSBF provides the improved noise reduction

performance, especially in reducing low-frequency noise, due to the fact that different
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inter-element spacings (more spatial information) are used, shown by Eq. (3.41). While,

the ORG-GSC beamformer achieves limited performance due to the use of limited spatial

information, shown by Eq. (3.42). However, if the desired speech signals received by dif-

ferent microphones are greatly different, both PRO-GSBF and ORG-GSC will introduce

some speech distortion, especially for PRO-GSBF which is also because of the use of the

sensor pairs with larger spacing.

Therefore, the proposed algorithm provided the highest noise reduction performance

with less speech distortion among the studied algorithms in various car environments,

both pseudo real-world environment and real-world environment, at various SNR levels.

3.4 Remarks on two subtractive beamformers

In the last two sections, we first introduced the original subtractive beamformer on which

we then presented a generalized subtractive beamformer by relaxing the strict assumption

of a perfectly coherent noise field to the one of an arbitrary noise field. Moreover, we

proved that the generalized subtractive beamformer reduces to the original subtractive

beamformer in a perfectly coherent noise field when only two microphones are available.

That is, the generalized subtractive beamformer is a natural extension of the original

subtractive beamformer in an arbitrary noise field with arbitrary number of microphones.

Using the multi-channel car noise recordings and different types of speech signals, we

conducted some comprehensive experiments. And experimental results confirmed that the

generalized subtractive beamformer is superior to the original subtractive beamformer in

noise reduction and speech enhancement in car environments. In fact, this conclusion is

not surprising since the noise field in car environments is approximately able to be mod-

elled as a diffuse noise, which does not satisfy the coherent noise field assumption of the

original subtractive beamformer and in turn degrading the noise reduction performance

of the original subtractive beamformer. The generalized subtractive beamformer adap-

tively estimates the coherence functions based on the input signals, therefore, yielding the

improved noise reduction performance in car environments.

However, the original subtractive beamformer should be preferred to the generalized

subtractive beamformer in a perfectly coherent noise field. As the theoretical performance

analysis results demonstrate, the generalized subtractive beamformer provides infinity

noise reduction performance only in a coherent noise field. In this sense, the superiority

of the generalized subtractive beamformer is highlighted in a coherent noise field, not

other noise fields. Whereas, in a coherent noise field, two subtractive beamformers should

be exactly same theoretically. Furthermore, since the DOAs of the coherent noise signals

can be determined frame by frame, the original subtractive beamformer is able to reduce

the highly non-stationary noise signals (e.g., sudden noise). In theory, the generalized

subtractive beamforme can deal with various kinds of noise signals if noise coherence
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functions are known or can be calculated accurately. In practice, however, in the general-

ized subtractive beamformer, the noise coherence functions are generally calculated in an

iterative way which make the generalized subtractive beamformer difficult to reduce the

highly non-stationary noise signals in practice.

3.5 Summary

In this chapter, we first described the characteristics of the speech signal and the noise

field in practical environments. Further, we considered that the noise components in a

real-world environments can divided into two types: localized noise signals which have

some determinable directions and generally come from some point noise sources; and

non-localized noise signals which are from all directions.

In section 3.2, we discussed the problem of deal with localized noise using a subtrac-

tive beamformer based on microphone array. The basic concept of this localized noise

suppression algorithm is that the spectra of localized noise are first estimated using a

hybrid noise estimation technique and then subtracted from that of the observed noisy

signals using non-linear spectral subtraction. The hybrid noise estimation technique com-

bines a single-channel estimation approach and a multi-channel estimation approach. This

combination is effectively performed by a robust and accurate speech absence probability

(RA-SAP) estimator which considers the strong correlation of speech presence between

adjacent frequency bins and consecutive frames. With the RA-SAP estimator, this hy-

brid noise estimation technique provides much more accurate spectral estimate of localized

noises, which is then subtracted form those of the observed signals on each microphone

to enhance the speech components.

In section 3.3, we extend the original subtractive beamformer we consider before to

a generalized expression by reformulating the original subtractive beamformer with an

assumption of an arbitrary noise field. The generalized subtractive beamformer has a

GSC-like structure, consisting of a fixed beamformer, a blocking matrix and a noise can-

celler. Theoretical noise reduction performance was also presented, from which we find

that the original subtractive beamformer is a special case of this generalized subtractive

in a perfectly coherent noise field when only two microphones are available. Moreover,

the superiority of this generalized subtractive beamformer was also validated with exper-

imental results in both pseudo real-world environment and real-world environment.

In section 3.4, we presented some remarks on both the original subtractive beamformer

and the generalized subtractive beamformer. we pointed out that in perfectly coherent

noise fields, the original subtractive beamformer is superior to the generalized subtractive

beamformer to reduce coherent noise field (e.g., sudden noise), while in other noise fields,

the generalized subtractive beamformer should be preferred to reduce various kinds of

noise components (e.g., diffuse noise).
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Figure 3.11: Average segmental SNR (SEGSNR) in pseudo real-world environment at

delay-and-sum beamformer (DSBF) output (¤), original GSC beamformer (ORG-GSC)

output (M), original subtractive beamformer based (ORG-SBF) algorithm output (♦) and

proposed generalized subtractive beamformer based (PRO-GSBF) algorithm output(◦),
in various noise conditions: speeds of 50km/h (a) and 100km/h (b).
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Figure 3.12: Average segmental SNR (SEGSNR) in real-world environment at delay-

and-sum beamformer (DSBF) output (¤), original GSC beamformer (ORG-GSC) output

(M), original subtractive beamformer based (ORG-SBF) algorithm output (♦) and pro-

posed generalized subtractive beamformer based (PRO-GSBF) algorithm output(◦), in

various noise conditions: speeds of 50km/h (a) and 100km/h (b).
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Figure 3.13: Average MFCC distance in pseudo real-world environment at the first

microphone (×), delay-and-sum beamformer (DSBF) output (¤), original GSC beam-

former (ORG-GSC) output (M), original subtractive beamformer based (ORG-SBF) al-

gorithm output (♦) and proposed generalized subtractive beamformer based (PRO-GSBF)

algorithm output(◦), in various noise conditions: speeds of 50km/h (a) and 100km/h (b).
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Figure 3.14: Average MFCC distance in real-world environment at the first micro-

phone (×), delay-and-sum beamformer (DSBF) output (¤), original GSC beamformer

(ORG-GSC) output (M), original subtractive beamformer based (ORG-SBF) algorithm

output (♦) and proposed generalized subtractive beamformer based (PRO-GSBF) algo-

rithm output(◦), in various noise conditions: speeds of 50km/h (a) and 100km/h (b).
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Figure 3.15: Speech spectrograms in pseudo real-world environment. (a) original

clean speech signal at the first microphone: “dozo yoroshiku”; (b) noisy signal at the first

microphone (SNR = 10 dB); (c) delay-and-sum beamformer (DSBF) output; (d) original

GSC beamformer (ORG-GSC) output; (e) original subtractive beamformer based (ORG-

SBF) algorithm output; (f) proposed generalized subtractive beamformer based (PRO-

GSBF) algorithm output.
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Figure 3.16: Speech spectrograms in real-world environment. (a) original clean speech

signal at the first microphone: “hatinohe kesennuma yukuhasi”; (b) noisy signal at the

first microphone (SNR = 10 dB); (c) delay-and-sum beamformer (DSBF) output; (d)

original GSC beamformer (ORG-GSC) output; (e) original subtractive beamformer based

(ORG-SBF) algorithm output; (f) proposed generalized subtractive beamformer based

(PRO-GSBF) algorithm output.
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Chapter 4

Non-localized noise suppression with

post-filtering

In real-world environments, undesired noise signals generally originate from various kinds

of sound sources (e.g., radio, road and wind). In this research, we divide the undesired

noise signals into two categories: localized noise signals with certain directions, and non-

localized noise signals with undeterminable directions and modelled as diffuse noises.

Previously, we have presented beamforming based techniques which successfully suppress

the localized noises with a microphone array. In this chapter, we deal with the problem

of suppressing non-localized noise components with post-filtering.

With the use of beamforming techniques exploiting microphone array detailed in sec-

tion 3.2, localized noise components are first successfully suppressed. At the beamformer

output, however, the remaining noise components (especially non-localized noises) are

still considerable, which should be further reduced. Therefore, an additional post-filter is

generally needed to further improve the noise reduction performance of the multi-channel

beamformering techniques, as explained in section 2.3.

In this chapter, we first show a noise field analysis measure, with which the noise

field in car environments is examined and further proven to be approximately modelled

as a diffuse noise field which actually provides a reasonable model for many practical

environments. Therefore, non-localized noises are assumed to be diffuse noise in this

research. Considering the spatial characteristics of a diffuse noise field, we present a

hybrid post-filter to suppress correlated as well as uncorrelated noise. In the proposed

post-filter, a modified Zelinski post-filter, which fully considers and utilizes the correlation

characteristics of noise on different microphone pairs, is applied to the high frequencies

to suppress spatially uncorrelated noise; a single-channel Wiener post-filter is applied to

the low frequencies for cancellation of spatially correlated noise. Experimental results

using multi-channel recordings were conducted and experimental results demonstrate the

usefulness and superiority of the proposed post-filter with regard to other comparative

post-filters in various car environments.
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4.1 Introduction

Multi-channel beamforming based algorithms provide high noise reduction performance

especially for localized noise, however, only limited noise reduction performance is achieved

in a diffuse noise field, as analyzed in the chapter 3. To further suppress non-localized

noise (modelled as diffuse noise) at the beamformer output, post-filtering is normally

needed to improve the noise reduction performance of microphone arrays in practical

environments, as explained in sections 2.3 and 2.4.

A variety of post-filtering techniques have been presented in the literature [9, 17, 34,

55, 108, 113, 163]. One commonly used multi-channel post-filter, which is based on Wiener

filter, was first introduced by Zelinski [163]. In this method, the output of a delay-and-sum

beamformer is further post-filtered using an adaptive Wiener filter, based on the auto-

and cross- spectral densities of the sensor signals. The basic assumption behind this post-

filter is that noises on different microphones are mutually uncorrelated, corresponding to a

perfectly incoherent noise field. This assumption is, however, seldom satisfied in practical

environments, especially for closely-spaced microphones and low frequencies, which are

characterized by the high-correlated noise.

To suppress the high-correlated noise, Fischer et al. [49] proposed a noise reduction sys-

tem, which is based on the GSC beamformer. The GSC beamformer reasonably suppresses

the spatially coherent noise components, whereas a Wiener filter in the look direction is

designed to suppress the the spatially incoherent noise components. However, Bitzer et al.

pointed out that neither the GSC nor the standard Wiener post-filter performs well at low

frequencies in a diffuse noise field [7]. Therefore, they proposed to add a second post-filter

at the output of a GSC beamformer with standard Wiener post-filter to reduce the spa-

tially correlated noise components [9]. An alternative solution, presented by Meyer et al.,

applies the spectral subtraction to suppress the high-correlated noise components in the

low frequency region [108]. However, this method introduces the artificial “musical noise”

caused by spectral subtraction and fails to deal with non-stationary noise due to the VAD

based noise estimation technique. Moreover, a VAD does frequently fail, especially in

high noise scenarios. Moreover, Bouquin-Jeannes et al. suggested the modification of the

cross power spectrum estimation and the Wiener post-filter to take the presence of some

correlated noise components into account [16]. The cross power spectrum of the noise

signals is first averaged during speech pauses and then subtracted from the cross power

spectrum of the sensor signals which is calculated during signal presence. Mamhoudi et

al. [98, 99] considered a nonlinear coherence filtering in the wavelet domain to improve the

performance of the Wiener post-filtering. Instead of the conventional coherence between

the individual sensor signals, they used the coherence between the output and the input

of the beamformer, which is assumed to be low, even for correlated noise components.

Fischer and Kameyer [50] suggested the application of Wiener filter to the output of a

broadband beamformer, which is built up by several harmonically nested subarrays. They
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showed that the resulting noise reduction performance is nearly independent of the corre-

lation properties of the noise field. This structure has been further analyzed by Marro et

al. [103]. Recently, McCowan et al. developed a general expression of the Zelinski post-

filter based on the a priori coherence function of the noise filed [113]. Although this

post-filter was shown to achieve improved speech quality and speech recognition accuracy

compared to the Zelinski post-filter using the office room recordings, its performance is

expected to be significantly degraded when difference between the “actual” and assumed

coherence function exists [113].

Moreover, a single-channel noise suppression algorithm, referred to as optimally-modified

log-spectral amplitude (OM-LSA) estimator, was presented for minimizing the log-spectral

amplitude distortion in non-stationary noise environments [28]. This OM-LSA estimator

was also extended to a multi-channel post-filtering approach when multi-channel inputs

are available, which was shown effective in reducing highly non-stationary noise compo-

nents from the desired source components based on the energy-based speech presence

probability estimator [34, 55]. Considering the spatially stable characteristics of noise

fields, a speech presence probability estimator based on these spatial characteristics was

presented to improve the performance of the OM-LSA post-filter [87, 88]. However, the

inherent sensitive implementation parameters involved in the variants of the OM-LSA

post-filter greatly degrade their performance in practical environments.

Moreover, it has been shown that a diffuse noise field provides a reasonable model

for a large number of practical noise environments, such as reverberant rooms and car

environments [17, 113, 108]. Among the post-filters, no existing post-filters in theory is

based on Wiener filter, and in practice can deal with diffuse noise which is characterized

by the low coherence in high frequencies and the high coherence in low frequencies with

low speech distortion.

In this chapter, we propose a novel post-filter with a hybrid structure under the as-

sumption of a diffuse noise field. Considering the characteristics of a diffuse noise field,

the proposed post-filter applies a multi-channel Wiener post-filter for the high-frequency

(low-correlated) noise and a single-channel Wiener post-filter for the low-frequency (high-

correlated) noise. In the high frequencies, a modified Zelinski post-filter, which fully

considers and utilizes the correlations between noise on different microphone pairs, is pre-

sented and used. In the low frequencies, a single-channel Wiener post-filter is adopted

which produces less “musical noise” due to the use of the decision-directed SNR estima-

tion mechanism. The merits of the proposed post-filter lie in: in theory, it is a Wiener

filter; in practice, it is highly capable of reducing low-correlated as well as high-correlated

noise in a diffuse noise field. The superiorities of the proposed post-filter were verified

using the multi-channel recordings in various car environments.
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4.2 Problem formulation

In a noisy environment, let consider a M -sensor microphone array. The observed signal

on each microphone consists of the desired speech signal and additive noise signal which

are decomposed into localized and non-localized noise components in this research. The

localized noise components have been suppressed by the beamforming based algorithm

with the use of a microphone array, as described in the chapter 3. The proposed post-filter

is applied to the beamformer outputs to further suppress non-localized noise components

and enhance the speech quality. Therefore, after suppressing the localized noise compo-

nents, the beamformer output signal Zm(k, `) on m-th channel consists of desired speech

component S(k, `) and beamformer-processed non-localized noise component Dm(k, `),

which can be represented in the time-frequency domain as:

Zm(k, `) = S(k, `) + Dm(k, `). m = 1, 2, . . . , M (4.1)

Note that the desired speech spectra S(k, `) at the beamformer outputs should be iden-

tical to those at the beamformer inputs theoretically since the beamformer that we applied

to suppress localized noise is a MVDR beamformer as proven in chapter 3. In practice,

the speech spectrum S(k, `) might be slightly different due to some practical factors, such

as steering imperfection and estimation error. Moreover, note that the non-localized noise

components at the beamformer output are different from those at the beamformer input

since the noise reduction procedure of beamformer was also performed on non-localized

noise components. For the notational simplicity, we use the notation Dm(k, `) to denote

the non-localized noise components at the beamformer output. Moreover, although only

three microphones are used in the proposed noise reduction system, in this section, the

number of microphones are assumed to be M (not only three) for the generalization.

4.3 Review of existing post-filters

In this section, we briefly review two post-filters, referred to as the Zelinski post-filter and

the McCowan post-filter. Our proposed post-filter is based on the Zelinski post-filter and

compared to both.

4.3.1 Zelinski post-filter

The Zelinski post-filter approaches a Wiener filter in a perfectly incoherent noise field

based on the estimates of the auto- and cross- spectral densities. With the assumptions

that the desired signal and noise signal are uncorrelated and that noise on different micro-

phones is also uncorrelated and of identical power spectral density, the auto- and cross-

spectral densities of the multi-channel beamformer outputs, φzµzν (k, `) and φzµzν (k, `),
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can be simplified as:

φzµzν (k, `) = φss(k, `) + φdd(k, `), (4.2)

φzµzν (k, `) = φss(k, `). (4.3)

where φss(k, `) and φdd(k, `) are the PSDs of speech signal S(k, `) and D(k, `) at the

multi-channel beamformer outputs, respectively.

Based on the simplified expressions of the auto- and cross- spectral densities, the

Zelinski post-filter can be formulated as [163]:

Gz(k, `) =

2
M(M−1)

M−1∑
µ=1

M∑
ν=µ+1

<
{

φzµzν (k, `)
}

1
M

M∑
µ=1

φzµzµ(k, `)

, (4.4)

where <{.} is the real operator. Note, to improve the robustness of this post-filter, the

averaging operation is performed across all sensor pairs. Moreover, it is of interest to

note that the auto- and cross- spectral densities are estimated from the multi-channel

inputs (i.e., beamformer outputs). This estimation technique slightly over-estimates the

noise spectral density [137]. However, it has been proven to give a high noise reduction

performance and also is widely used [103, 113, 137, 163]. A further investigation of this

post-filter was also made by Marro et al. [103].

4.3.2 McCowan post-filter

As a matter of fact, the basic assumption of the Zelinski post-filter, that noise on each

microphone is uncorrelated, is seldom satisfied in practical environments. Considering

this fact, McCowan relaxed this practically unreasonable assumption to the one that

noise on each microphone is correlated through the coherence function and of identical

power spectral densities [113].

With the assumption of zero correlation between the desired speech signal and noise

signal and the relaxed assumption, the auto- and cross- spectral densities of multi-channel

inputs, φzµzµ(k, `) and φzνzν (k, `), can be simplified as:

φzµzµ(k, `) = φss(k, `) + φdd(k, `), (4.5)

φzµzν (k, `) = φss(k, `) + Γdµdν (k, `)φdd(k, `), (4.6)

where Γdµdν (k, `) is the complex coherence function, defined as:

Γdµdν (k, `) =
φdµdν (k, `)√

φdµdµ(k, `)φdνdν (k, `)
. (4.7)
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Based on these expressions of auto- and cross- spectral densities, the speech power

spectral density, which is the numerator term of the Wiener post-filter, can be represented

as [113]:

φ̂(µν)
ss (k, `) =

<
{

φzµzν (k, `)
}
− 1

2
<

{
Γdµdν (k, `)

}(
φzµzµ(k, `) + φzνzν (k, `)

)

1−<
{

Γdµdν (k, `)
} . (4.8)

Then the McCowan post-filter can be derived as [113]:

GM(k, `) =

2
M(M−1)

M−1∑
µ=1

M∑
ν=µ+1

φ̂(µν)
ss (k, `)

1
M

M∑
µ=1

φzµzµ(k, `)

. (4.9)

Although the McCowan post-filter has been shown to achieve improved performance

compared to the Zelinski post-filter using multi-channel recordings in an office, a signifi-

cant performance degradation is expected when difference between the actual and assumed

coherence functions exists. The performance dependence of the McCowan post-filter on

the assumed coherence function was also analyzed in [113].

4.4 Proposed microphone array post-filter

In this section, we first describe the coherence function and its application in analyzing

a noise field. Then a hybrid post-filter with the assumption of a diffuse noise field is

proposed. Finally, advantages of the proposed post-filter are presented qualitatively.

4.4.1 Analysis of a noise field

To characterize a noise field, a widely used measure is the magnitude-squared coherence

(MSC) function, simply called coherence function, defined as the magnitude square of the

complex coherence function and given by:

MSCµν(k, `) =
|φdµdν (k, `)|2

φdµdµ(k, `)φdνdν (k, `)
, (4.10)

A diffuse noise field, which is one of the underlying assumptions of this paper, has been

shown to be a reasonable model for many practical noise environments [17]. A diffuse

noise field is characterized by the following MSC function:

MSC(k) =

∣∣∣∣
sin (2πkd/c)

2πkd/c

∣∣∣∣
2

, (4.11)
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Figure 4.1: Magnitude-squared coherence functions of theoretical diffuse noise field (solid),

and in various car environments: 50km/h (dotted) and 100km/h (dashed). (d = 10cm).

where d and c represent the distance between adjacent microphones and the velocity of

sound. The MSC function of a perfect diffuse noise field against frequency is plotted in

Fig. 4.1. From Fig. 4.1, some characteristics of a diffuse noise field can be easily observed:

1. The MSC function is a frequency-dependent and time-invariant measure;

2. Noise on different microphones is high-correlated in the low frequencies and low-

correlated in the high frequencies.

These observations motivate us to divide the spectrum into the low-correlated and

high-correlated parts, the transient frequency ft between two regions is chosen as the first

minimum frequency, given by ft = c/(2d) [108, 137]. Since the velocity of sound c is

considered as a constant, the transient frequency is merely determined by the distance d

between two microphones, which is a key point for our proposed post-filter.

4.4.2 Proposed post-filter

To formulate the proposed post-filter, let us first give some assumptions on which the

proposed post-filter is based:

1. Desired speech signal and noise signal are uncorrelated on each microphone;

2. Noise power spectral density is identical on each microphone;
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Figure 4.2: Block diagram of the proposed post-filter.

3. Noise on different microphones is diffuse noise.

As a matter of fact, assumption (1) is normally made in speech signal processing, and

assumptions (2) and (3) were verified to be fulfilled in a large number of practical noise

environments.

In the following discussion, we propose a hybrid post-filter, which applies a modified

Zelinski post-filter in the high frequency region and a single-channel Wiener post-filter in

the low frequency region, with the hope of enhancing its noise reduction performance. The

block diagram of the proposed post-filter along with beamformer is plotted in Fig. 4.2.

A modified Zelinski post-filer in the high frequencies

Based on the assumption that noise on each microphone is mutually uncorrelated, the

Zelinski post-filter provides a solution for minimizing the mean-square error between

speech and its estimate in an incoherent noise field. As mentioned above, its perfor-

mance is often significantly degraded when the correlated noise components are involved

in estimating the cross-spectral densities of multi-channel inputs. It is, therefore, believed

that the performance degradation would be eliminated if the noise, used to estimate the

cross-spectral densities of multi-channel inputs, is sufficiently uncorrelated.

As Fig. 4.1 demonstrates, in a diffuse noise field, the spatially weakly correlated noise

components on different microphones only exist in the frequencies over the transient

frequency ft. Since the transient frequency is determined by the distance between mi-

crophones, microphone pairs with different inter-element spacing are characterized by
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different transient frequencies. That is, for different microphone pairs with different inter-

element spacing, low correlated noise is found in different frequency regions. Furthermore,

for a certain frequency, noise is mutually low correlated only on limited microphone pairs,

generally not on all pairs. This fact motivates us to propose a modified Zelinski post-

filter by calculating the cross-spectral densities of multi-channel beamformer outputs on

the corresponding microphone pairs, not on all sensor pairs (as used in the Zelinski and

the McCowan post-filters).

The modified Zelinski post-filter is implemented in the following steps:

1. Determine the transient frequencies according to the microphone array geometry.

Considering a M -sensor array with inter-element spacing dµν between sensors µ and

ν (µ, ν ≤ M), we have M(M−1)/2 microphone pairs which determine M(M−1)/2

transient frequencies, each of them can be calculated by ft,µν = c/(2dµν). Since

the inter-element spacings are identical for some microphone pairs, some transient

frequencies are identical as well. In principle, if the equidistant microphones are

assumed, among M(M − 1)/2 microphone pairs, only M − 1 pairs have different

inter-element spacings. Correspondingly, we can determine M−1 different transient

frequencies, denoted by f 1
t , f 2

t , · · · , fM−1
t . Without loss of generality, we further

assume the following relationship between transient frequencies f 1
t < f 2

t < · · · <

fM−1
t .

2. Determine the microphone pairs on which noise is mutually uncorrelated for each fre-

quency. As a matter of fact, the M−1 different transient frequencies, f 1
t , f 2

t , · · · , fM−1
t ,

divide the full frequency band into M sub-bands, denoted by B0, B1, · · · , BM−1. In

each sub-band (expect B0), some microphone pairs provide low correlated noise

components on microphones of the pairs. In principle, the M(M −1)/2 microphone

pairs can be grouped into M − 1 sets where some microphone pairs are re-used.

Each of M − 1 sets includes the microphone pairs on which noise signals are mu-

tually weakly correlated for the individual frequency of interest. Corresponding

to the transient frequencies f 1
t , f 2

t , · · · , fM−1
t , the M − 1 microphone pair sets are

represented as: Ω1, Ω2, · · · , ΩM−1.

3. Compute the spectral densities of the desired speech signal and the noisy signal. For

each frequency in sub-band Bm(1 ≤ m ≤ M − 1), the noise on the microphone

pairs of set Ωm is weakly correlated. Thus, the spectral densities of the noisy signal

and the desired speech signal can be estimated from the auto- and cross- spectral

densities of the multi-channel inputs, that is:

φ̂zµzµ(k, `) = φss(k, `) + φdd(k, `), (4.12)

φ̂zµzν (k, `) = φss(k, `). (4.13)
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4. Compute the gain function of the modified Zelinski post-filter. To improve the ro-

bustness of the proposed post-filter, estimates of the auto- and cross- spectral den-

sities are averaged across the microphone pairs in the corresponding pair set Ωm,

generally not all microphone pairs. The gain function of the modified Zelinski post-

filter is given by:

Gmz(k, `) =

1
|Ωm(k)|

∑

{µ,ν}∈Ωm(k)

<{φ̂zµzν (k, `)}

1
|Ωm(k)|

∑

{µ,ν}∈Ωm(k)

[
1

2

(
φ̂zµzµ(k, `) + φ̂zνzν (k, `)

)] . (4.14)

Note that in this modified Zelinski post-filter, the average for the auto- and cross-

spectral densities is performed on only limited microphone pairs in the corresponding pair

set Ωm determined in step 2. Since noise on microphones in set Ωm is weakly correlated,

the estimation error caused by the correlated noise components should be mitigated,

improving the accuracy and robustness of this modified Zelinski post-filter. While in other

post-filters including the Zelinski post-filter and the McCowan post-filter, the average was

done across all microphone pairs, involving the correlated noise components in estimating

the spectral densities, which introduces the estimation error and further degrades the

noise reduction performance.

Moreover, it should be noted that the first two steps should be done in advance, since

they are only dependent on the microphone array geometry and independent on the input

signals. The limited microphone pairs, involved in the estimation procedure of the auto-

and cross- spectral densities, contribute to the decrease of computational cost of this

modified Zelinski post-filter.

A single-channel technique in the low frequencies

In the low frequency sub-band (B0 where k < f 1
t ), noise on all microphone pairs is high-

correlated, indicating that the auto-spectral density of the desired speech signal can not

be estimated from the cross-spectral density of multi-channel inputs. Thus, no post-filter

that calculates the auto- and cross- spectral densities can perform well in these frequencies.

In the low frequencies (k < f 1
t ), therefore, we turn to a single-channel technique to

estimate a Wiener filter. The gain function of the Wiener filter is rewritten here:

Gs(k, `) =

E

[∣∣S(k, `)
∣∣2

]

E

[∣∣S(k, `)
∣∣2

]
+ E

[∣∣D(k, `)
∣∣2

] =
SNRpriori(k, `)

1 + SNRpriori(k, `)
, (4.15)

where SNRpriori(k, `) the a priori SNR, as named in [43], defined by SNRpriori(k, `) =

E

[∣∣S(k, `)
∣∣2

]/
E

[∣∣D(k, `)
∣∣2

]
. The estimate of the a priori SNR, SNRpriori(k, `), is up-
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dated in a decision-directed scheme, as follows [43]:

SNRpriori(k, `) = αs

∣∣S(k, `− 1)
∣∣2

E

[∣∣D(k, `− 1)
∣∣2

] + (1− αs)max

[
SNRpost(k, `)− 1, 0

]
, (4.16)

where αs (0 < αs < 1) is a forgetting factor and SNRpost(k, `) is the a posteriori SNR,

as named in [43], defined by SNRpost(k, `) =
∣∣Z(k, `)

∣∣2
/

E

[∣∣D(k, `)
∣∣2

]
. This decision-

directed estimation mechanism for the a priori SNR significantly decreases the residual

“musical noise”, as detailed in [20].

To improve the performance of this single-channel Wiener filter, a crucial point is

to estimate noise power spectral density E

[∣∣D(k, `)
∣∣2

]
with high accuracy. Here, it is

implemented by a soft-decision based approach, given by:

E

[∣∣D(k, `)
∣∣2

]
= βsE

[∣∣D(k, `− 1)
∣∣2

]
+ (1− βs)E

[∣∣D(k, `)
∣∣2

∣∣∣∣Z(k, `)

]
, (4.17)

where βs (0 < βs < 1) is a forgetting factor controlling the update rate of noise estimation.

Under speech presence uncertainty, the second term in the right side of Eq. (4.17) can be

estimated as:

E

[∣∣D(k, `)
∣∣2

∣∣∣∣Z(k, `)

]
= q(k, `)

∣∣Z(k, `)
∣∣2 + (1− q(k, `))E

[
|D(k, `− 1)|2

]
, (4.18)

where q(k, `) denotes the speech absence probability,
∣∣Z(k, `)

∣∣2 = 1
M

M∑
m=1

∣∣Zm(k, `)
∣∣2 the

average of the individual power spectral density on each sensor. The reason for calculating

this average is that considering only one sensor may yield a biased measurement. With

the assumption of a complex Gaussian statistic model and applying the Bayes rule and

total probability theorem, the speech absence probability conditioned on the observations

can be given by [43]:

q(k, `) =

(
1 +

1− q
′
(k, `)

q′(k, `)

1

1 + SNRpriori(k, `)
exp

(
SNRpost(k, `)SNRpriori(k, `)

1 + SNRpriori(k, `)

) )−1

,(4.19)

where q
′
(k, `) is the a priori speech absence probability. In the experiments, q

′
(k, `) is set

to 0.5 as in [143].

Here, it is of interest to note that the post-filter described above given by Eq. (4.15) is

a Wiener filter exactly. This post-filter, which minimizes the mean square error (MSE) of

spectrum, is also different from the Ephraim-Malah algorithm which is based on the MSE

of spectral amplitude [43]. In comparison of the traditional post-filters, this proposed

Wiener filter show some advantages: (i) it is able to greatly reduce the “musical noise”

due to the use of the decision-directed a priori SNR estimation technique [20]; (ii) it is

able to deal with the non-stationary noise due to the soft-decision based noise estimation

technique [28].

81



0 1000 2000 3000 4000 5000 6000
0

0.1

0.2

0.3 

0.4

0.5 

0.6

0.7

0.8 

0.9 

1

Frequency [Hz]

M
S

C

Theory
Input
S.S. output

Figure 4.3: Magnitude-squared coherence function of theoretical diffuse noise field (solid),

multi-microphone inputs (dash-dotted) and outputs of the localized noise suppression

algorithm (dash). (d = 10cm).

4.4.3 Analysis of proposed post-filter

In theory, the proposed post-filter is a Wiener post-filter. In the low frequency region,

the single-channel post-filter given by Eq. (4.15) is obviously a Wiener filter. In the

high frequency region, since noise used to formulate the modified Zelinski expression are

weakly correlated, the cross-spectral density of multi-channel signals provides more ac-

curate speech auto-spectral density estimate. Therefore, the modified Zelinski post-filter

used in the high frequency region approaches a Wiener filter. Comparatively, although

the Zelinski post-filter and the McCowan post-filter have a Wiener-filter structure, per-

formance degradation is expected due to the correlated noise components involved in

estimating cross-spectral densities.

It also should note that the proposed post-filter provides a more general expression

for the microphone array post-filter. In a perfectly incoherent noise field, the proposed

post-filter will reduce to the Zelinski post-filter, just by setting the transient frequencies

to zero. And in a perfectly coherent noise field, the proposed post-filter will reduce to the

single-channel Wiener post-filter, just by setting the transient frequencies to the highest

frequency of interest.
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4.5 Experimental validation

To validate the effectiveness of the proposed hybrid post-filter in a diffuse noise field, its

performance was investigated and further compared to other conventional post-filters, in-

cluding the Zelinski post-filter [163], the McCowan post-filter [113] and the single-channel

Wiener post-filter alone [5], in various car noise environments. A beamformer was first

applied to the multi-channel noisy signals. Then, the beamformer output was further

enhanced by the studied post-filters.

To assess the performance of the studied post-filters, some experiments were performed

using the sound data same as those used in chapter 3 in pseudo real-world environment

and real-world environment. Their performance was further evaluated in terms of objec-

tive (segmental SNR and MFCC distance, defined in chapter 3) and subjective speech

quality measures.

4.5.1 Experimental configurations

The effectiveness of the diffuse noise field was investigated by comparing the measured

MSC function calculated from real noise recordings with the theoretical function, plotted

in Fig. 4.3. It can be seen from Fig. 4.3 that the measured MSC function follows the trend

of the theoretical function, which fulfills the assumption of a diffuse noise field used in the

proposed post-filter. Moreover, it should be noted that although the beamformer has effect

on the input noise components themselves, the spatial characteristics of the noise field

at the beamformer output is not changed, that is, the diffuse noise field characteristic

is preserved. Therefore, the assumption of a diffuse noise field is still satisfied for the

proposed hybrid post-filter.

The beamforming filter was implemented by a superdirective beamformer [39], which

is a solution of MVDR beamformer in a diffuse noise field. Note that with the consider-

ation of robustness, the white noise gain constraining procedure was applied during the

implementation [39]. The gain function of this superdirective beamformer, which is a

function of frequency k, is given by [39]:

WMV DR(k) =
Γ−1

diffuse(k)A(k)

AH(k)Γ−1
diffuse(k)A(k)

, (4.20)

where A(k) denotes the acoustic transfer functions between speech source and micro-

phones. The directivity index (DI), which shows the noise reduction ability of the array

in a diffuse noise field, is given by [17]:

DI(k) = 10 · log10

( ∣∣WH
MV DR(k)A(k)

∣∣2
WH

MV DR(k)Γdiffuse(k)WMV DR(k)

)
, [dB] (4.21)

and shown in Fig. 4.4. Obviously, the superdirective beamformer illustrates the low noise

reduction performance for the low-frequency noise components.
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Figure 4.4: Directivity index of the superdirective beamformer (M=3, d=10cm).

4.5.2 Objective evaluation results

Experimental results of the average SEGSNR and MFCC distance calculated for both pseudo

real-world environment and real-world environment in two car noise conditions (50km/h

and 100km/h) at various SNR levels, are plotted in Figs. 4.5 - 4.8. The results were

averaged across all sentences in each noise condition. The performance was evaluated at

the first microphone, the beamformer output and the studied post-filter outputs.

As illustrated in Figs. 4.5 and 4.6, the beamformer shows low SEGSNR improvement

due to its low directivity (shown in Fig. 4.4) in the low frequencies. The Zelinski post-

filter also only offers limited performance improvement. By integrating an appropriate

coherence function of the noise field into the post-filter formulation, the McCowan post-

filter shows a great SEGSNR improvement. The single-channel Wiener post-filter shows

further SEGSNR improvements compared with the Zelinski and the McCowan post-filters

in all noise conditions. The proposed post-filter demonstrates highest performance im-

provements in SEGSNR sense among the studied post-filters for both pseudo real-world

environment and real-world environment in all tested conditions.

Concerning the results of MFCC distance, plotted in Figs. 4.7 and 4.8, we can readily

observe that the beamformer alone and the Zelinski post-filter decrease MFCC distances

in all conditions with regard to noisy inputs. Moreover, the single-channel Wiener post-

filter shows the lower MFCC distances, especially at low SNRs. The proposed post-filter

and the McCowan post-filter offer the lowest speech distortion to an almost same degree
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at all SNRs, with regard to other post-filters for both pseudo real-world environment

and real-world environment in all noise conditions. Compared to the McCowan post-

filter, the proposed post-filter yields less residual noise (eg. “musical noise”) which was

proven by the informal listening tests.

Taking account of noise reduction and speech distortion, the proposed post-filter

demonstrates the great superiority, the highest speech quality and the lowest speech dis-

tortion, with regard to other comparative post-filters in all noise conditions.

4.5.3 Subjective evaluation results

Subjective evaluation of the studied post-filters was performed using speech spectro-

grams and validated by informal listening tests. Typical examples of speech spectro-

grams in pseudo real-world environment corresponding to the Japanese sentence “dozo

yoroshiku” and in real-world environment corresponding to the Japanese sentence “hati-

nohe kesennuma yukuhasi”, are presented in Figs. 4.9 and 4.10 under the car conditon

with a speed of 100km/h. For the pseudo real-world environment, Fig. 4.9(d) shows that

the output of beamformer is characterized by high-level low-frequency noise due to its

weakness in the low frequencies, as shown in Fig. 4.4. The Zelinski post-filter also offers

very limited performance in the low frequencies because of the high-coherence charac-

teristics of noise in this region. Fig. 4.9(f) illustrates that the McCowan post-filter does

suppress a large amount of noise, even in the low frequency region, and the residual noise

exists due to the difference between the assumed and actual coherence values at instanta-

neous time. The single-channel Wiener post-filter results in speech distortion, as shown

in Fig. 4.9(g). Fig. 4.9(h) illustrates the proposed post-filter is able to further suppress

the correlated and uncorrelated noises simultaneously, without additional speech distor-

tion. Informal listening tests proved the superiority of the proposed post-filter compared

to others. With the other post-filters, the advantage of the proposed post-filter is also

confirmed by the observations from the spectrograms in real-world environments shown

in Fig. 4.10.

4.5.4 Discussions

Compared to the other post-filters, the advantages of the proposed post-filter are discussed

in this section from the standpoint of practice based on the experimental results.

The proposed hybrid post-filter is superior to the Zelinski post-filter since the basic

assumption of the proposed post-filter (diffuse noise field) is more reasonable than that of

the Zelinski post-filter (incoherent noise field) in practical environments. In addition, the

Zelinski post-filter fail to reduce the low-frequency (high-correlated) noise components,

while the proposed hybrid post-filter is successful for these noise components.

The proposed hybrid post-filter is superior to the McCowan post-filter. The McCowan
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post-filter is determined based on the coherence function of the noise field itself. Thus,

its performance is greatly dependent on the accuracy of the assumed coherence function.

The differences between the assumed and actual coherence functions result in its per-

formance significant degradation. However, the proposed hybrid post-filter utilizes the

transient frequency only to distinguish correlated and uncorrelated noises, independent

on the actual instantaneous values of the coherence function, alleviating the effect caused

by the difference between the assumed and actual coherence functions in some sense.

The proposed hybrid post-filter should be superior to the single-channel Wiener filter

which is used in the whole frequency band. The single-channel Wiener filter, which is

based on measurements of noise characteristics, can hardly be applied for highly non-

stationary noise sources even if the soft-decision mechanism is adopted. However, multi-

channel technique based on the estimates of the auto- and cross- spectral densities the-

oretically provides good performance for the highly non-stationary noise. Our proposed

modified Zelinski post-filter utilizes this attractiveness fully in each frequency bin in the

high frequency region. Additionally, in the low frequency region, both the proposed and

the single-channel Wiener post-filters have the same problem in dealing with the highly

non-stationary noises.

4.6 Summary

In this chapter, we focused on further dealing with the problem of suppressing non-

localized noise components at the beamformer output.

In section 4.1, we briefly reviewed the state-of-the-art microphone array post-filters

and more attention was paid to the drawbacks/disadvantages of these existing post-filters.

In section 4.2, we formulated the signal model at the beamformer output, which is

composed of desired speech signals and non-localized noise components, since the localized

noise components have been suppressed by the beamformer based algorithms.

In section 4.3, we introduced the Zelinski post-filter and McCowan post-filter in brief.

The proposed post-filter was based on the former one and compared to both.

In section 4.4, we proposed a hybrid Wiener post-filter for microphone arrays with the

assumption of a diffuse noise field. In this hybrid post-filter, a modified Zelinski post-

filter is applied to the low-correlated frequencies in high frequency region; a single-channel

Wiener post-filter is applied to the high-correlation frequencies in low frequency region.

In theory, the proposed post-filter is a Wiener post-filter, and in practice, it is able to

reduce both correlated and uncorrelated noise components in a diffuse noise field. The

superiority of the proposed post-filter was verified by the experimental using real-world

speech and noise recordings.
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Figure 4.5: Average segmental SNR (SEGSNR) in pseudo real-world environment at

beamformer output (¤), Zelinski post-filter output (♦), McCowan post-filter output (+),

single-channel Wiener filter output (M), proposed post-filter output(◦), in various noise

conditions: 50km/h (a) and 100km/h (b).
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Figure 4.6: Average segmental SNR (SEGSNR) in real-world environment at beam-

former output (¤), Zelinski post-filter output (♦), McCowan post-filter output (+), single-

channel Wiener filter output (M), proposed post-filter output(◦), in various noise condi-

tions: 50km/h (a) and 100km/h (b).
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Figure 4.7: Average MFCC distance in pseudo real-world environment at the first

microphone (×), beamformer output (¤), Zelinski post-filter output(♦), McCowan post-

filter output(+), single-channel Wiener filter output(M), proposed post-filter output(◦),
in various noise conditions: 50km/h (a) and 100km/h (b).
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Figure 4.8: Average MFCC distance in real-world environment at the first micro-

phone (×), beamformer output (¤), Zelinski post-filter output(♦), McCowan post-filter

output(+), single-channel Wiener filter output(M), proposed post-filter output(◦), in var-

ious noise conditions: 50km/h (a) and 100km/h (b).
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Figure 4.9: Speech spectrograms in pseudo real-world environment. (a) Original

clean speech signal at the first microphone: “dozo yoroshiku”; (b) Noise signal at the first

microphone; (c) Noisy signal at the first microphone (SNR = 10 dB); (d) Beamformer

output; (e) Zelinski post-filter output; (f) McCowan post-filter output; (g) Single-channel

Wiener post-filter output; (h) Proposed post-filter output.
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Figure 4.10: Speech spectrograms in real-world environment. (a) Original clean speech

signal at the first microphone: “hatinohe kesennuma yukuhasi”; (b) Noise signal at the

first microphone; (c) Noisy signal at the first microphone (SNR = 10 dB); (d) Beamformer

output; (e) Zelinski post-filter output; (f) McCowan post-filter output; (g) Single-channel

Wiener post-filter output; (h) Proposed post-filter output.
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Chapter 5

Evaluation of proposed system with

speech recognition

Although automatic speech recognition systems have achieved high recognition accuracy

in noise-free conditions, their performance significantly degrades in practical environments

due to the undesired acoustic noises, which was assumed to include localized and non-

localized noise components in this research. The acoustic noises introduce the mismatches

between training conditions and testing conditions, resulting in the degradation of the

recognition accuracy. It is believed that the performance of recognition system will be

improved by suppressing the acoustic noise signals from the observed noisy signals, which

eliminates the mismatches between training and testing conditions and in turn improving

the recognition accuracy.

In this research, we considered that the undesired noise signal consists of localized noise

components and non-localized noise components. Then, we constructed a beamforming

based technique to suppress the localized noise and a hybrid post-filter to suppress the

non-localized noise. The superiorities of the two noise reduction parts have been verified

in chapters 3 and 4 respectively by the experiments in both pseudo real-world environ-

ment and real-world environment in terms of the objective and subjective speech quality

measures.

In this chapter, we will further examine the performance of the proposed noise reduc-

tion system, consisting of localized noise suppression and non-localized noise suppression

as a whole noise-reduction system, using speech recognition experiments. The comprehen-

sive experiments were conducted using the multi-channel noise recordings in various car

environments and experimental results shows that the proposed noise reduction system

improve the speech recognition accuracy at about 20% improvement averaged across all

noise conditions.
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5.1 Introduction

Acoustic noise signals degrading the speech quality have been dealt with by using the

proposed noise reduction system, yielding the enhanced high-quality speech signals. The

effectiveness and superiority of the proposed noise reduction system have been confirmed

by a variety of comprehensive experiments in the last two chapters. In this work, we

deal with the processing of signals received by a microphone array for inputting into a

speech recognition system with the goal of improving speech recognition accuracy. In

this chapter, we first briefly review the recognition process by describing how a speech

waveform is converted into a sequence of feature vectors and how these feature vectors are

then processed by the recognition system in order to generate a hypothesis of the words

that were spoken. Then, we pay our main attention to the speech recognition experiments

to evaluate the performance of the proposed noise reduction system, which is based on

microphone array and post-filtering, and to the discussions based on these experimental

results.

5.2 Principle of automatic speech recognition

The final objective of the speech recognition system is to estimate the correct sequence

of words the desired speaker uttered. However, in state-of-the-art recognition systems,

speech recognition is performed on a sequence of features extracted from the speech signals

in short segments rather than directly on the speech signals.

Suppose that O represents a sequence of feature vectors extracted from the speech

signal, speech recognition systems operate according to the optimal classification equation,

formulated as:

ŵ = arg max
w∈W

P (w |O), (5.1)

where ŵ is the sequence of words hypothesized by the recognizer and W is the set of

all possible word sequence that can be hypothesized by the recognition system. However,

this expression is not actually computed by recognition systems. Instead, using the Bayes

rule Eq. (5.1) can be rewritten as:

ŵ = arg max
w∈W

P (O|w)P (w)

P (O)
, (5.2)

where P (O|w) is the acoustic likelihood, representing the probability that feature se-

quence O is observed given that word sequence w was spoken, and P (w) is the language

score, the a priori probability of a particular word sequence w . This latter term is com-

puted using a language model. Because we are maximizing Eq. (5.2) with respect to the

word sequence w for a given sequence of observation O, the denominator term P (O) can
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be ignored in the maximization, resulting in:

ŵ = arg max
w∈W

P (O|w)P (w). (5.3)

Therefore, the process of recognizing an utterance of speech can be dividing into two

main stages: feature extraction where a speech signal is parameterized into a sequence

of feature vectors; and decoding in which the most likely word sequence is hypothesized

based on the observed features.

5.2.1 Feature extraction

As mentioned above, state-of-the-art speech recognizers do not perform directly on the

speech signal itself, but on a set of feature vectors extracted from the speech signal. In our

speech recognition system, the speech signal is first parameterized into a sequence of mel-

frequency cepstral coefficient (MFCC) vectors. MFCC vectors with their first and second

temporal derivatives are then composed into a input vector for the speech recognition

recognizer.

The MFCC coefficients are computed in a computationally efficient way, described in

the following. The input speech signal is first divided into a sequence of short overlapping

frames. Each frame is windowed and then transformed to the frequency domain using

a STFT. The magnitude squared of the STFT is computed and then multiplied by a

series of overlapping triangular weighting functions. These triangular filter are equally

distributed along the mel frequency scale with a 50% overlap between consecutive tri-

angles. These filters are spaced in frequency approximately linearly at low frequencies

and logarithmically at high frequencies. MFCC of each frame is computed as a vector

whose components represent the energy in each of the mel filters. To approximate human

auditory processing more closely, the natural logarithm of each of the elements in the mel

spectral vector is then computed, producing the log mel spectrum of the frame. Finally,

this vector is converted to mel-frequency cepstra via a discrete cosine transform (DCT)

and then truncated. This feature extraction procedure is also shown in Fig. 5.1.

5.2.2 Decoding

State-of-the-art speech recognition systems are Hidden Markov Model (HMM) based sys-

tems, in which each acoustic unite (e.g., word, phoneme) is modeled as an HMM [127].

An HMM can be characterized by:

1. a finite number of states

2. a state-transition probability distribution which describes the probability associated

with moving to another state (or the same state) at the next time instant, given the

current state
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Figure 5.1: Calculation of mel-frequency cepstral coefficients from a frame of speech.
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3. an output probability distribution function associated with each state

The statistical behavior of an HMM representing a given word is governed by its

state transition probabilities and the output distributions of its consecutive states. For

an HMM modeling word w , the transition probabilities are represented by a transition

matrix, Aw. The elements of this matrix, aw(ı, ), represent the probability of transiting

to state  at time t + 1 given that state ı is occupied time t. Thus, if the HMM for word

w has Q states, then:

Q∑
=1

aw(ı, ) = 1. (5.4)

In speech recognition system, the state output probability distribution functions are

usually modeled as mixtures of Gaussians. To improve computational efficiency, the

Gaussians are assumed to have diagonal covariance matrix. Thus, the output probability

of a feature vector o belonging to the state ı of an HMM for word w, is represented as:

bw(z, ı) =
∑

ρ

αw
ıρN

(
o, µw

ıρ,
∑w

ıρ

)
, (5.5)

where αw
ıρ, µw

ıρ and
∑w

ıρ are the mixture weight, mean vector and covariance matrix asso-

ciated with the ρ-th Gaussian in the mixture density of state ı of the HMM of word w.

We define Bw as the set of parameters
{

αw
ıρ, µ

w
ıρ,

∑w
ıρ

}
for all mixture components for all

states in the HMM for word w. We can then define λw = (Aw, Bw) as the complete set of

statistical parameters that define the HMM for word w.

The probability, that a given sequence of feature vector O = {o1, o2, . . . , oT} given the

HMM for the word w, is computed as follows. Let the HMM modelling the word w as

HMMw and S denote the set of all possible state sequences of length Q through HMMw,

the total probability that HMMw generated O can be expressed as:

P (O|w) =
∑
s∈S

P (O|s)P (s|w), (5.6)

where s = {s1, s2, . . . , sT} represents a particular state sequence through HMMw. The

expression P (s|w) represents the probability of a particular state sequence and is com-

puted from the state transition matrix Aw. The expression P (O|s) represents the proba-

bility of a particular sequence of feature vectors given a state sequence, and is computed

from the state output probability distributions with Eq. (5.6). Therefore, Eq. (5.6) can

be rewritten as:

P (O|w) =
∑
s∈S

(
Q∏

t=1

aw(st, st+1)

)(
Q∏

t=1

bw(ot, st)

)
. (5.7)
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Substituting Eq. (5.7) into Eq. (5.3), we can get the expression used to perform speech

recognition as:

ŵ = arg max
w

{
P (w)

∑
s∈S

(
Q∏

t=1

aw(st, st+1)

)(
Q∏

t=1

bw(st, st)

)}
. (5.8)

For computational efficiency, most HMM speech recognition systems estimate the best

state sequence (the state sequence with the highest likelihood) associated with the esti-

mated hypothesis. Thus, recognition is actually performed as:

ŵ = arg max
w,s∈S

{
P (w)

(
Q∏

t=1

aw(st, st+1)

)(
Q∏

t=1

bw(st, st)

)}
. (5.9)

5.3 Speech recognition experiments

Since the final objective of this research is to improve speech recognition performance

in adverse environments using microphone array and post-filtering. Therefore, the final

evaluation measure of the noise reduction algorithms is recognition performance. In the

following, we will examine the performance of the proposed noise reduction algorithms in

term of recognition accuracy in various noise environments.

To evaluate the effect of the proposed noise reduction system on the performance im-

provement of a speech recognition system, it is used as a front-end processor for the speech

recognition system which performs in practical noisy environments. In implementation of

the proposed noise reduction system, the original subtractive beamformer based technique

is used to suppress the localized noise components, instead of the generalized subtractive

beamformer presented in chapter 3. The use of the system, the generalized subtractive

beamformer followed by the hybrid Wiener filter is one of our future work, as pointed out

in chapter 6. The noise reduction system is first performed on the multi-channel observed

noisy input signals, yield the enhanced speech signals. The enhanced speech outputs are

further input into the speech recognition system for recognizing the utterance. Thus, the

performance improvement caused by the noise reduction systems is evaluated based on

the recognition rate by comparing with that obtained by using noisy inputs and by other

noise reduction algorithms. The architecture of speech recognition systems with noise

reduction front-end processor is plotted in Fig. 5.2.

5.3.1 Experimental configuration

To assess the performance of the studied noise reduction algorithms in terms of speech

recognition performance, we did comprehensive speech recognition experiments.

In the experiments, the noise signals are recorded using a three-sensor microphone

array in car environment (100km/h), same as those used in chapters 3 and 4.
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Figure 5.2: Block diagram of the speech recognition system with a front-end processor of

the proposed noise reduction algorithm.

The training and testing speech signals are selected from AURORA-2J database.

AURORA-2J [165] is a Japanese version of AURORA-2 which is a digit strings database.

The pronunciations of eleven digits are shown in Table 5.1.

For testing we generated two sets of noise-corrupted data. The first data set, referred

to as data set A, involved the addition of the randomly selected segments of the multi-

channel car noise recordings across 1001 test sentences in AURORA-2J at different SNR

levels from 0dB to 20dB in 5dB steps. The second data set, referred to as data set B,

involved the addition of the multi-channel car noise and a secondary speaker’s speech

(passenger’s interfering noise), which is Japanese digit /ichi/ with DOA of 60 degrees

to the right, across 1001 test sentences in AURORA-2J at different SNR levels same as

that in data set A. Note that data data set B corresponds to a more realistic context

for a typical car environment where a passenger is speaking. Moreover, it should be

noted that since clean speech signals do not include the impluse responses between the

speaker and the microphones, therefore, data set A and data set B correspond to

the pseudo real-world environment, as considered in the last two chapters. Furthermore,

it should be noted that the proposed noise reduction algorithm was proven to consistently

outperform other traditional algorithms for both pseudo real-world environment and real-

world environment in chapters 3 and 4. Therefore, it is believed that the experiments

using the computer-synthesized data corresponding to pseudo real-world environment are

enough to confirm the superiority of the proposed noise reduction system for real-world

environment in the sense of speech recognition performance improvement. For training

acoustic model, total (84000) utterances uttered by 110 speakers (55 male and 55 female

speakers) are used.

The signals are pre-emphasized with a coefficient of 0.97. A hamming window of 32ms

length with 16ms frame rate was used. The first 12 dimensions of de-correlated log com-

pressed Mel energy spectrum was chosen (the zero-th order coefficient was discarded).
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Table 5.1: Pronunciations of digits

Digit AURORA-2 AURORA-2J

1 one /ichi/

2 two /ni/

3 three /sanN/

4 four /yoN/

5 five /go/

6 six /roku/

7 seven /nana/

8 eight /hachi/

9 nine /kyuH/

0(Z) zero /zero/

0(O) oh /maru/

Combining with the log power energy, we got 13 dimensional static feature vector. To-

gether with their first and second order dynamic values, 39 dimensional feature vectors

were formed. The acoustic models consist of ten digits, one silence and short pause mod-

els. Each distribution of digit has 18 states with 16 output distributions. Silence model

has 5 states with 3 distributions, and short pause model has 3 states with one distribution.

Each distribution of digit has 20 Gaussians while that of silence and short pause has 36

Gaussians. Each model was trained as a left-to-right topology with three states (without

skip among states) by using Baum-Welch algorithm with a flat-starting embedded train-

ing. Standard Viterbi decoding technique was used for recognition. The specification of

the speech recognition system is listed in Table 5.2.

5.3.2 Experimental results

The frond-end processors, including delay-and-sum beamforme with Wiener postfilter

(DSWF) [137], the microphone array with OM-LSA based post-filtering (MA-LSA) [88]

and the proposed noise reduction algorithm with microphone array and post-filtering (PRO-

MAPF), are assessed using two testing data sets: data set A and data set B. The recog-

nition results for three noise reduction algorithms in two noise conditions are presented

in Fig. 5.3 and Fig. 5.4, respectively.

As Fig. 5.3 shows, for data set A, all tested noise reduction algorithms provide some

degree of performance improvement in speech recognition rate compared with noisy in-

puts. The average recognition rate improvement achieved by DSWF algorithm amounts

to 6.0% with respect to noisy inputs. The MA-LSA provides an average recognition
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Table 5.2: Specification of the speech recognition system

Parameter Value

sampling frequency 12kHz

frame length 42.6ms

frame period 21.3ms

pre-emphasis 1-0.97 z−1

feature vector 12-order MFCCs, power, ∆MFCCs, ∆power, ∆∆MFCCs, ∆∆power.

HMM digit: 18 states with 16 distributions;

silence: 5 states with 3 distributions;

pause: 3 states with 1 distributions.

each distribution of digit has 20 Gaussians;

each distribution of silence and pause has 36 Gaussians.

Training data 8440 utterances from AURORA-2J database

Testing data Set A: 1001 utterances corrupted by multi-channel car noises;

Set B: 1001 utterance corrupted by multi-channel car noises

and passenger’s speech (localized noise).

rate improvement of about 13.6%. Whereas, the highest recognition rate improvement

of about 18.6% was achieved by the algorithm PRO-MAPF. The recognition rate im-

provements drastically increase as the noise level increase (SNR decreases). Moreover,

in very high SNR conditions, all the tested algorithms provide just slight performance

improvement compared with the noisy inputs, which is reasonable since the inputs are

“clean” enough and a relatively high recognition rate is achievable in these conditions. In

comparison of the algorithm MA-LSA, the algorithm PRO-MAPF provides much higher

speech recognition rate in all noise conditions. This superiority is caused by the low speech

distortion introduced by the algorithm PRO-MAPF with regard to MA-LSA, although

the algorithm MA-LSA was proven to be able to improve the speech quality in subjective

evaluations [88].

The recognition results for data set B are shown in Fig. 5.4. Concerning the recog-

nition results shown in Fig. 5.4, we can observe that PRO-MAPF also demonstrates

highest recognition rate at all SNRs. In this noise condition where the passenger’s speech

is regarded as localized interfering noise, the recognition rate goes down greatly for unpro-

cessed noisy testing data. Recognition rate improvements of 11.5%, 16.8% and 23.2% were

demonstrated by the DSWF, MA-LSA and PRO-MAPF algorithms, respectively. The

highest recognition rate of PRO-MAPF can be attributed to the fact that it is successful

in dealing with both passenger’s interfering speech and diffuse car noises simultaneously
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with minimum speech distortion, resulting in the higher speech recognition rate.

5.3.3 Discussions

It should be noted that the experimental conditions are slightly different from the real-

world environments. For example, in the practical environments, the desired speech signal

is corrupted by reverberant noises, especially in a large reverberant room (e.g., conference

room). Whereas, the reverberation was disregarded in the experimental conditions. How-

ever, it is of interest to note that in the experimental conditions the distance between the

speaker and the microphone array is about 50 cm. In this situation, the speech sound via

direct propagation path is greatly strong than those via multiple reflected paths. Actually,

the reverberation time in a small or mid-size car is below 200 ms, usually about 100 ms.

Therefore, the effect of reverberation is very small such that the results in the experimen-

tal conditions are reliable in real car environments. Moreover, the results presented in the

previous chapters also demonstrated that the proposed noise reduction system yielded the

same noise reduction performance in the pseudo real-world environment and real-world

environment.

Based on the speech recognition results presented in this chapter, the superiorities

of the proposed noise reduction system (PRO-MAPF) using microphone array and post-

filtering are discussed with regard to the other comparative algorithms (DSWF and MA-

LSA) in the following.

All studied noise reduction algorithms provide the improvement of recognition accu-

racy in all tested noise conditions, especially in high noise conditions. In the very low noise

conditions (high SNR conditions), all signals (input signals and enhanced signals) are rel-

atively clean such that the obtained recognition results are relatively high. However in the

very high noise conditions (low SNR conditions), the input signals are strongly corrupted

by interfering noise signals, resulting in low recognition rates. The enhanced signals by

the tested algorithms show relative quality improvement, resulting in the improvement of

recognition rate.

Furthermore, the PRO-MAPF algorithm is superior to the DSWF algorithm. For the

DS beamformer, only very limited noise reduction performance for localized noises can

be achieved due to the small physical size (three sensors). Whereas, in the PRO-MAPF

algorithm, the hybrid noise estimation technique based noise reduction algorithm could

reduce most localized noise components, even all localized noise components in theory,

yielding infinite noise reduction performance in a perfect coherent noise field. Concerning

the post-filter part, the traditional Wiener filter used in the DSWF algorithm only might

give low noise reduction performance because of the involved correlated noise components,

especially in the low frequency region. Whereas, in the PRO-MAPF algorithm, the post-

filter fully considers and utilizes the spatial correlation characteristics of the noise field,

forming a hybrid algorithm which is a combination of a modified Zelinski post-filter in
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Figure 5.3: Speech recognition results for the data set A in which speech signals are

corrupted by car noise.

Input SNR [dB]

R
e
c
o
g
n
it

io
n
 r

a
te

 [
%

]

Figure 5.4: Speech recognition results for the data data set B in which speech signals

are corrupted by car noise and passenger’s interfering voice (localized interfering noise).
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the high frequency region and a single-channel Wiener filter in the low frequency region.

This hybrid post-filter suppresses the non-localized noise components, resulting in the

high recognition results as demonstrated in Figs. 5.3 and 5.4.

Moreover, the PRO-MAPF algorithm is superior to the MA-LSA algorithm. For sup-

pressing the localized noise components, both MA-LSA and PRO-MAPF algorithms ex-

ploited same noise reduction mechanism. While concerning the post-filter for suppressing

non-localized noise components, the MA-LSA algorithm considers a OM-LSA estimator

based post-filter. The improved speech quality of the enhanced signals processed by this

OM-LSA based method, however, some sensitive implementation parameters are not easy

to determine and the non-suitable parameters further deteriorate the speech recognition

performance in practical environments. Whereas, the PRO-MAPF algorithm avoids the

implementation problems and provides a robust solution for implementing the post-filter

to suppress the non-localized noise components. It shows high performance in reducing

non-localized noises, which in turn improves the recognition results in practical environ-

ments, as demonstrated in Figs. 5.3 and 5.4.

5.4 Summary

In this chapter, we reported the speech recognition results when the studied noise reduc-

tion algorithms are used as front-end processors for a speech recognizer.

In section 5.1, we presented the necessity of the speech recognition experiments. Note

that the objective of this research is to design noise reduction systems for robust speech

recognition in adverse environments.

In section 5.2, we briefly described the basic mechanism of the automatic speech

recognition systems, which includes two stages: feature extraction and decoding. In the

feature extraction stage, feature vectors which are then to be recognized by recognition

system are extracted from each segments of speech signals. In the decoding stage, the most

possible candidate word (word sequence) is determined according some certain criteria.

In section 5.3, we reported the speech recognition results in two noise conditions: multi-

channel noises recorded in car environments , and multi-channel car noise and interfering

passenger’s voice. Compared with other traditional algorithms (DSWF and MA-LSA),

the PRO-MAPF algorithm showed highest speech recognition results in all noise con-

ditions. This can be attributed to the fact that the PRO-MAPF algorithm suppresses

both localized and non-localized noise components with minimum speech distortion in all

considered conditions.
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Chapter 6

Conclusions and further research

In this chapter, we summarize the main conclusions of this thesis and provide some

suggestions for further research.

6.1 Conclusions

Hands-free technology has demonstrated substantial superiority and desirability for a

large variety of speech applications, such as automatic speech recognition systems, due

to the convenience and flexibility it provides. In hands-free applications, the received

signals on distant microphones are drastically corrupted by acoustic noise, reverberation

and acoustic echo signals. These undesirable signals severely deteriorate the recognition

performance of hands-free speech recognition systems. To improve the performance and

robustness of hands-free speech recognition systems, noise reduction algorithms, as front-

end processors for recognition systems, are called for.

In this thesis, main attention is paid to deal with the recognition performance decrease

of hands-free speech recognition systems caused by acoustic background noises. For other

acoustic disturbance signals (e.g., reverberation and acoustic echo), some suggestions

are also presented as the further research work. Therefore, in this sense, the objective

of this research was determined to suppress acoustic background noise signals with the

goal of improving the performance of hands-free speech recognition systems in adverse

environments.

To design an effective noise reduction system, in this thesis, we first deeply considered

and analyzed the characteristics of the signals (speech and noise) and acoustic environment

where speech recognition systems perform. We proposed that the acoustic noise signals

can be decomposed into localized and non-localized noise components. Considering the

spatially directional characteristics of localized noises, a subtractive beamformer based

noise estimation-reduction algorithm using a microphone array was presented because

of its high performance in reducing various kinds of coherent noises (especially sudden

noise). Its performance is further improved by a novel hybrid noise estimation technique
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which combines the subtractive beamformer based estimation approach and a soft-decision

based estimation approach. Furthermore, this combination is reinforced by integrating

a robust and accurate speech absence probability (RA-SAP) estimator which considers the

strong correlations of speech presence uncertainty between adjacent frequency bins and

consecutive frames. Moreover, theoretical analysis results showed that the subtractive

beamformer we implemented is a minimum variance distortionless responds (MVDR)

beamformer. Thus, localized noise components are successfully suppressed by this lo-

calized noise suppression algorithm with a microphone array in which a hybrid noise

estimation technique is followed by non-linear spectral subtraction. Subsequently, the mi-

crophone array (e.g., subtractive beamformer) outputs are further processed by a hybrid

post-filter to reduce non-localized noise components. In the hybrid post-filter, considering

the spatial coherence characteristics of noises on different microphone pairs, in the high

frequencies, we presented and applied a modified Zelinski post-filter which is estimated

using the signals on the microphone pairs on which noises are low-correlated; in the low

frequencies, we applied a single-channel Wiener filter in which the a priori SNR is updated

in a decision-directed mechanism due to its ability in reducing “musical noise”. Moreover,

theoretical analysis results showed that the proposed hybrid post-filter is a Wiener filter

in theory. As a result, the proposed noise reduction system based on microphone array

and post-filter can be decomposed into a MVDR beamformer followed by a single-channel

Wiener filter, which is an optimal solution (e.g., multi-channel Wiener filter) to the prob-

lem of minimizing the mean square error between desired speech signal and its estimate

for broad-band inputs.

Compared with other traditional noise reduction algorithms, the propose noise reduc-

tion algorithm has the following advantages: (1) in theory, it provides the optimal solution

to the problem of multi-channel noise reduction for broad-band inputs in MMSE sense;

(2) it should yield higher performance in dealing with various kinds (localized and non-

localized) of noise signals due to the use of all available (temporal, spectral and spatial)

information of signals and acoustic environments; (3) it is data-dependent and adaptive

algorithm, making it to be able to deal with time-varying noise signals and adapt to

time-varying acoustic environments; (4) it does not exploit the adaptive signal processing

techniques (e.g., LMS), avoiding the problems of the convergence rate and stability in

practical environments; (5) it involves a small-size (three-microphone) microphone array,

that is, it is a small-size algorithm with a low computational cost, making it preferred

to many additional practical applications, such as in-car applications and hearing aids.

Moreover, the success of the proposed noise reduction system in suppressing undesired

acoustic noise signals results in its significant ability in improving the performance and

robustness of hands-free speech recognition systems, which was verified by the compre-

hensive experimental results in car environments. Therefore, the proposed noise reduction

algorithm satisfies the goals of this thesis — to construct a noise reduction system for
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improving the performance of hands-free speech recognition systems in adverse environ-

ments.

In the following, we briefly conclude the achievements we accomplished in each chapter

of this thesis.

In chapter 2, we first described the signal model on which the proposed noise reduction

algorithm is based, which consists of desired speech signal, localized noise signal and non-

localized noise signals. Subsequently, we presented the brief overview of the proposed noise

reduction algorithm, which is based on microphone array and post-filtering. The basic

theoretical principle (multi-channel Wiener filter) and practical implementation procedure

were described as well.

In chapter 3, we proposed a hybrid noise estimation technique based noise reduction

algorithm to deal with localized noise components. The hybrid noise estimation technique

combines a single-channel (soft-decision based) estimation approach and a multi-channel

(subtractive beamformer based) estimation approach in a parallel way. This combination

is greatly improved by a RA-SAP estimator. The much more accurate spectral estimates

for localized noise are then subtracted from those of observed noisy signals. The hy-

brid noise estimation technique, for the first time, mitigates the problems caused by the

grating sidelobes of small-size microphone arrays. Experimental results using various lo-

calized noises demonstrated that this hybrid noise estimation technique yields much more

accurate spectral estimates for localized noise with regard to other estimation approach

alone.

The subtractive beamformer was then extended to a generalized expression by relax-

ing the assumption of a perfectly coherent noise field to the one of an arbitrary noise

field. The generalized subtractive beamformer have a GSC-like structure. The theoretical

analysis results showed that the generalized subtractive beamformer includes the original

subtractive beamformer as a special case in a perfectly coherent noise field when only two

microphones are available, and that both subtractive beamformers are optimal solutions

in the MMSE sense. The effectiveness and superiorities of the generalized subtractive

beamformer were also verified by experimental results in various car environments.

In chapter 4, we proposed to deal with non-localized noise by applying a hybrid post-

filter which was applied to the outputs of the microphone array. Considering the charac-

teristics of a diffuse noise field, the hybrid post-filter utilizes a modified Zelinski post-filter

in the high frequency region and a single-channel Wiener post-filter in the low frequency

region. The theoretical superiority of this hybrid post-filter is the generalized expres-

sion for the Zelinski post-filter and the single-channel Wiener post-filter. Its practical

effectiveness were also verified by experimental results in various car environments.

In chapter 5, we first introduced the basic principle of automatic speech recognition

system. Subsequently, we presented the speech recognition results in car environments

with the proposed noise reduction algorithm as a front-end processor. The performance of

107



the proposed noise reduction algorithm was further compared to that of other traditional

noise reduction algorithms. The proposed algorithm achieved about 20%, 12% and 5%

improvements of speech recognition rate with regards to noisy inputs and the traditional

DSWF algorithm and MA-LSA algorithm we suggested before.

6.2 Suggestions for further research

In this thesis, we have proposed a noise reduction algorithm which was designed using mi-

crophone array and post-filtering for robust speech recognition in adverse environments.

Undesired acoustic noise signals are considered to be composed of localized noise compo-

nents and non-localized noise components, which are then suppressed by a beamforming

technique and a post-filtering, respectively. It has shown that the proposed noise re-

duction algorithm outperforms many traditional noise reduction algorithms in reducing

acoustic noise signals and further improving the recognition performance of speech recog-

nition systems by the comprehensive experiments in various car environments. However,

the proposed algorithm could be further improved in the following ways.

In the current implementation, we still used the original subtractive beamformer based

technique to reduce localized noise components instead of the generalized subtractive

beamforfmer. In chapter 3, the generalized subtractive beamformer has proven to be

a natural extension of the original subtractive beamformer in an arbitrary noise field.

Therefore, to construct a noise reduction system in which the generalized subtractive

beamformer is followed by the hybrid post-filter is suggested in the further research.

Furthermore, in the generalized subtractive beamformer, the input microphone signals

were assumed to be perfectly time-aligned in advance, that is, the desired speech signals

were assumed to come from the front of the microphone array. In the practical implemen-

tation, it is necessary to integrate the transfer functions between desired speech source

and microphones into the generalized subtractive beamformer. Thus, the transfer func-

tions should be estimated from the input signals on-line, which might can be done using

the system identification techniques (e.g., based on the non-stationarity of signals [54]).

The small physical size of the microphone array used in the proposed noise reduction

algorithm makes it more preferable to many applications, such as hearing aids and in-car

applications. Because of the small-size microphone array, improving the robustness of the

noise reduction algorithm against imperfections, such as the imperfection of microphone

positions, is necessary for the real-world implementation, which is suggested as well for

further research.

Moreover, in the real-world environments, the performance degradation of hands-free

speech recognition systems is caused by not only acoustic background noise, but also rever-

beration and acoustic echoes. To further improve the performance of speech recognition

systems, it is necessary to further deal with reverberation and acoustic echoes by combin-
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ing the proposed noise reduction algorithm and other advanced dereverberation and echo

cancellation techniques. This is an essential and still challenging work for implementing

a high-performance speech recognition system in adverse environments.

Finally, the proposed noise reduction was designed and proved to be preferred for

improving the performance of speech recognition systems in adverse environments. In

addition to speech recognition systems, this proposed algorithm is also very preferable to

many other speech applications, such as hearing aids and speech communication systems

(e.g., mobile phone) because of its high performance in reducing various kinds of noise sig-

nals (especially sudden noise), low computational cost and small physical size. Therefore,

the proposed noise reduction algorithm provides a basis/core for many practical appli-

cations. Furthermore, considering the specific characteristics of some applications, the

proposed noise reduction algorithm can be improved to be an advanced noise reduction

system for that specific applications, which is also promising for further research.
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Appendix

Appendix A: Derivation of Noise Reduction Performance

For the notational simplification, we omit the frequency index k and the frame index

` in the following derivation.

To avoid cancellation of the desired speech signal, we calculate the optimal NC filters

Ĥopt when desired speech is absent, that is, X = N. Thus, Eqs. (3.36) and (3.39) can be

rewritten as:

YFBF = W†N, (1)

U = B†N. (2)

Using Eqs. (1) and (2), the PSDs ΦUU and ΦUY are calculated as:

ΦUU = B†ΦNNB, (3)

and

ΦUY = B†ΦNNW, (4)

where ΦNN = E
[
NN†]. Substituting Eqs. (3) and (4) into Eq. (3.45), the optimal NC

filters Ĥopt are:

Ĥopt =
(
B†ΦNNB

)−1

B†ΦNNW. (5)

With Eqs. (3.48) and (5), the PSD of the output signal Yo can be given by:

φYoYo = W†ΦXXW −W†ΦXXB
(
B†ΦNNB

)−1

B†ΦNNW

−W†Φ†
NNB

(
B†Φ†

NNB
)−1

B†ΦXXW + W†Φ†
NNB

(
B†Φ†

NNB
)−1

B†ΦXXB
(
B†ΦNNB

)−1

B†ΦNNW.

(6)

To determine the theoretical noise reduction performance, we consider the speech

absent periods. In this case, the output PSD ΦYoYo reduces to:

φ
(n)
YoYo

= W†ΦNNW −W†ΦNNB
(
B†ΦNNB

)−1

B†ΦNNW, (7)
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Under the assumption of identical noise PSD on each microphone, ΦNN should be ΦNN =

φNNΓ, where Γ denotes the complex coherence function given by Eq. (3.52), and the

PSD of input φXX reduces to:

φ
(n)
XX = φNN . (8)

Using Eqs. (3.45), (3.49), (7) and (8), we can rewrite the optimal NC filters Ĥ and Noise

Reduction Performance (NR) as :

Ĥopt =
(
B†ΓB

)−1

B†ΓW, (9)

and

NR =

(
W†ΓW −W†ΓB1

(
B†

1ΓB1

)−1

B†
1ΓW

)−1

. (10)

Appendix B: Derivation of the optimal NC filter for coher-
ent noise field

Assuming only two microphones are available, the BM output is a one-channel signal,

given by:

U(k, `) =
1

2
j sin

(
2kπτ

)(
N1(k, `)−N2(k, `)

)
. (11)

With the assumption of identical noise PSD on each microphone, the PSDs of ΦUU(ω)

and ΦUY (ω) can be given by:

ΦUU(k, `) =
1

2
φNN(k, `) sin2

(
2kπτ

)(
1−<{ΓN1N2(k, `)}

)
, (12)

ΦUY (k, `) =
1

2
jφNN(k, `) sin

(
2kπτ

)(
1− ΓN2N1(k, `)

)
. (13)

Substituting Eqs. (12) and (13) into Eq. (3.45), the optimal NC filter Ĥopt(ω) is obtained

as:

Ĥ∗
opt(k, `) =

−j
(
1− ΓN1N2(k, `)

)

sin
(
2kπτ

)(
1−<{

ΓN1N2(k, `)
}) . (14)

In a coherent noise field, substituting Eqs. (3.54) into (14), the optimal NC filter

Ĥopt(ω) in this field is obtained as:

Ĥ∗
opt(k, `) =

1

ejkπδ sin
(
2kπτ

)
sin

(
kπδ

) . (15)

Obviously, this optimal filter is exactly identical to the “weight factor” in Eq. (3.13) in

our original algorithm.
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