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Discovery of deep and shallow trap states from step structures
of rutile TiO2 vicinal surfaces by second harmonic and sum
frequency generation spectroscopy

Hiroaki Takahashi, Ryosuke Watanabe, Yoshihiro Miyauchi, and Goro Mizutania)

School of Materials Science, Japan Advanced Institute of Science and Technology, Asahidai,
Nomi, Ishikawa 923-1292, Japan

(Received 27 January 2011; accepted 22 March 2011; published online 15 April 2011)

In this report, local electronic structures of steps and terraces on rutile TiO2 single crystal faces were
studied by second harmonic and sum frequency generation (SHG/SFG) spectroscopy. We attained
selective measurement of the local electronic states of the step bunches formed on the vicinal (17 18
1) and (15 13 0) surfaces using a recently developed step-selective probing technique. The electronic
structures of the flat (110)-(1×1) (the terrace face of the vicinal surfaces) and (011)-(2×1) surfaces
were also discussed. The SHG/SFG spectra showed that step structures are mainly responsible for
the formation of trap states, since significant resonances from the trap states were observed only
from the vicinal surfaces. We detected deep hole trap (DHT) states and shallow electron trap (SET)
states selectively from the step bunches on the vicinal surfaces. Detailed analysis of the SHG/SFG
spectra showed that the DHT and SET states are more likely to be induced at the top edges of the
step bunches than on their hillsides. Unlike the SET states, the DHT states were observed only at
the step bunches parallel to [1 1 1] [equivalent to the step bunches formed on the (17 18 1) surface].
Photocatalytic activity for each TiO2 sample was also measured through methylene blue photodegra-
dation reactions and was found to follow the sequence: (110) < (17 18 1) < (15 13 0) < (011),
indicating that steps along [0 0 1] are more reactive than steps along [1 1̄ 1]. This result implies that
the presence of the DHT states observed from the step bunches parallel to [1 1̄ 1] did not effectively
contribute to the methylene blue photodegradation reactions. © 2011 American Institute of Physics.
[doi:10.1063/1.3578178]

I. INTRODUCTION

Studies of TiO2 photocatalytic reactions and their reactiv-
ity have attracted a lot of attention from researchers.1–3 Sec-
ond harmonic generation (SHG) is a useful and powerful tool
to investigate the surface electronic properties of a TiO2 pho-
tocatalyst due to its strong symmetric sensitivity.4 Since SHG
is permitted only at a point without inversion symmetry under
the electric dipole approximation, SHG occurs only at TiO2

surfaces or interfaces, namely, photocatalytic reaction fields.
One can obtain the information on TiO2 surface electronic
states by using visible fundamental light, as the two-photon
energies of visible light are resonant at valence-conduction
interband electronic transitions of TiO2. Especially for rutile
TiO2 (110), there have been a number of reports regarding
wavelength dependence of SHG (SHG spectroscopy), rota-
tional SHG measurements with respect to the surface nor-
mal, (time-resolved) pump–probe SHG measurements, and so
on.5–12

In our recent report, we have applied the property of
the symmetric sensitivity of SHG to vicinal surfaces of TiO2

(110) with high step density.13, 14 Steps are generally known
to have unique properties and strong influences on catalytic
reactions as catalytic active sites,15–18 and thus it is very im-

a)Author to whom correspondence should be addressed. Electronic mail:
mizutani@jaist.ac.jp.

portant to investigate and clarify the electronic properties of
TiO2 step structures to understand TiO2 photocatalytic reac-
tions. We have recently developed a step-selective probing
technique for vicinal TiO2 surfaces and have proven that the
SHG from (110) terraces can be forbidden by setting an in-
cident light almost normal to the surface.14 Moreover, we
have also achieved indirect measurement of the local density
of states (LDOS) corresponding to TiO2 step atoms experi-
mentally as a form of valence-conduction band joint density
of states (JDOS) using SHG spectroscopy.13 Ultraviolet pho-
toemission spectroscopy (UPS) can also analyze surface band
structures experimentally, but it cannot make a selective mea-
surement of a particular structure on a surface, such as steps,
as SHG spectroscopy does.19 Thus SHG spectroscopy is a
suitable method to inspect the electronic properties of TiO2

surfaces, especially of TiO2 step structures.
However, we had two problems left in our previous

SHG spectroscopy:13 (1) It was not confirmed whether the
detected resonances were one-photon resonances (resonant
at ¯ω) or two-photon resonances (resonant at 2¯ω), and
(2) any spectroscopic information could not be obtained at
SHG photon energies between 3.35 and 3.65 eV, where
SHG intensity peaks should be located, as the light source
of our optical parametric generator/amplifier (OPG/OPA)
does not run at photon energies between 1.68 and 1.83 eV.
In order to solve these problems, we introduced sum fre-
quency generation (SFG) spectroscopy.6 SFG is a nonlinear
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optical process in which two inhomogeneous photons (¯ω2

and ¯ω3) sum together to yield a SFG photon (¯ωSF

= ¯ω2 + ¯ω3), while SHG is a nonlinear optical process in
which two homogeneous photons (¯ω1) sum together to yield
a SHG photon (¯ωSH = 2¯ω1). By introducing SFG spec-
troscopy, we successfully solved both the problems of the
spectroscopic uncertainty (see the experimental section for
details).

It is well-known that TiO2 (011) possesses the high-
est photocatalytic activity of all the rutile single crystal
faces, while TiO2 (110) possesses the lowest photocatalytic
activity.20 High photocatalytic activity of TiO2 (011) has
triggered extensive investigation of its structures, adsorption
properties, and electronic properties.21–30 Originally, a one-
fold O atom in the so-called titanyl (Ti = O) model proposed
for a (011)-(2×1) reconstructed structure by Beck et al. was
believed to be a key atom responsible for the high reactivity
of the (011) face due to its unique properties.21–24 However,
after the discovery of the more stable model for the (011)-
(2×1) structure, or the brookite (001)-like model, researchers’
attractions have gradually moved from the previously sug-
gested titanyl (Ti = O) model to this model, and the titanyl
(Ti = O) model is now almost discarded.26–30 The surface
of the brookite (001)-like model displays rather inert proper-
ties toward adsorbed molecules.29 One of the issues has been
how to explain the high photocatalytic activity of the (011)
surface using this recently proposed model. Therefore, more
investigation and discussion are called for to understand the
notable reactivity of the (011) surface. In order to contribute
to this issue, it is very important and interesting to compare
the electronic properties of TiO2 (011) to those of TiO2 (110)
using the surface-sensitive probes, SHG and SFG.

In this study the electronic properties of steps and ter-
races on rutile TiO2 single crystal faces are extensively inves-
tigated by SHG and SFG spectroscopy in the context of trap
states and LDOS near band-gap regions. We selected two low-
index surfaces, (110) and (011), and two high-index surfaces,
(17 18 1) and (15 13 0), to evaluate the electronic properties
of steps and terraces. Furthermore, their photocatalytic activ-
ity was estimated through methylene blue photodegradation
reactions so that we can relate local electronic structures to
photocatalytic activity.

TiO2 (17 18 1) and (15 13 0) are vicinal surfaces of (110)
and are off-oriented toward [0 1 1] and [1 1̄ 0], producing
steps parallel to [1 1̄ 1] and [0 0 1] of high density, respec-
tively. The steps parallel to these directions are believed to be
thermodynamically stable on rutile TiO2 (110).31 By compar-
ing SHG/SFG responses between the (17 18 1) and (15 13
0) surfaces, it is expected that we can see how the difference
of their step types and structures affects their local electronic
structures.

In this paper we focus on trap states produced at the steps
and terraces on the above four kinds of sample surfaces. It is
very important to look into the properties of trap states be-
cause they are immediately involved in TiO2 photocatalytic
reactions by increasing the probability of interfacial charge
transfer.32 It is well known that photoexcited electrons and
holes are quickly trapped by various kinds of surface trap
states, before being transferred to adsorbed molecules at the

interface.33–36 Trap states on TiO2 surfaces are mainly classi-
fied into shallow trap states and deep trap states.

The majority of the shallow trap states have been re-
ported to originate from Ti3d defect states associated with
surface/subsurface oxygen vacancies37–46 or titanium intersti-
tials in the near-surface region47–49 and behave as electron trap
states. These shallow electron trap (SET) states play a key role
in photocatalytic reactions in the presence of O2 molecules
because electron scavenging by O2 molecules at Ti3d defect
sites provides the pathway to produce well-known oxidizing
agents, such as superoxide (O•−

2 ), hydrogen peroxide (H2O2),
and singlet molecular oxygen (1O2),3, 32, 50–52 as well as pre-
vents the recombination of holes.53–55 As a matter of fact,
Sirisuk et al. suggested that the photocatalytic activity of TiO2

nanoparticles tends to become higher with the increasing of
the number of surface oxygen vacancies, hence the number
of the electron trap states.56 In addition to the SET states,
shallow hole trap states are also very important because they
have a high oxidation potential and can directly oxidize react-
ing molecules.33 However, experimental information is still
scarce due to the difficulty in their detection.

Deep trap states have been observed through photolumi-
nescence (PL) from rutile TiO2 surfaces and have been re-
ported to act as hole trap states.42, 57–62 Potential candidates for
their origin are lattice oxygen atoms located at the subsurface
layer just below the Ti−OH groups [Ti−O• − Ti−OH],63–65

oxygen atoms in basic hydroxyl groups, such as bridging hy-
droxyl groups [Ti−O−Ti−O•],59–61, 64–67 triply coordinated
lattice oxygen atoms [Ti2 = O• − Ti],59–61 and dissociatively
adsorbed oxygen molecules at surface titanium interstitials
diffusing from the bulk.65 The presence of the deep hole trap
(DHT) states is important because it is believed to be associ-
ated with the production of surface-bound hydroxyl radicals
(Ti−•OH),33, 68 one of the strongest oxidizing agents. For in-
stance, based on the new model of oxygen photoevolution re-
actions proposed by Nakato et al.,59–61 H2O molecules attack-
ing a surface trapped hole at a triply coordinated lattice oxy-
gen atom can generate a [Ti−OOH HO−Ti] structure. Other
groups suggested that this structure can finally give rise to
•OH radicals.3, 69

In this manner, the presence of shallow or deep trap states
can have a large impact on TiO2 photocatalytic reactions.
Thus further investigation of the properties of these trap states
is very important to understand TiO2 photocatalytic reactions.

II. EXPERIMENTAL AND THEORETICAL METHOD

We purchased rutile TiO2 (110), (011), (17 18 1), and (15
13 0) with a size of 10 × 10 × 0.5 mm3 from K&R creation
Co., Ltd. In addition to these four samples, we also prepared
TiO2 (6 7 1) and (13 9 0) vicinal surfaces in order to analyze
SHG/SFG signals from step structures more in detail. The (6
7 1) and (13 9 0) samples are exactly the same ones as were
used in our earlier study.14 Miscut angles of the (6 7 1) and
(13 9 0) surfaces are about 10◦, while those of the (17 18 1)
and (15 13 0) surfaces are about 4◦. The (6 7 1) and (17 18
1) surfaces are off-oriented toward [0 1 1] from (110), and the
(13 9 0) and (15 13 0) surfaces are off-oriented toward [1 1̄ 0]
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TABLE I. Information on the miscut for each TiO2 vicinal surface.

Crystal Off-oriented Step edge Miscut angles
faces directions directions (◦)

(671) [0 1 1] //[1 1̄ 1] 10.9
(17 18 1) [0 1 1] //[1 1̄ 1] 3.9
(13 9 0) [1 1̄ 0] //[0 0 1] 10.3
(15 13 0) [1 1̄ 0] //[0 0 1] 4.1

from (110). The information on these four high-index surfaces
is summarized in Table I.

All the as-received specimens went through 10-min HF
etching (5%), followed by annealing at 800 ◦C in an O2 gas
for 2 h. After the annealing, they were immersed into a HF
aqueous solution (5%) for 5 min again and were washed in
pure water. The samples used for photocatalytic activity mea-
surement were dipped into a methylene blue aqueous solu-
tion (50 μM) immediately after the washing and were left
in the solution for more than one day to adsorb methylene
blue molecules on the sample surfaces sufficiently. It should
be noted that all these treatments except for the annealing
were conducted in a clean room of class 1000.

We performed contact atomic force microscopy (AFM)
for the (110), (011), (17 18 1), and (15 13 0) surfaces in
an ambient condition to confirm their surface structures. The
tip kept applying ∼1 nN of force onto the sample surfaces
while scanning them. We also performed reflection high en-
ergy electron diffraction (RHEED) for the (011) surface in a
high vacuum condition at 10−7–10−8 Torr at room tempera-
ture to confirm surface reconstruction.

Photocatalytic activity for the (110), (011), (17 18 1), and
(15 13 0) surfaces was evaluated through methylene blue pho-
todegradation reactions. By measuring the transmittance of a
methylene blue aqueous solution at a wavelength of the ab-
sorption peak (∼660 nm), we can estimate changes in the
concentration of methylene blue molecules caused by a TiO2

photodegradation reaction. We put a sample sufficiently ad-
sorbed with methylene blue molecules into an acrylic reac-
tion cell with an inner volume of 10 × 10 × 30 mm3 and
poured 1 mL of a methylene blue aqueous solution (10 μM).
The light from the Xe lamp traveled through a filter and a
monochromator, and was modulated by a 1000 Hz chopper

(Fig. 1). We measured the transmittance of the light pass-
ing through the reaction cell using a lock-in amplifier and
a photodiode. The other Xe lamp described in Fig. 1 was
used as a light source for UV excitation. This white light
passed through a UV-D33S filter to generate UV light and en-
tered the TiO2 sample almost vertically. The spot size at the
sample surfaces and the power density of the UV excitation
light was ∼1 cm and ∼50 mW/cm2, respectively. The opti-
cal configuration shown in Fig. 1 enabled us to photoexcite
a sample and measure the transmittance without moving the
reaction cell. We measured the transmittance of a methylene
blue aqueous solution at 660 nm immediately after the UV
irradiation onto a sample for 15 min. We repeated this cycle
12 times, and thus the total UV illumination time was 3 h. For
each sample, we conducted the same measurement 3 times
and averaged them out. We kept the temperature in the room
at 23 ± 1 ◦C during the measurement.

The experimental setup for the SHG/SFG spectroscopy
is shown in Fig. 2. The light source for the SHG spectroscopy
was delivered by an OPG/OPA system driven by a frequency-
tripled mode-locked Nd3+ : YAG laser (355 nm) running at a
repetition rate of 10 Hz and at a pulse width of 30 ps. We de-
fine the photon energy of this light as ¯ω1. The scanning range
of SHG photon energy was ¯ωSH = 2¯ω1 = 2.45 to 3.90 eV.
Two fundamental beams for the SFG spectroscopy were de-
livered by the OPG/OPA system and the mode-locked Nd3+

: YAG laser (1064 nm). We define the photon energy of the
former as ¯ω2 and that of the latter as ¯ω3 = 1.17 eV. The
photon energy ¯ω2 was varied from 1.43 to 2.74 eV so that
the SFG light could be resonant at surface electronic states
of TiO2 just like the SHG light. Thus, the scanning range
of the resultant SFG photon energy was ¯ωSF = ¯ω2 + ¯ω3

= 2.59 to 3.90 eV. As mentioned earlier, SHG spectroscopy
itself cannot cover the photon energy range between 3.35 and
3.65 eV due to the oscillating wavelength of our OPG/OPA
system. However, by introducing SFG spectroscopy, the en-
ergy range of interest (2.45–3.90 eV) can be completely
covered.

The combination between SHG and SFG spectroscopy
also helps us with distinction between one-photon and two-
photon resonances. When SHG spectra and SFG spectra are
plotted as a function of SHG/SFG photon energy on a com-
mon horizontal axis ¯ωSH = ¯ωSF (Fig. 8), a one-photon

FIG. 1. Experimental setup for the TiO2 photocatalytic activity measurement through methylene blue photodegradation reactions.
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FIG. 2. Experimental setups for (a) the SHG spectroscopy and (b) the SFG
spectroscopy. PMT and AMP represent a photomultiplier and an amplifier,
respectively.

resonance can be seen at different photon energies on the
horizontal axis between the SHG spectra and the SFG spec-
tra, as one-photon energies of SHG (¯ω1) and SFG (¯ω2) al-
ways satisfy ¯ω1 �= ¯ω2 under the condition of ¯ωSH = ¯ωSF.
Therefore, we can distinguish a one-photon resonance from a
two-photon resonance by combining SFG spectroscopy with
SHG spectroscopy.

The three fundamental beams (¯ω1, ¯ω2, and ¯ω3) were
kept at an energy of less than 140 μJ/pulse. Their spot sizes
at the sample surfaces were ∼1 mm. We define the incident
angle of light parallel to the surface normal (z axis) as 0◦. In-
cident angles of all the three fundamental beams were set to
∼45◦ for the (110) and (011) surfaces and were set to ∼2◦ for
the (6 7 1), (17 18 1), (13 9 0), and (15 13 0) vicinal surfaces.
For the (110) and (011) surfaces, we fixed the polarizations
of the three incident beams to P and observed the SHG/SFG
beams without the limitation of their polarizations (P in-all
out). For the (6 7 1) and (17 18 1) surfaces, we set the po-
larizations of the three incident beams to S or P and always
fixed those of the SHG/SFG beams to S (S in-S out or P in-S
out). For the (13 9 0) and (15 13 0) surfaces, the polariza-
tions of all the beams were fixed to S (S in-S out). As shown
in Fig. 3, directions of �k// on the sample surfaces were set to
�k////[0 0 1] or �k////[1 1̄ 0] for the (110) surface, �k////[1 0 0]
or �k////[0 1 1̄] for the (011) surface, �k////[1 1̄ 0] for the
(6 7 1) and (17 18 1) surfaces, and �k////[0 0 1] for the
(13 9 0) and (15 13 0) surfaces, where �k// is a parallel compo-
nent of the incident wave vector to a surface. In this study, the
optical configuration described above for the high-index sur-
faces is referred to as “the terrace-forbidden and step-allowed
optical configuration,” and the configuration for the low-index
surfaces is referred to as “the terrace-allowed optical config-
uration.” The SHG/SFG intensity was calibrated by the sig-
nals from α-SiO2 (0001) since the optical system itself has
sensitivity variations with respect to the SHG/SFG photon
energy.

FIG. 3. Directions of incident beams (incident planes) in the SHG/SFG spec-
troscopy for (a) TiO2 (110), (b) TiO2 (011), (c) TiO2 (6 7 1) and (17 18 1),
and (d) TiO2 (13 9 0) and (15 13 0). The arrows represent parallel compo-
nents of incident wave vectors to a surface, �kll . Step edges on the TiO2 vicinal
surfaces are indicated by solid lines.

We also calculated the LDOS for bulk, a terrace, and a
step of the slab model with a TiO2 (5 2 0) vicinal surface
using density functional theory (DFT).70 The step on this
surface corresponds to the one on the (13 9 0) and (15 13
0) surfaces. We used the generalized gradient approximation
(GGA) and the Perdew–Burke–Ernzerhof (PBE) functional to
calculate the exchange correlation energy of electrons. The
DFT calculation was conducted under a periodic boundary
condition using the code of DMOL3 in Materials Studio (AC-
CELRYS, version 4.4).70, 71 The slab model was based on the
result of the AFM measurement [Fig. 4(d)] and is explained in
Sec. III D in detail.

III. RESULTS AND DISCUSSION

A. AFM and RHEED measurements

The AFM measurement was conducted for the TiO2

(110), (011), (17 18 1), and (15 13 0) surfaces. The results
are shown in Fig. 4. One can see that the (110) and (011)
surfaces have very flat surfaces composed almost of terraces
[Figs. 4(a) and 4(b)]. Steps on the (110) and (011) surfaces
are almost uniformly distributed at an interval of ∼200 and
∼400 nm, respectively. The thicknesses of atomic monolayers
for the (110) and (011) surfaces are known to be 0.325 nm72

and 0.25 nm,22 respectively. Thus the (110) surface is com-
prised of single-layer steps and flat terraces, while the (011)
surface possesses triple-layer steps. Note that monoatomic
steps were not observed on the (011) surface in this study as
observed by other groups.20, 22

For the (17 18 1) and (15 13 0) samples, multilayer step
bunching73, 74 was observed from both of the vicinal surfaces
as expected [Figs. 4(c) and 4(d)]. It is obvious that the step
density of the (17 18 1) and (15 13 0) surfaces is much
higher than that of the (110) and (011) surfaces. In Figs. 4(c)
and 4(d), the edges of the step bunches on the (17 18 1)
surface (designated as the step bunches // [1 1̄ 1] in this
study) are not straight and are rather wavy compared to those

Author complimentary copy. Redistribution subject to AIP license or copyright, see http://jcp.aip.org/jcp/copyright.jsp



154704-5 Trap states at step structures of rutile TiO2 J. Chem. Phys. 134, 154704 (2011)

FIG. 4. Contact AFM images and their height profiles of (a) TiO2 (110) (scanning area: 1.0 × 1.0 μm2), (b) TiO2 (011) (3.0 × 3.0 μm2), (c) TiO2 (17 18 1)
(1.0 × 1.0 μm2), and (d) TiO2 (15 13 0) (1.0 × 1.0 μm2). Scanning areas of the insets in the images (c) and (d) are 100 × 100 nm2.

on the (15 13 0) surface (designated as the step bunches
// [0 0 1] in this study). The step bunches // [0 0 1] look more
in order. This result indicates that step bunches // [1 1̄ 1] are
not as thermodynamically stable as those // [0 0 1]. Based on
the study reported by Diebold et al.,31 we predicted the atomic
structures at the top edges of the step bunches. The model
of the top edge structures of the step bunches is depicted in
Fig. 5. Unlike the structures around the top edges, it is more
difficult to clearly picture the atomic structures on the hill-
sides of the step bunches due to their complicated structures.
We believe that the hillside structures for the step bunches
// [1 1̄ 1] may be mainly composed of a (011) face, while

FIG. 5. Expected top edge structures of the step bunches corresponding to
the (6 7 1), (17 18 1), (13 9 0), and (15 13 0) vicinal surfaces.

those for the step bunches // [0 0 1] are probably composed
of (100), (110), and

(
1 1̄ 0

)
faces.

The average interval between these step bunches is
estimated to be ∼25 nm. Heights of the step bunches are
about 1–3 nm (3–9 ML) for the (17 18 1) surface and
are about 0.7–2 nm (2–6 ML) for the (15 13 0) surface. Note
that the step bunches of the previously prepared (6 7 1) and
(13 9 0) samples are also aligned at an interval of ∼25 nm
or a little more than that.14 The difference between these 4◦

off-oriented and 10◦ off-oriented samples lies in the heights
of their step bunches. That is, the average step heights for the
(6 7 1) and (13 9 0) surfaces are ∼2.5 (= tan 10◦/ tan 4◦)
times as large as those for the (17 18 1) and (15 13 0) surfaces
if we assume that the intervals between the step bunches on
the four vicinal surfaces are the same ( = 25 nm). It follows
that the total areas on the hillsides of the step bunches for the
(6 7 1) and (13 9 0) surfaces are ∼2.5 times as large as those
for the (17 18 1) and (15 13 0) surfaces, while the number of
the step edges, namely, the step density, on each of the four
vicinal surfaces is almost the same. We believe that the top
edge of a step bunch has different electronic properties from
its hillside as the electrons at the top edge are more isolated
from other electrons and nuclei than those on the hillside,
and would feel less electron–electron or electron–nucleus
interactions. By taking advantage of the difference between
the 4◦ off-oriented and 10◦ off-oriented samples, we can
analyze the electronic properties of the top edges and hillsides
of step bunches separately (see Sec. III C 2).

The result of the RHEED measurement for the (011) sur-
face is shown in Fig. 6. The bulk terminated (011)-(1×1)
structure is known to have a unit cell with 0.459 nm along
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FIG. 6. RHEED patterns of TiO2 (011). k vectors of electron beams were set
parallel to (a) [0 1 1̄] and (b) [1 0 0].

[1 0 0] and 0.545 nm along [0 1̄ 1].22 The RHEED measure-
ment shows that the lengths of the unit cell along [1 0 0] and
[0 1 1̄] are 0.92 and 0.54 nm, respectively. Thus, the (011)
surface has a 2 × 1 reconstructed surface structure as ob-
served in a number of other reports.21–30 The (110) surface
and four vicinal surfaces are expected to have (110)-(1×1)
terraces since they went through the same surface treatment
as was performed in our previous study.14

B. Photocatalytic activity measurement

The result of the TiO2 photocatalytic activity measure-
ment for the TiO2 (110), (011), (17 18 1), and (15 13 0) sur-
faces is shown in Fig. 7. As shown in Fig. 7(a), a methy-
lene blue aqueous solution has an absorption peak around
660 nm. After three-hour UV irradiation onto the TiO2 (011)
surface, the absorption peak clearly shrank. This means that
methylene blue molecules were decomposed through a TiO2

photodegradation reaction. In Fig. 7(b), concentration of a
methylene blue aqueous solution estimated by transmittance
at 660 nm is plotted as a function of UV illumination time.
Concentration at an arbitrary time C(t) is expressed as

C(t) = C0
ln T (t)

ln T0
, (1)

where C0 = C(0) is the initial concentration, T0 = T (0) is the
initial transmittance, and T (t) is the transmittance at an arbi-
trary time.

From Fig. 7(b), one can see that upon UV irradia-
tion, each TiO2 sample starts to decompose methylene blue
molecules at a different rate. Each data set fit very well to an

FIG. 7. (a) Transmission spectra of a methylene blue aqueous solution before
and after three-hour UV illumination on TiO2 (011). (b) Changes in the con-
centration of methylene blue molecules as a function of UV irradiation time
for each sample. Each data set was fitted with an exponential decay curve to
estimate a photodegradation rate. (c) Net photodegradation rates were esti-
mated through the exponential fitting in (b).

exponential decay curve,

C(t) = C0 exp

[
− t

τ

]
, (2)

and the photodegradation rate, u = C0/τ , was estimated
through the fitted parameters. Note that a small number of
methylene blue molecules were decomposed by UV irradia-
tion even without TiO2. The degradation rate without TiO2,
or u′, was subtracted from the photodegradation rate u to ob-
tain the net photodegradation rate, v = u − u′. The net pho-
todegradation rate v for each sample is shown in Fig. 7(c).

Figure 7(c) shows that the (011) surface has a lot higher
photocatalytic activity than the (110) surface. This result is in
good agreement with the result reported by Yamamoto et al.20

It is important to note that the TiO2 (011) sample prepared by
Yamamoto et al. went through a surface treatment procedure
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FIG. 8. SHG and SFG spectra of (a) TiO2 (110) at P in-all out, (b) TiO2 (011) at P in-all out, (c) TiO2 (6 7 1) and (17 18 1) at S in-S out, (d) TiO2 (6 7 1) and
(17 18 1) at P in-S out, and (e) TiO2 (13 9 0) and (15 13 0) at S in-S out. Incident angles of fundamental beams were set to ∼45◦ for (a) and (b), and were set
to ∼2◦ for (c), (d), and (e). Directions of the incident planes are shown in Fig. 3.

similar to ours. However, Quah et al. suggested that the TiO2

(011) surface treated in their ultrahigh vacuum (UHV) cham-
ber probably possessed the recently proposed brookite (001)-
like structure and did not exhibit any particular photocatalytic
activity when compared to other rutile crystal faces.30 We
believe that the (011) surfaces prepared by us and Yamamoto
et al. do not necessarily have the brookite (001)-like structure
because the surface treatments done in our study and their
study are totally different from the ones that have been
done in other reports listed in the Refs. 21–30. Therefore,

the notable reactivity of the (011) surface is not necessarily
caused by the recently proposed brookite (001)-like structure.

The (17 18 1) and (15 13 0) surfaces, the vicinal sur-
faces of (110), showed higher photocatalytic activity than the
(110) surface, indicating that the presence of the step bunches
contributes to the enhancement of photocatalytic activity in
some way. More interestingly, the (15 13 0) surface showed
distinctly higher photocatalytic activity than the (17 18 1) sur-
face within the range of error. This result suggests that TiO2

photocatalytic activity depends on the direction of steps: steps
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along [0 0 1] are more reactive than steps along [1 1̄ 1]. It is
important to remark that this is the first evaluation of TiO2

photocatalytic activity among the flat and stepped surfaces.

C. SHG/SFG spectroscopy

1. Local electronic structures of the flat and stepped
TiO2 samples

The result of the SHG/SFG spectroscopy is shown in
Fig. 8. The upper spectra correspond to the SHG spectra, and
the lower spectra correspond to the SFG spectra. The SHG
and SFG spectra have a common horizontal axis correspond-
ing to SHG photon energy ¯ωSH or SFG photon energy ¯ωSF

(¯ωSH = ¯ωSF), and the axis labels are shown just below the
horizontal axis. We also added another axis label correspond-
ing to the fundamental photon energy ¯ω2 = ¯ωSF − ¯ω3,
where ¯ω3 = 1.17 eV, right below the axis label of ¯ωSH

= ¯ωSF in Fig. 8(c) in order to discuss one-photon resonances
in the SFG spectra. The solid and broken curves on the spectra
are guide lines.

Remember that the SHG/SFG spectra for the TiO2 vici-
nal surfaces shown in Figs. 8(c)–8(e) originate only from their
step atoms and give us the information on their LDOS as a
form of their valence-conduction band JDOS.13 When an inci-
dent angle is increased near 45◦, SHG and SFG come from the
entire TiO2 surface [Figs. 8(a) and 8(b)]. Since incident beams
are almost normal to the (6 7 1) and (17 18 1) surfaces and sat-
isfy �k////[1 1̄ 0], as shown in Fig. 3(c), both the electric fields
of incident beams and SHG/SFG beams are almost parallel to
[0 0 1] in the case of S in-S out. Therefore, the SHG/SFG
intensity I in Fig. 8(c) is roughly expressed by I ∝ |χ (2)

xxx |2
using second order nonlinear susceptibility elements χ

(2)
i jk ,

where x is the [0 0 1] direction and y is the [1 1̄ 0] direction.
For P in-S out, the electric fields of incident beams are almost
parallel to y, and thus the SHG/SFG intensity in Fig. 8(d) is
roughly expressed byI ∝ |χ (2)

xyy |2. Similarly, the SHG/SFG in-
tensity in Fig. 8(e) can be described as I ∝ |χ (2)

yyy |2. These sec-
ond order nonlinear susceptibility elements are well discussed
in Ref. 14.

In Fig. 8, strong SHG/SFG responses were observed for
all the samples at SHG/SFG photon energies above the band-
gap energy of rutile TiO2 (3.05 eV). These strong signals are
attributed to two-photon resonances, as the SHG and SFG
spectra for each sample show almost the same behavior at
the same SHG/SFG photon energy range. These two-photon
resonances are derived from valence-conduction interband
electronic transitions. The two-photon resonances from the
terraces on the flat (110) and (011) surfaces are almost 1 to 2
orders of magnitude stronger than those from the step bunches
on the vicinal surfaces [Figs. 8(a) and 8(b)]. Peak structures
at ∼3.55 eV characterized especially by the SHG/SFG spec-
tra of the vicinal surfaces [Figs. 8(c)–8(e)] suggest that the
LDOS at the step bunches of the vicinal surfaces is primarily
distributed right below the valence band maximums (VBM)
and right above the conduction band minimum (CBM) as de-
picted in Figs. 9(b) and 9(c).

Even though the (110) and (011) surfaces have totally dif-
ferent surface structures and different photocatalytic activity

FIG. 9. Summary of the DHT and SET states observed by SHG/SFG spec-
troscopy. (a) Spatial distribution of the trap states on TiO2 (110). (b), (c)
Local density of states (LDOS) expected for the step bunches // [0 0 1] and
// [1 1̄ 1], respectively. The dashed lines in the center of the band gap in (b)
and (c) corresponds to the Fermi level (EF).

as shown in Figs. 7(b) and 7(c), their SHG/SFG spectra look
quite similar, indicating that the surface band structures of the
(110) and (011) surfaces are quite similar to each other. This
tendency is analogous to the result of density of states (DOS)
calculation for TiO2 (110) and (011) conducted by Beck et al.
using a titanyl (Ti = O) model as a (011)-(2×1) reconstructed
structure.21 However, their DOS calculation displayed one in-
teresting difference between (110) and (011) at their VBM.
That is, localized states associated with one-fold O atoms,
which can act as efficient hole trapping sites and facilitate
photo-oxidation reactions, were found only at the VBM of
TiO2 (011). Similarly, one can see one obvious difference be-
tween the SHG/SFG spectra of the (110) and (011) surfaces:
for the (110) surface, the SHG/SFG intensity of the spectrum
for Fig. 8(a) ♦ is much smaller than that of the another one
[Fig. 8(a) �] above the SHG/SFG photon energy of 3.4 eV,
whereas there is no remarkable difference in the SHG/SFG
intensity between the two spectra of the (011) surface in the
whole photon energy range [Fig. 8(b) • and ◦]. Analogous to
the result of the DOS calculation, the pronounced SHG/SFG
response for Fig. 8(b) • around 3.5 eV compared to Fig. 8(a) ♦
implies the presence of some intrinsic surface electronic states
around the VBM (or possibly around the CBM) of the (011)
surface. As suggested by Beck et al., it is inferred that the
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TABLE II. Summary of the spectroscopic information on the step bunches and terraces. The step bunches //[1 1̄ 1] correspond to the step bunches formed on
the (6 7 1) and (17 18 1) surfaces, and the step bunches //[0 0 1] correspond to the step bunches formed on the (13 9 0) and (15 13 0) surfaces. The parentheses
in the columns of DHT states and SET states mean that the corresponding structures are not the primary sources of the resonances.

Structures Energy ranges of SHG/SFG responses (peak positions) DHT states SET states

(110) terraces k////[0 0 1] : > 3.4 eV Not found Structureless weak resonance
k////[1 1̄ 0] : 3.4 − 3.6 eV(∼ 3.55 eV)

(011) terraces k////[1 0 0] : 3.55 − 3.7 eV(∼ 3.55 eV) Not found Structureless weak resonance
k////[0 1 1̄] : > 3.4 eV

Top edges of the step
bunches // [1 1̄ 1]

. . . Resonant at ∼1.7 eV Resonant at ∼2.6 eV

Hillsides of the step
bunches // [1 1̄ 1]

3.2−3.8 eV (∼3.55 eV) (Resonant at ∼1.7 eV) (Resonant at ∼2.6 eV)

Top edges of the step
bunches // [0 0 1]

3.5−3.9 eV (∼3.65 eV) Not found Resonant at ∼2.6 eV

Hillsides of the step
bunches // [0 0 1]

3.2−3.8 eV (∼3.55 eV) Not found (Resonant at ∼2.6 eV)

presence of these electronic states on the (011) surface could
contribute to enhancing its photocatalytic activity by precip-
itating molecular adsorption or interfacial charge transfers of
holes (or electrons). Even though the titanyl (Ti = O) model
seems slightly out of date now, it can give us a good insight.
However, further analysis of these intrinsic electronic states
would be required to understand their detailed properties and
the reactivity of the (110) surface.

Another experimental fact that should be noted about the
SHG/SFG spectra for the (110) and (011) surfaces is that any
significant resonances from trap states were not observed for
either the (110) or (011) surfaces below the band-gap energy
of rutile TiO2 as far as our scanning range of SHG/SFG pho-
ton energy is concerned. This does not necessarily mean that
there are no trap states on the flat (110) and (011) surfaces
because SHG/SFG intensity has nonzero values at SHG/SFG
photon energies below the band-gap energy. The result of the
SHG/SFG spectra for the (110) and (011) surfaces is summa-
rized in Table II.

In contrast to the flat surfaces, we could observe remark-
able resonances from trap states at 2.6 eV for both kinds of
stepped surfaces [Figs. 8(c)–8(e)]. This result suggests that
the trap states are more favorably formed at step bunches
than on flat terraces, and that step structures may be primarily
responsible for the formation of these trap states. These
resonances are attributed to two-photon resonances, as the
resonances from the shallow trap states could be seen in the
same SHG/SFG photon energy range when compared be-
tween the SHG and SFG spectra. Since the feature of the res-
onances did not depend on the direction of the step bunches,
the shallow trap states at the step bunches // [1 1̄ 1] and
// [0 0 1] should come from common defect sites, and thus are
not affected by surrounding surface structures. We assigned
the shallow trap states to Ti3d defect states, well-known
electron trap states, associated with surface/subsurface
oxygen vacancies37–46 or near-surface titanium
interstitials.47–49 Therefore, the SHG/SFG resonances at
2.6 eV can be attributed to the electronic transition from
the valence band to the unoccupied SET states [Figs. 9(b)
and 9(c)] because the SHG/SFG intensity becomes high only
when the initial and final states in the SHG/SFG process are
electron-occupied and electron-unoccupied states, respec-

tively. In Fig. 9, we assume that the Fermi level (EF) is located
in the center of the band gap since our samples are well
oxidized during the process of the annealing in an O2 gas and
should act as intrinsic semiconductors. Note that the value of
the SHG/SFG resonant energy, 2.6 eV, does not necessarily
mean that the center of the SET states is located exactly
2.6 eV above the VBM (or 0.45 eV below the CBM). As
shown in Figs. 9(b) and 9(c), the center of the SET states
should be located between 0.45 and 0.95 eV below the
CBM because the SHG/SFG spectra reflect TiO2 valence-
conduction band JDOS. In the literature, these Ti3d defect
states were found to be located 0.7–1.0 eV below EF in
UPS.38, 45–47, 75 In this case, it can be assumed that EF is
located almost at the edge of the conduction band as the sam-
ples used in UPS are reduced sufficiently by ion sputtering
and vacuum annealing. Therefore, the energy levels of the
Ti3d defect states observed in this study are in approximate
agreement with the literature.

If surface oxygen vacancies are present at the step
bunches, some of them are expected to be healed by oxygen
molecules in air,76–79 and the others ought to be hydrox-
ylated to form Ti−OH groups during the process of our
surface treatment due to the strong dissociative adsorption
of water molecules at surface oxygen vacancy sites.75, 80–84

The electronic properties of surface oxygen vacancies (Ti3+

defects) are believed to remain unchanged even after the
water dissociative adsorption at these sites85 and the resultant
Ti−OH groups behave as good electron trapping sites.39, 85

The presence of the electron trapping sites (Ti3d defect sites),
including Ti−OH groups, at the step bunches should play
an important role in photocatalytic reactions since they can
serve as a tunnel for O2 molecules to scavenge electrons.
As mentioned earlier, the electron scavenging process by O2

molecules is very important because it provides the pathway
to produce well-known oxidizing agents, such as O•−

2 , H2O2,
and 1O2,3, 32, 50–52 as well as it prevents the recombination of
holes.53–55 Therefore, we believe that the presence of the SET
states at the step bunches are partially responsible for the high
photocatalytic activity of the vicinal surfaces compared to
the flat (110) surface [Figs. 7(b) and 7(c)]. Another possible
cause of the relatively high reactivity of the vicinal surfaces
is the strong adsorption of reacting molecules at the step
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bunches, as the Ti3d defect sites at the step bunches can fa-
cilitate the adsorption of not only water or oxygen molecules
but also of reacting molecules, such as methylene blue.
Adsorption of reacting molecules is very important since one
of the important factors in catalytic reactions is how long the
reacting molecules stay on a catalyst surface if we assume
a Langmuir–Hinshelwood model.86 However, we cannot tell
only from the results of SHG/SFG spectroscopy whether the
step bunches really contribute to the strong adsorption of
reacting molecules. This would be one of our future studies.

In addition to the resonances at 2.6 eV, we observed
another resonance at ¯ωSF

∼= 2.85 eV in the SFG spectra of
the (6 7 1) and (17 18 1) surfaces at S in-S out [the lower
spectra of Fig. 8(c)]. We can attribute this resonance to a
one-photon resonance at ¯ω2

∼= 1.7 eV, not a two-photon
resonance at ¯ωSF

∼= 2.85 eV, as the corresponding SHG
spectra [the upper spectra of Fig. 8(c)] did not show any
remarkable resonances at ¯ωSH

∼= 2.85 eV. If there is really
a one-photon resonance at ∼1.7 eV, the resonance should
also be observed at ¯ωSH

∼= 3.4 eV in the SHG spectra as
indicated in the upper spectra of Fig. 8(c). Due to the strong
two-photon resonances in this range, however, a one-photon
resonance cannot be observed in the SHG spectra clearly as
compared to the SFG spectra. We discuss the one-photon
resonance in the SHG spectra in detail later. It is important
to remark that the one-photon resonance was intrinsic to the
step bunches // [1 1̄ 1], and was not observed at P in-S out
but at S in-S out. This result indicates that the one-photon
resonance at ∼1.7 eV occurs only when χ (2)

xxx (not χ (2)
xyy) is

involved in the nonlinear optical process.
We believe that the origin of the one-photon resonance at

∼1.7 eV is identical to that of the PL at ∼840 nm detected by
other groups.42, 57–62 The one-photon resonance is therefore
attributed to the electronic transition from the occupied DHT
states to the conduction band. Excited DHT states (electron-
unoccupied states) may be localized at some oxygen atoms at
the TiO2 surface or subsurface as mentioned in the Introduc-
tion. Our result adds more information to the results reported
by other groups: the formation of the DHT states requires or is
facilitated by some special lattice coordination as is present at
the step bunches // [1 1̄ 1]. However, it is difficult to identify
the lattice coordination in question because of the complex
structures of the step bunches. From the similar discussion
as was given for the SET states, the center of the deep hole
levels is not located exactly 1.7 eV below the CBM, and the
DHT states should be located between 1.2 and 1.7 eV below
the CBM, namely, near the center of the band gap [Fig. 9(c)].
Therefore, the corresponding energy of the DHT states is in
good agreement with the one estimated through PL.42, 57–62

Spatial distribution of the DHT and SET states on a TiO2 sur-
face and their energy levels are summarized in Fig. 9.

Now, we discuss the relationship between the presence
of the DHT states and the photocatalytic activity. Remember
that the (17 18 1) surface showed the lower photocatalytic
activity than the (15 13 0) surface did [Figs. 6(b) and 6(c)],
and that the (15 13 0) surface did not exhibit any resonances
from DHT states [Fig. 8(e)]. According to the idea given
by Bahnemann et al.,33 these results indicate that the pres-
ence of the DHT states observed from the step bunches

// [1 1̄ 1] did not effectively contribute to the decompo-
sition of methylene blue molecules. One possible reason
for this is that the •OH radical production from the DHT
states or the reaction between methylene blue molecules
and surface-bound hydroxyl radicals (Ti−•OH) produced
from deeply trapped holes was so slow that the presence
of the DHT states could not enhance the reactivity of the
(17 18 1) surface. As a matter of fact, the •OH radical pro-
duction rate for the rutile phase is reported to be considerably
slower than that for the anatase phase.87 This slow •OH
radical production could even deteriorate the photocatalytic
activity of the (17 18 1) surface since it may result in
promoting the recombination at the DHT sites, and thus this
can be one of the reasons why the reactivity of the (17 18 1)
surface did not stand out well among the vicinal surfaces.

2. Detailed analysis of SHG/SFG responses
from the step bunches

SHG and SFG from the top edges of step bunches are
more important than those from their hillsides because the
less-coordinated structures at the top edges can give rise to
anomalous electronic properties modifying photocatalytic re-
actions. Therefore, it is important to analyze the SHG/SFG
spectra for the vicinal surfaces in detail. By comparing the
SHG/SFG signals between the 4◦ off-oriented and 10◦ off-
oriented samples, we can analyze electronic properties of the
top edges and hillsides of step bunches separately. Remember
that the total areas on the hillsides of the step bunches for the
10◦ off-oriented (6 7 1) and (13 9 0) surfaces are estimated to
be ∼2.5 times as large as those for the 4◦ off-oriented (17 18
1) and (15 13 0) surfaces, while the number of the step edges
on each of the four vicinal surfaces is almost the same. Un-
der this assumption, contributions to the total SHG/SFG from
the hillside component should be much smaller for the (17 18
1) and (15 13 0) surfaces than for the (6 7 1) and (13 9 0)
surfaces. In contrast, contributions from the top edge compo-
nent for the 4◦ off-oriented and 10◦ off-oriented samples are
expected to be comparable to each other. It follows that the ef-
fect from the top edge component should be more emphasized
in the SHG/SFG spectra of the (17 18 1) and (15 13 0) sur-
faces than those of the (6 7 1) and (13 9 0) surfaces, although
the (17 18 1) and (15 13 0) surfaces give lower SHG/SFG
intensity in total.

For the (6 7 1) and (17 18 1) surfaces, the peak intensity at
3.55 eV for the (17 18 1) surface was almost 10 times smaller
than that for the (6 7 1) surface [Figs. 8(c) and 8(d)]. Note
that the SHG/SFG spectra of the (17 18 1) surface are mag-
nified to compare the peak shapes. We conclude that these
peaks at 3.55 eV derive primarily from the hillsides of the
step bunches since the peak intensity strongly depended on
the miscut angles of the samples. In contrast to the peaks at
3.55 eV, the resonances at 2.6 and ∼1.7 eV did not show sig-
nificant differences in the SHG/SFG intensity between the (6
7 1) and (17 18 1) surfaces, and stood out more in the spectra
of the (17 18 1) surface than those of the (6 7 1) surface. The
same tendency was observed for the resonance at 2.6 eV in
the SHG/SFG spectra of the (13 9 0) and (15 13 0) surfaces
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[Fig. 8(e)]. These results suggest that the DHT and SET states
primarily arise from the top edges of the step bunches rather
than on their hillside.

A close inspection of peak shapes at 3.55 eV between
the (6 7 1) and (17 18 1) surfaces shows that though they are
equivalent for P in-S out [Fig. 8(d)], there is a slight differ-
ence in their peak shapes around 3.35 eV in the SHG spectra
for S in-S out as indicated by a circle [the upper spectra of
Fig. 8(c)]. This difference may be caused by the one-photon
resonance at ¯ω1 = ¯ωSH/2 ∼= 1.7 eV. As discussed above,
the one-photon resonance from the DHT states derives from
the top edge component. If so, the effect from the one-photon
resonance at ¯ω1 = ¯ωSH/2 ∼= 1.7 eV should be more pro-
nounced in the SHG spectra of the (17 18 1) surface than those
of the (6 7 1) surface and causes some differences in their peak
shape. If the one-photon resonance is driven by the hillside
component, there should be no difference in their peak shape.
This result supports that the one-photon resonance from the
DHT states is located around 1.7 eV and comes mainly from
the top edges of the step bunches.

In the same manner, we conducted peak assignments for
the (13 9 0) and (15 13 0) surfaces as well [Fig. 8(e)]. The
peak at 3.55 eV in the spectra of the (13 9 0) surface is
assigned to the effect from the hillside component. Further-
more, we assigned the shoulder observed from the (13 9 0)
surface and the peak at 3.65 eV observed from the (15 13 0)
surface to the effect from the top edge component since their
intensity did not strongly depend on the miscut angles of the
samples. The effect from the hillside component for the (15 13
0) surface may be so small that it is completely hidden under
the tail of the peak at 3.65 eV. Based on these peak assign-
ments, it is concluded that the SHG/SFG response energies
for the top edges of the step bunches // [0 0 1] are higher than
those for their hillside, indicating that there should be obvi-
ous differences in their LDOS distribution near the band-gap
regions.

We summarize the above discussion on the SHG/SFG re-
sponses from the step bunches in Table II. We did not see
any effects from the top edge component above 3.05 eV for
the step bunches // [1 1̄ 1], whereas we observed the effect
from both the top edge and hillside components for the step
bunches // [0 0 1]. The SHG/SFG intensity for the (6 7 1)
surface is almost 10 times as strong at 3.55 eV as that for
the (13 9 0) surface [Fig. 8(c)–8(e)]. This means that the ef-
fect from the hillside component is very strong for the step
bunches // [1 1̄ 1] compared to the step bunches // [0 0 1] that
it could hide the effect from the top edge component of the
step bunches // [1 1̄ 1]. Another tentative interpretation is that
the effect from the top edge component of the step bunches
// [1 1̄ 1] just overlapped with that from the hillside compo-
nent in the same photon energy region. As far as trap states are
concerned, the SHG/SFG signals were found to come from
the top edge of the step bunches rather than their hillside for
both kinds of step bunches.

D. DFT model calculation of LDOS

For the step bunches // [0 0 1], the SHG/SFG response
energies were clearly different between the top edges and hill-

FIG. 10. (a) A rutile TiO2 slab model for the DFT calculation of the LDOS.
The surface of the slab model consists of a (110) terrace and a double-layer
step parallel to [0 0 1] with a (100) step face. (b) Calculated LDOS for bulk,
a terrace, a step face, and a step edge. For each structure, the LDOS at the
four atoms indicated by the arrows in (a) is summed up to yield the total
LDOS at the structure. The inset in (b) is the magnified scale of the LDOS
near the band-gap region. VBM and CBM for each structure are indicated by
the arrows in the inset. Energy zero corresponds to the Fermi energy.

sides of the step bunches (Table II), indicative of a significant
difference in their LDOS distribution near the gap regions.
This difference in their local electronic structures is very in-
teresting in terms of catalytic chemistry as well as surface
physics because it is possible that this difference could be cor-
related with the outstanding reactivity of the (15 13 0) surface
as compared to the (17 18 1) surface [Figs. 7(b) and 7(c)].
Thus, we calculated the LDOS on the TiO2 (5 2 0) vicinal
surface with a step parallel to [0 0 1] using DFT in order to
figure out how the valence and/or conduction bands of the
step bunches are modulated when compared to those of the
terraces and bulk.

The slab model used in the DFT calculation is shown in
Fig. 10(a). We built up the slab model based on the result of
the AFM measurement for the (15 13 0) surface in Fig. 4(d).
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As already discussed, we found that the (15 13 0) surface
is made up of the multilayer step bunches (≥2 ML) and the
(110) terraces with a terrace width of about 20–25 nm along
[1 1̄ 0]. However, since the size of the model system is lim-
ited, we assumed that the surface was composed of a bilayer
step with a (100) step face, and a (110) terrace with a ter-
race width of four unit cells (2.6 nm) along [1 1̄ 0]. Thickness
of the slab was nine layers. The atomic structure at the step
edge was referred to the model suggested by Diebold et al.31

(Fig. 5).
The LDOS was calculated for bulk, a terrace, a step face,

and a step edge [Fig. 10(b)]. The LDOS for each structure
was made up of the LDOS of three inhomogeneous oxygen
atoms and one titanium atom [Fig. 10(a)]. One can see that the
LDOS around the VBM for the step and the terrace is shifted
from the corresponding LDOS for the bulk to lower energy,
whereas the CBM for each of these four structures remains
almost at the same energy. This tendency is also seen in the
result of the theoretical calculation performed by Sano et al.
that the DOS near the VBM for a (110) face undergoes a lower
energy shift due to surface relaxation.88 The red shifts of the
LDOS in Fig. 10(b) become increasingly more significant for
the step face, the terraces, and the step edge. This is consistent
with the result of the SHG/SFG spectroscopy. As summarized
in Table II, the minimum of the SHG/SFG response energies
for the top edges of the step bunches // [0 0 1] was higher than
that for their hillsides and the (110) terraces. In other words,
the band-gap energy for the top edges of the step bunches
// [0 0 1] is larger than that for their hillsides and the (110)
terraces. Therefore, it is concluded that the LDOS around the
VBM for the top edges of the step bunches // [0 0 1] under-
goes a red shift from the corresponding DOS for the bulk
more significantly than that for their hillside and the (110)
terraces does.

The red shift of the LDOS around the VBM for the top
edges of the step bunches can give high oxidation power to
free holes at these sites, as free holes extract electrons from
adsorbed molecules more strongly with the increase in their
potential energy (redox potential). However, we cannot tell at
this stage whether these free holes really contribute to methy-
lene blue photodegradation reactions or not. In this paper, we
failed to completely explain the origin of the high reactivity
of the step bunches, especially the ones // [0 0 1], as well as
that of the (011) face in terms of trap states or LDOS near the
band-gap regions. To make this problem clearer, we need to
look into not only static surface electronic properties but also
dynamic properties at TiO2 surfaces after UV excitation.

IV. CONCLUSION

In this study, SHG/SFG spectroscopy, AFM, and pho-
tocatalytic activity measurements were performed for rutile
TiO2 (110)-(1×1), (011)-(2×1), (17 18 1), and (15 13 0).
We attained selective measurement of the local electronic
structures of the step bunches formed on the vicinal surfaces
using a SHG/SFG step-selective probing technique. The sur-
face electronic structures of the flat (110) (the terrace face of
the vicinal surfaces) and (011) surfaces were also discussed.
The SHG/SFG spectra for the (110) and (011) surfaces

showed that their surface band structures look quite similar
to each other, and also implied that only the (011) surface
has some specific electronic states around the VBM (or possi-
bly around the CBM). In addition, any significant resonances
from trap states were not observed for these samples within
the experimental limit of the SHG/SFG photon energy range.
For the vicinal surfaces, on the other hand, we detected DHT
and SET states selectively from the step bunches. This result
suggests that the formation of the trap states is more likely to
be precipitated at the step bunches than on the flat terraces.
The energy levels of these DHT and SET states were esti-
mated to be between 1.2 and 1.7 eV below the CBM and be-
tween 0.45 and 0.95 eV below the CBM, respectively, and are
in approximate agreement with the literature. Unlike the SET
states, the DHT states were observed only at the step bunches
// [1 1̄ 1]. This implies that the formation of the DHT states
may require or be facilitated by some special lattice coordi-
nation as is present at the step bunches // [1 1̄ 1]. Photocat-
alytic activity of each TiO2 sample was found to follow the
sequence: (110) < (17 18 1) < (15 13 0) < (011), indicating
that steps // [0 0 1] are more reactive than steps // [1 1̄ 1]. This
result implies that the presence of the DHT states at the step
bunches // [1 1̄ 1] did not effectively contribute to the methy-
lene blue photodegradation reactions.

Detailed analysis of the SHG/SFG spectra allowed us
to distinguish the SHG/SFG signals between the top edge
and hillside of the step bunches on the vicinal surfaces, and
showed that the DHT and SET states prefer to be formed at
their top edges rather than on their hillsides. The DFT cal-
culation, in line with the SHG/SFG spectroscopy, suggests
that the LDOS around the VBM for the top edges of the step
bunches // [0 0 1] undergoes a red shift from the correspond-
ing DOS for the bulk more significantly than that for their
hillsides and the (110) terraces does. However, it still remains
unclear whether this red shift of the LDOS for the top edges
is really correlated with the outstanding reactivity of the (15
13 0) surface as compared to the (17 18 1) surface.
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